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Abstract. Ring Oscillators (RO) are often used in true random number generators
(TRNG). Their jittered clock signal, used as randomness source, originates from
thermal and flicker noises. While thermal noise jitter is generally used as the main
source of randomness, flicker noise jitter is not due to its autocorrelation. This work
aims at qualitatively settling the issue of the influence of flicker noise in TRNGs, as
its impact increases in newer technology nodes. For this, we built a RO behavioural
model, which generates time series equivalent to a jittered RO signal. It is then used
to generate the output of an elementary RO-TRNG. Despite general expectations,
the autocorrelation inside the output bit stream is reduced when the amplitude of
flicker noise increases. The model shows that this effect is caused by the sampling of
the jittered signal by the second oscillator, which hides the behaviour of the absolute
jitter, causes resetting of the perceived phase, and suppresses any memory effect. The
inclusion of flicker noise as a legitimate noise source can increase the TRNG output
bit rate by a factor of four for the same output entropy rate. This observation opens
new perspectives towards more efficient stochastic models of the RO-TRNGs.

Keywords: Random number generation - Parameterized stochastic models - Dedi-
cated statistical tests - Physical isolation - Hardware monitoring

1 Introduction

Recent multiplication of attacks on IoT devices pushes security standards towards stronger
requirements on security primitives. As such, True Random Number Generators (TRNG),
which ensure the unpredictability of cryptographic secrets, are based on a physical source
of randomness (usually some kind of analog noise), which is monitored and digitized to
obtain a digital noise [AATS17]. The statistical quality of the generated digital noise is
then verified using statistical tests [TBK 18], [KS11]. This statistical evaluation of the raw
random numbers is necessary, but not sufficient: their origin, quality and unpredictability
must be proven through a comprehensive and reliable stochastic model. Such a model
serves to estimate the entropy rate at generator’s output depending on measurable input
physical parameters. So far, ring oscillators (RO) are one of the most studied and exploited
sources of randomness [BLMT11, KG04, SMS07, VD10, HFBN15] in digital devices. The
RO-based TRNGs exploit the jittered clock signal generated by the freely running oscillator.
The jitter of the generated clock signal (i.e. instability of the signal in time), which is
observed as a phase noise in frequency domain or a timing jitter in the time domain,
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2 Impact of the Flicker Noise on the RO-TRNGs

is caused by an ensemble of electric noises and in particular by random noises such as
thermal noise and flicker noise. This variation in phase or in time of the clock signal is
then transformed to a digital noise using a sampling or counting method [ASP*18] after
sufficiently long jitter accumulation time. The stochastic models used to estimate entropy
must be based on a detailed analysis of the underlying physical phenomena. Namely, in
the context of RO-based TRNG, this necessitates a thorough study of the jitter origin, its
size and the way it is accumulated.

Hajimiri et al. proposed one of the first comprehensive models of the jitter [HLL99].
It is based on the observation that the impact of a perturbation (noise) on the jitter is
different whether this occurs during the transient phases (rising or falling edges) or the
steady state phases of the clock signal. Consequently, the authors in [HLL99] define an
Impulse Sensitivity Function (ISF), which characterizes the sensitivity of the signal to
perturbations occurring at different instants. More precisely, the model describes the
physical sources of the jitter, namely the thermal noise and flicker noise and their influence
on the accumulated jitter. They conclude that the thermal noise is completely random
and uncorrelated. This makes it an ideal source of randomness in TRNG applications.
On the other hand, flicker noise originates from two major phenomena: carrier number
fluctuation due to presence of traps at the interface between the gate oxide and the
silicon channel, and mobility fluctuation due to Coulomb scattering in the channel of
the transistor [GRNDT91]. This type of the jitter source introduces correlations (namely
auto-correlations) and might reduce the quality of generated numbers if the generator
relies on it as a source of randomness.

The authors in [HLL99] prove that the variance of the accumulated jitter varies
linearly in the case of jitter coming from the thermal noise (this jitter component is thus
predominant in short accumulation times) and quadratically for the jitter coming from
the flicker noise (the corresponding component of the jitter will thus be predominant in
long accumulation times). Abidi [Abi06] proposes a model which is based on the physical
parameters characterizing transistor noise models. However, this model cannot be used
to determine the dependence of the jitter on the flicker noise due to divergence problems
related to the flicker noise. Haddad et al. [HTBF14] propose to solve the convergence
problem by recurring to the Allan variance [All66] instead of the traditional variance
when analysing the sources of jitter. The accumulated jitter is characterized by the
variance of the number of oscillations of one ring during N periods of the second one.
The Allan variance calculated using the counter values follows a law similar to the one
of Hajimiri et al., which depends linearly on the jitter coming from thermal noise (jitter
component predominant for low N) and quadratically on the jitter coming from flicker noise
(jitter component predominant for higher N). Allini et al. [ASP*18] arrive to the same
conclusions, by modifying the structure of the block calculating the variance. Another
model proposed by Fischer and Lubicz [FL14] uses the digital output of a differential pair
of ROs connected directly to a D flip-flop. An XOR operation is performed at the output,
which depends on the differences between consecutive samples distanced by M bits. The
proposed method is based on the autocorrelation test. The objective is to shorten the
measurement interval and measure the jitter in the time domain in which the impact of
the thermal noise dominates.

The relationship between the jitter coming from the thermal noise and entropy in
oscillator-based TRNG was developed in [BLMT11]. By using a phase-oriented approach,
the formula for a minimum boundary of entropy is provided. The entropy can be calculated
from the quality factor of the oscillator, which depends on the ratio between the purely
random jitter and the period of the oscillator. However, as yet, only the jitter coming
from the thermal noise was taken into consideration even though the flicker noise is always
present in an either consistent or dominant amount [BCPPW22]. The impact of the flicker
noise is neglected because of its intrinsic autocorrelated behaviour, which is considered
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to be a possible cause of predictability of the TRNG output. In order to investigate the
influence of the flicker noise on the working characteristics of the TRNG, we model the
behaviour of ring oscillators and furthermore of a TRNG by a behavioural model coded
in Python. For ease of language, the behavioural model is referred to sometimes in this
article as the emulator. The main purpose of the emulators is to emulate generated output
signals of the ring oscillator. These signals are then used to evaluate the behaviour of the
whole TRNG. Finally, we compare signals obtained from the emulator with those obtained
from the dedicated hardware to adjust precisely the amplitude and impact of both noise
sources on the emulator output. This allowed us to test and highlight the influence of the
two noise sources separately and especially to evaluate the possibility to include the flicker
noise effect on the final entropy rate and thus significantly increase the entropy rate.

The paper is organised around the following structure. The second section is dedicated
to the description of the behavioural model of the RO. In this part, we describe the
model and assumptions on which it is based and we validate the model by comparing
model-generated and measured data coming from the dedicated hardware (ASIC and
FPGA). This part also contains a study of the importance of parameters of the sampling
process and namely the sampling frequency for jitter characterization. In the third section,
we extend our study to an Elementary RO TRNG. The influence of the different noise
sources on the working characteristics of a ring oscillator-based TRNG is studied. More
explicitly, we explain the influence of the flicker noise on the TRNG behaviour, answering
in this manner the question about its suitability as a source of randomness in physical
random number generators.

2 Ring oscillator behavioural model

The purpose of this part is to provide a simple and effective way of generating a ring
oscillator-type signal specifically designed for TRNG applications. More precisely, our
emulator, which is written in Python, is able to generate time series corresponding to the
rising (or falling) edges of a ring oscillator signal. A more detailed motivation is given in
Section 2.2.

2.1 Model and hypothesis

In order to construct the behavioural model of jitter in ring oscillators, we use the results
of the study of Hajimiri et al. from which most jitter models are derived [HLL99]. This
model is based on the observation that the impact of a perturbation event (noise) on jitter
is different whether it occurs during the rising (or falling) edge or the steady state phase
of the signal. In the former case, the impact is important, while for the latter case the
impact is negligible. This difference is represented by the Impulse Sensitivity Function
(ISF), which translates the sensitivity of the signal to perturbations occurring at different
instants. Thus, the ISF is either positive or negative during the rising or falling edges of
the signal and null in the steady state part (see Fig. 1).

The absolute phase is calculated by integrating the product between the ISF (T") and
the current noise coming through the inverter levels of the ring oscillator, all divided by
a constant charge ¢maq., which is characteristic to each ring oscillator (see Eq. 1). One
can observe that the cumulative sum is composed of essentially two terms. The first one,
% is an amplitude term describing the impact of a variation of current on the phase
noise. The second term, i(7), is the current noise passing through the transistors of the
ring oscillator, which in the case of a well-balanced perfect ring oscillator is equal for all
transistors. It is composed of two components (444 (7) and iz (7), which correspond to the
impact of the thermal and flicker noises, respectively, indicating their amplitude and their
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Voltage

time

ISF

Figure 1: Waveform of the ring oscillator output signal (top) and corresponding Input
Sensitivity Function (ISF) (bottom)

behaviour in terms of the power spectral density:
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Therefore, the formula describing each period of the ring oscillator measured as a distance
between rising (or falling) edges can be reduced to a sum of a product between an amplitude
factor and a behavioural factor corresponding to thermal and flicker noises, respectively:

2 . .
dt; =Ty + - o(dt;) = To + Awn - dign(ts) + Agr - dipi(ti), (2)

where Tj is the mean period of the ring oscillator, w is the angular frequency, ¢(t) is the
phase at time ¢, A, and Ay, are amplitude factors for the thermal and flicker noise, i,
and diy; are behavioural terms corresponding to thermal noise and flicker noise. First,
it is important to highlight that the last two terms do not necessarily correspond to the
amplitudes of the current. The formula indicates that for each period, jitter is determined
by an amplitude factor A and a behavioural factor §i. Then, thermal noise depends
essentially on the conductance of the transistor channel, whereas flicker noise originates
from two mechanisms: carrier number fluctuations coming from the trapping-detrapping
of carriers at the interface traps of the gate oxide [MK57] and mobility fluctuations
due to scattering in the transistor channel [Hoo69]. Their respective amplitude factors
encompass all technological, working and environmental factors determining their amplitude.
Furthermore, as the phenomena generating them are different, the two contributions must
be considered as independent, hence the lack of a combined term.

The absolute time series is the cumulative sum of the terms described above. Moreover,
in case of real measurements, as is the case of TRNGs, the sampling precision is finite. We
can therefore transform the integral into a sum:

t;
t; =1 Ty + Z(Ath . (52',5}1(?51‘) + Afl . 5ifl(ti)>- (3)
0

The following part details the application of the above-mentioned principles in modeling
and emulation of the clock jitter behaviour in ring oscillators.
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2.2 Model verification using simulations and measurements

Behavioural model. For its general acceptance and universality, the emulator code was
developed in Python (available on GitHub! ). The choice for the Python environment
comes from our intention to create an easy-to-use and fast toolbox exploitable by a
wide range of developers. Although more sophisticated simulation tools exist, they only
provide a more accurate link to technological parameters, without any benefits in terms
of behaviour. Besides this, the simulations can prove to be extremely time consuming
with no added benefit for TRNG applications. Moreover, phase noise implementation in
simulators is hindered by the approximation of the Impulse Sensitivity Function (ISF)
which transposes flicker noise into its phase noise contribution. Its determination is complex
and the effectiveness of the different methods to cover the entire spectrum of possibilities
and regimes does not seem to be a settled question yet [JLHT21].

In order to generate the different noise spectra, we used the “colorednoise” [Pat22]
library. Its algorithm is based on an Astronomy and Astrophysics article [TK95] which
shows that noise with a certain power spectral signature can be generated by adding
multiple random noise contributions with amplitudes corresponding to the desired power
spectral density. Due to its simplicity, the results and method are easily verifiable. It
should be mentioned that other methods are also available such as the one proposed
by Keshner [Kes82] which uses multiple first order filters applied to a random source to
generate noise with different power spectral densities. However, as the two methods give
similar results, we used the “colorednoise” library for the results presented in this work,
due to its easier implementation in the Python script.

Jitter measurements in ASIC. We used the Allan variance to evaluate and compare the
jitter parameters in emulator and hardware. The Allan variance is an indicator widely
used for TRNG applications [ASPT 18] and it is calculated as the variance of the difference
between two consecutive samples of the time series corresponding to the rising (or falling)
edges of ring oscillator signal. Its behaviour depends on the accumulation time (or the
number of the reference clock periods) and varies quadratically (as shown in Fig. 2). The
curve begins with a plateau corresponding to the quantization noise which is introduced
by the finite resolution of the measurement, followed by a linear region corresponding to
the thermal noise and ends with a quadratic part corresponding to the flicker noise. The
equation defining those characteristics is: 07(t) = ag + ay - t + az - t2, where ag, a1, as
are the factors corresponding to the amplitudes of quantization, thermal and flicker noise,
respectively. The fit of the quadratic curve uses the least-squares normalized error (LSNE)
regression method [GBO06].

—8— measurement
10-15 4 === fit measurement
quantization
10716 == thermal
) ——- flicker /T
o = Tner™?
S 10717 - o
8
§ -18
z 107 4 -~
£ Papld
< _ "r‘ i
10-19 4 ”’_— /’,
-
e
10*20 4 ,//
-
107 1074 1073

time (s)
Figure 2: Example of Allan variance characteristics of the jitter obtained from experimental
results of RO implemented on a FD-SOI ASIC.

Thttps://github.com/opentrng/papers
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In order to isolate as well as possible the physical noise sources, measurements were
realized directly on ring oscillators using specific probe station and dedicated equipment.
The benefit of this approach is the reduction of other parasitic noise sources by using high
precision measurement equipment (analyser and oscilloscope) in an isolated environment
(Cascade Elite 300 probe station — specifically conceived to reduce external noise). This
methodology enables the characterization of the physical noise source in the most adequate
way possible, by reducing the risks associated with cross-talks, noisy voltage sources, less
precise embedded measurement and an open environment.

The acquisitions are directly realized on silicon wafers using an up-to date probe station
(Cascade Microtech Elite 300). An HP B1500 analyzer imposes the biasing conditions
on the DUT (Device Under Test) through SMUs (Source Measurement Units) using a
probe card with 25 analog probes with an 80 pm pitch. The output signal of the ring
oscillator is recovered through a LAN connection from a Tektronix DP0O5104 oscilloscope.
All the instrumentation is controlled through a Python program from an external PC (as
presented in Fig. 3).

About the impact of the HP B1500 analyzer and the SMU to the noise: as stated in
the datasheet, the “force accuracy for the range used (2V) is 0,018% + 400uV”. As stated
in Fig. 10 in [WJA™14], the sensitivity to VDD variation of a 101 stage RO in a similar
FD-SOI technology is roughly about 0,625MHz/mV, that makes 1,28 ps variation in RO
period for a 800uV variation (twice the 400uV), that is roughly 1000 times smaller than
the nominal period of the ROs. As stated in Section 3.3, this variation is in the order of
magnitude of the jitter measured when quantization noise is dominant (low accumulation
times) but but much smaller in the measurement interval, in which the thermal noise and
flicker noise contributions dominate. Therefore, the noise contribution of our instrumental
set-up is included in the quantization noise and does not alter our model in the thermal
and flicker regime.

Tektronix DPO5104

Unit (SMU)
HP B1500
Analyzer

Source Measurement

Cascade Elite 300
Probe station

Figure 3: Global view of the measurement chain.

Experimental results are obtained on ring oscillators (RO) fabricated on industrial
28 nm FD-SOI (Fully Depleted Silicon on Insulator) technology. The ROs are composed
of 101 inverters, leading to a nominal frequency of 500 MHz. This frequency is typical of
those obtained on up-to-date silicon technologies. Measurements are analog (on the rising
edge of the RO) and are then processed through an on-chip frequency divider (factor 1024)
(schematic in Fig. 4).

The frequency divider makes possible an accurate measurement of the jitter on an
oscilloscope. Indeed, we assume that, as we observed in our experiments and as it was
published several times in the literature (see for example [HLL99, ASP*18]), jitter is
three orders of magnitude smaller than the nominal period. This means that, as the
RO has a 2 ns period, jitter would be approximately 2 ps. The oscilloscope used for
our measurements (Tektronix DPO5104) has a maximum sample rate of 10GS/s, which
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means a sampling step of 100 ps. To the best of our knowledge, none of the commercial
oscilloscope have sampling rate above 160 GS/s (sampling step of 6.25 ps). Therefore,
none of the commercial oscilloscopes would be able to measure accurately the jitter of
our sample. This stresses the importance of the frequency divider. Moreover, frequency
dividers are commonly used by the radio-frequency community; their contribution to noise
is not frequency dependant and is known to lower noise density by a factor of 20 -log(1/N)
(where N is factor of division). This can be seen on Fig. 6 presented in [EET11]. The
spectral behaviour of the phase noise is only altered by the frequency divider in as to reduce
the quantization noise (noise floor) and therefore does not alter our noise measurements.

IO

FD

Figure 4: Ring oscillator composed of 101 NOT gates with a frequency divider (FD) before
the signal output.

2.3 Model validation by data measured in ASIC

Calibration of the "colorednoise" library to Allan variance. The main goal of the
behavioural model is to generate a signal which replicates experimental results (see Fig. 2).
More explicitly, the ag, a1, as coefficients constitute the input of the emulator, which
should generate an equivalent time series corresponding to the emulated ring oscillator
periodic signal. As such, the magnification factors between the thermal and the flicker
noise generated by the “colorednoise” library and their corresponding Allan variance curves
need to be determined first. By generating time series for one unity of thermal and
flicker noise (see Eq. (4)), the magnification factors can be directly determined from their
corresponding Allan variance. Figure 5 presents the Allan variance results of the unitary
times series. The Least Squares Normalized Error Regression [GB06] method is used to
estimate factory ~ 0.13 and factory, =~ 2.

dti = TQ +1- 6ith(ti) +0- (5ifl(ti) = O’E(t) =0- t2 + factorth -t+0 (4)
dt; =Ty + 0 Gign(t;) + 1 Sip(t;) = of(t) = factory -2 + 0t +0

Generating emulated data from the behavioural model. Using the ag, a1, as parameters
obtained by measurement, the relative time series data of the emulator can be computed
by developing Eq. (2) into:

[ ar-To . az-T§
dt; = Tq —— 0ty (t; ——— . dig(t;), 5
o+t factoryy, tn(ti) + factory, in(ts) (5)

Where 62’5107 62']122[0 are thermal and flicker noise time series data generated by the
“colorednoise” library and Tj is the nominal period of the ring oscillator. The absolute
time series data is obtained by the cumulative sum of the relative time series data. In
addition, a quantization effect can be simulated by using the following formula:

grempled = ¢. {% +0.5) (6)

Where Lx + 0.5J is the closest integer of x, and q is the sampling step.



8 Impact of the Flicker Noise on the RO-TRNGs

Allan variance on normalized noise
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Figure 5: Allan variance of the unitary thermal and flicker noise generated using the
colorednoise library in Python.

Figure 6 illustrates the results obtained by calculating the Allan variance of the
measured and emulated time series data. The emulated results are closely similar to the
results obtained in measurement. Moreover, these results are confirmed by the coefficients
of their respective quadratic regression curves, for which the differences are minimal and
lower for the quantization noise. However, the emulated quantization noise is in accordance
to its theoretical value (see Table 1).

Allan variance measurement vs emulator
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Figure 6: Comparison between measurement and emulator results using the Allan variance.
Curve regression realized using the LSNE method.

Table 1: Comparison between the coefficients of the Allan variance obtained by measurement
and by emulator in ASIC.

type as(flicker)  ai(thermal)  ao(quantization)
Measurement  1.11.10~7 2.56.10~ 17 7.37.10~ 1
Emulator 1.16.10~9 2.81.10~14 3.23.10~1°
Error 4.75% 9.75% 56.21%

Comparison through histograms. For further verification, the histograms corresponding
to the emulated and measured time series for different accumulation times are traced in
Fig. 7. Once more, the values generated by the emulator are very similar to those obtained
from the real ring oscillator.
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Generating data directly for accumulated jitter. Additionally, for an easier implemen-
tation of TRNG structures, it is interesting to straightforwardly obtain the time series
data corresponding to an accumulation factor N. In order to do so, the period Ty must be
simply modified to N - T, as given in the following equation:

al'N-To . a2'N2‘T02 .
dt; = N - Ty + | ———  Oign(t; \| ———— - Oip(ts 7
o+t factoryy, fn(ti) + factory ints) (7)

Figure 8 illustrates the histograms obtained from emulated and measured data for
different accumulation factors. We can observe that the emulator gives accurate results
compared to the ring oscillator’s real behaviour. However, we can also observe that the
mean value of the measured data slightly deviates for higher accumulation times. This can
be explained by the drift of the real ring oscillator. Nonetheless, this deviation is negligible
compared to the size of the period.

Histogram jitter N =10240 Histogram jitter N =102400
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Figure 7: Histogram of the measured and emulated time series data for different accumula-
tion factors: N=20480, N=102400 periods. Ty = 2-107%s, Ay, = 6.78 - 1076571, Ap =
7.75-107 %571,
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Figure 8: Histograms for measured and emulated time series using directly an accumulation
factor of N=10240, N=102400. Ty = 2-107%s, Ay, = 6.78 - 10_65_1,Aﬂ =7.75-10"9s"1.

2.4 Model validation using FPGA

Using the same method, further verifications were realized on FPGA. The measurements
were performed on an Arty A7 FPGA development platform manufactured by Digilent.
This board embeds a Xilinx Artix 7 100T FPGA, which is built using the TSMC 28nm HPL
(High Performance Low Power) foundry process. We implemented our design in the FPGA
with two ring oscillators (one used as a source of randomness (RO1) and another one as a
reference clock generator(RO0)), a sampling block and a FIFO. The frequencies of the two
ROs composing the design are adjustable with a multiplexer used for connecting loopback
signals from different stages in the RO back to the input. Each element of the RO is a
buffer implemented by an identity function within a LUT5 (five-inputs look-up table) and
a NAND gate for loopback, also implemented into a LUT5. We opt for manual placement
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over automatic place and route for various reasons. Specifically, we place manually four
consecutive buffers within the four LUT5 units of a slice, and we utilize neighbor slices
to compose the ring. This approach yields several advantages. Firstly, the results are
reproducible after each design compilation. Additionally, with compact RO and shorter
routing signals, we diminish phase noise introduced by the nets to the benefit of phase
noise introduced by active elements. Lastly, the introduction of empty slices for spacing
between the two ROs’ slices reduces crosstalk as well as the risk of locking. A data flip-flop
(DFF) reads the output of one RO at rising edges of the clock signal generated using the
second RO. The DFF output is connected to a FIFO, which can be read from the PC
via an UART. In a similar way as in the original article describing the embedded Allan
variance computation method [HTBF14], we observe the variations of jitter coming from
the ensemble of ring oscillators measured in periods of ROO for different accumulation
factors N of ROO. The Allan variance of the obtained counter values is approximately
equal to the normalized jitter with a measurement error which depends on a quantization
factor related to the frequency of the clock signal (ROO0). As the result is digitized, the
formula in Eq. (5) can be adapted for counter values:

ai - N . as - N2 .
dNi =N+ | 7—F— -0 \| - dip, 8
+ factoryy, “h factory, RL (8)

Measurements were realized on a pair of ring oscillators with frequencies Fro1 =
68.20M Hz and Frog = 67.58 M Hz. Figure 9 presents a comparison of the measured and
generated data in terms of Allan variance (left) and the histogram of the counter values
(right) for this configuration. We can observe that the two results are closely matched.

The obtained results for the coefficients corresponding to each noise source are presented
in Table 2. First, we observe that the obtained values for flicker noise and thermal noise
are close to a precision of some tens of percentages. The inferior precision comes as a
result of the poorer sampling on FPGA compared to the precision measurements realized
in the previous section.

Allan variance counter Comparisson FPGA/emulator
—8— counter Allan variance FPGA B counter FPGA
10* 4 — fit FPGA 50000 4 counter emulator

—®— counter Allan variance emulator
—— fit emulator

1034

variance counter
occurences

102 10° 104 110 120 130
accumulation in periods of ROO counter value

Figure 9: Allan variance (left) and histogram of counter values (right) obtained through
FPGA measurement and its respective generated series.

Table 2: Comparison between the coefficients of the Allan variance obtained by measurement
and by emulator for FPGA.

flicker thermal quantization
Device characteristics counter 6.90-107° 2.81-10"1 1.15- 10T
Fro1 = 68.20MHz emulator  1.02-10"% 2.35.10°1! 4.47 - 10"

Froo = 67.58 M Hz difference 47.33% 16.29% 61.24%
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Hence the reliability of the emulator established, results given by its output will be
exploited in the next section to investigate the effect of the thermal and flicker noise on a
ring oscillator-based TRNG.

3 Emulation of a complete RO-based TRNG

In this section, we investigate the influence of the thermal and flicker noises on the operating
characteristics of a TRNG. The chosen structure is a simplified version of the Elementary
Ring Oscillator TRNG (ERO-TRNG). This type of TRNG is used here only as a case
study. Other architectures can be tested using the same principle. The architecture was
proposed and studied in [BLMT11]. It is made up of two ring oscillators: the first one is
used as a generator of a jittered clock signal (source of randomness) and the second one
as a generator of the reference clock (which also contains jitter). After the second ring
oscillator, a frequency divider is interposed between the ring and the flip-flop so that the
jitter accumulated in the first ring during N periods of the second one would be sufficient
to generate bits with the required entropy (see Fig. 10).

TS

RO1

p———

Figure 10: Schematic diagram of an Elementary Ring Oscillator TRNG.

In order to avoid unnecessary confusion and because the main goal of this section is
to provide a qualitative study, the emulated ERO-TRNG is composed of only one ring
oscillator with jitter (RO0) and a perfect ring oscillator (RO1) in the same way as in
[BLMT11]. This represents in fact a mathematical artifice which physically signifies that
the jitter of the ensemble of the oscillators is transposed to only one of them. The equations
describing the relative time series of the two are:

dtROl — TéROl
{ dtfO0 = TFOO + Ay, - 6ifiO° + Ay - 5100 ©)

By recurring to this simplification, the output of such a structure can be calculated
by simply calculating the modulus of the absolute time series t?90 /TO1 with respect to
1. If the result is smaller than the duty cycle, the output bit is 1 and, on the contrary,
if the result is greater than the duty cycle, the output bit is 0. If a duty cycle of 50% is
considered and if the accumulation factor IV of the frequency divider is integrated, the
output bit series can be calculated as the closest integer of the modulus of the absolute
time series /190 /TEOL with respect to 1:

RO ay-N-TROO -RO a1-N2.TRO02 RO
{Zti (N'TO 0+ \ }actogth - 010 (t) + \/ lfacto’[:fl - 0Ly O(t:))

RO1
TO

modl + 0.5J (10)

This algorithm can be used to generate rapidly the output bits of an ERO-TRNG
based on the empirical values aq, as corresponding to the amplitudes of the thermal and
flicker noises. This will enable direct identification of the influences of those two types of
noises to the entropy, and the autocorrelation of the TRNG output.
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In the followings, we will address the independence of the generated bits by studying
the autocorrelation introduced by the flicker noise included in our model.

3.1 Autocorrelation in the generated bit series

The dependencies in a generated bit series can be quantified by the autocorrelation function
(ACF). Its coeflicients py of a stationary stochastic process X,, are defined using Pearson’s
correlation coefficient as:

(Xiyr — B(Xiq1))(Xs — BE(X;))
Z O0Xi+k0Xi

(11)

Pk =
K3
It is important to mention that other functions are also available to determine depen-
dencies such as: (1) the partial autocorrelation function (PACF), which takes into account
the effect of the intermediate time steps [BJ76], (2) the autoinformation function (AIF)
which analogically to the autocorrelation function uses time-lagged mutual information
terms [vWTL17], or (3) the partial autoinformation function (PAIF) which uses conditional
mutual information [vW18]. As in our case the results of ACF and AIF were similar and
because the PACF and PAIF, by taking into account intermediate terms, have less terms
than the former two, the simple autocorrelation function was used in the following analysis.
The autocorrelation of the raw absolute time series (with an accumulation of N = 100
periods) was traced in Fig. 11 for different amplitudes of flicker noise. The curve "1*flicker"
represents the baseline characteristic of the measured RO implemented in ASIC with the
standard amplitudes of thermal and flicker noise. For the other curves, the amplitude
of thermal noise remains the same, but the amplitude of flicker noise is proportional
to the quantity marked on the legend. We can observe that first, the autocorrelation
function increases with the quantity of flicker noise and second, its decline is very slow,
as described in [Kes82]. This confirms a long-term influence of previous values, which is
indeed disadvantageous for random number generation. This also confirms the validity
and the usefulness of our behavioural model.

Autocorrelation N=100

1.04 —o— O*flicker
1*flicker
—0— 10*flicker
—0— 100*flicker
—8— 1000*flicker

Autocorrelation
o o
o e
|

I
'S

o
)

Flicker increase
i

0.0 A

T T T T T T
0 2000 4000 6000 8000 10000
k

Figure 11: Autocorrelation of the raw absolute time series generated for different amplitudes
of flicker noise starting from the baseline of the measured ring oscillator. Ty = 2 - 10 s,
for reference curve (1*flicker): Ay, = 6.78 - 1076571, Ap =7.75- 1079571,

The autocorrelation function is also calculated for the output bits of the emulated
ERO-TRNG for different amplitudes of flicker noise and for different accumulation factors
N=100 and N=1000 (see Fig. 12). Surprisingly, in this case, an increase in flicker noise
diminishes the depth (in the lag - k axis) and the amplitude of the autocorrelation function.
Moreover, the decrease is abrupt and faster when the accumulation factor increases. By



Benea, Carmona, Fischer, Pebay-Peyroula, Wacquez 13

comparison to the raw time series data, we can deduce that the sampling of one of the ring
oscillator with the other has an essential effect on the autocorrelation of the generated bits.

In order to test this assumption, the period of RO1 was changed. The autocorrelation
function calculated for periods varying from 2 ns to 6 ns was represented in Fig. 13. As a
matter of fact, a more stringent sampling reduces the amplitude as well as the depth of the
autocorrelation function, proving that the slicing effect caused by the sampling constrains
the natural behaviour of flicker noise.

Autocorrelation Autocorrelation

—8— N=1000 O*flicker
—8— N=1000 1*flicker
—8— N=1000 10*flicker
—8— N=1000 100*flicker
—8— N=1000 1000*flicker

100 O*flicker

100 1*flicker
=100 10*flicker
N=100 100*flicker
—&— N=100 1000*flicker

0.8 4

——
-
——

Flicker increase  _g—

o
o
L

Flicker increase

I
S

)
=
L
Autocorrelation

Autocorrelation
o
w

0.24

o
N)

0.14

0.0

o
o
L

Figure 12: Autocorrelation function calculated on the output bits of the emulated ERO-
TRNG for different amplitudes of flicker noise starting from the measured ring oscillator
for accumulation factors N=100 (left) and N=1000 (right). 790 = TRl = 2.107 s, for
reference curve (1*flicker): Ay, = 6.78 - 107571, Ay = 7.75 - 1079571,

Autocorrelation N=100

1.0 4 —e— TEOl=2ns
—¥— T§%'=4ns
0.8 1 —h— TEO'=6ns
c
2
206
e
S
o
204
5
<
0.2
0.01
T T T T T T
0 20 40 60 80 100
lag k

Figure 13: Autocorrelation for different periods of the first ring oscillator. TJ*00 =

2-107%s, Ay, = 6.78 - 1076571, Ay = 7.75 - 1079571, generated data size 10000000 bits.

In order to understand this effect, the absolute jitter of the second ring oscillator
(ROO) is traced in Fig. 14 for two different amplitudes of flicker noise: the baseline of
the measured ring oscillator on ASIC (1*flicker) and another one with a 10 times larger
flicker noise amplitude (10*flicker). The horizontal lines stand for the different domains
(slices) corresponding to the output bit of the emulated ERO-TRNG through the closest
integer of the modulo operation. One can argue that knowledge of the absolute jitter can
straightforwardly determine the output bit. However, from a bit-wise perspective, when
a “0” to “1” or a “1” to “0” transition occurs, it is impossible to determine whether it is
the result of an increase or a decrease of the absolute jitter. We can observe this effect in
Fig. 14 by comparing transitions “1” and “2”. While both are identical in the series of
output bits (“1” to “0”), the first one is the result of an increase of the absolute jitter, while
the second one is the results of a decrease. One can therefore conclude that the transition
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between bits reinitialises the phase reference, making it impossible to guess the trend from
previous values. The average memory effect span (the effect of the past on future values)
is related to the average time it takes the absolute jitter to switch between domains. This
is the reason why a higher flicker noise produces a lower autocorrelation function value, as
the absolute jitter is more prone to deviate in the same direction, switching domains more
swiftly.

1#flicker
10*flicker .

|
I
'S

L

~0.61

Absolute jitter (s)

—0.81

~1.01

124 Output bit

T T T T T T
0 20000 40000 60000 80000 100000
Period #

Figure 14: Absolute jitter represented for two time series with different amplitudes of
flicker noise. The horizontal lines mark the extent of the different domains corresponding
to the output bits of the emulated ERO-TRNG. Ty = 2-107%s, Ay, = 6.78-1076571, Ap =
7.75- 1079571,

In order to observe the extent of the autocorrelation function, we define kg as the
first value of the delay for which the absolute value descends below 0.01. This confidence
interval for the absence of correlations was chosen based on the variation of the values close
to 0. In analogue 15, the extent of the autocorrelation factor, calculated as ko - N (where
N is the accumulation factor of the frequency divider), is traced for different accumulation
factors and for different amplitudes of flicker noise. Independent of the accumulation
factor NV of the frequency divider, the extent of ACF remains constant, indicating that
the influence of the former values is null beyond a specific point which is constant in time.
We conclude that if the frequency divider is set to a value greater than the extent of the
autocorrelation, the autocorrelation of the output bits is null. Moreover, as observed from
Fig. 12, the depth of the autocorrelation function decreases with the amplitude of the
flicker noise.

Extent of the autocorrelation

104
— 4 =
o
5600 )
4700 5400 5200
> 1900 1900 1900 2000
z
< 1034
/"—‘/‘800
600 600
500
400 400
300 300

50 100 150 200 250 300 350 400 450
accumulation factor N

—8— 1*flicker 10*flicker —&— 100*flicker —¥— 1000*flicker
Figure 15: The extent of the autocorrelation function for different accumulation factors

and for different amplitudes of flicker noise. Results obtained using the same methodology
as for the results presented in Fig. 12.
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As stated previously, the extent of the autocorrelation function is related to the average
time it takes absolute jitter to switch between domains. However, the average of the

squared deviation is given by the Allan variance, and its dependence in time is given by
RO1

the accumulation time. Therefore, for a domain size (TO2 ) equivalent to a particular
value of the Allan variance, the depth of the autocorrelation function can be obtained by
determining the accumulation time corresponding to that particular Allan variance value.
In Fig. 16, the depth of the autocorrelation function for different sizes of domains equal
to TFO! = {1,2,4,10,20,40,100} x 2ns was traced as ko - N. On the x-axis, the depth
is bound by the Allan variance curve and is slightly lower. This underestimation can be
explained by the fact that kg is determined at a 0.01 value of the ACF. If a lower value
would be achieved in practice, the results would be closer.

In order to obtain an analytical solution for the depth in time of the autocorrelation
function, one needs to solve the quadratic equation coming from the equivalence between
the Allan variance of ROO and the size of the domain (half of the period of the first
ring oscillator) squared. Note that only the positive solution makes physical sense and is
developed in Eq. (12).

2
—ay +1/a? —2-ay - TFO!
as 12 +ap -t = (TR0 /2)" = t = 12 . 0 (12)

In order to convert the solution in number of periods of the second ring oscillator, the
result must be divided by T(f%Ol. The values obtained from the two methods are presented
in Table 3. As observed in Fig. 16, the results obtained using the Allan variance are always
greater than the ones obtained by the graphical period due to the confidence interval
needed to determine kg.

10-12 Allan variance vs. autocorrelation depth

—8— emulator

10-13 4 i (ToRm )2 —— autocorrelation depth
2

10-14 4 100 Autocorrelation depth in time

10—15 4

10716 4

10*17 4

10*18 4

Allan variance // Domain size squared (s?)

1071 T T T
1073 1074 1073
accumulation time // autocorrelation depth (s)

Figure 16: Comparison between the Allan variance and the depth in time of the Autocor-
relation function. T(f%oo = Té%Ol =2-10"%, Ay, = 6.78 - 1076571, Ap =775 107951

Table 3: Extent of the autocorrelation function calculated using the graphical method and
the Allan variance.

Size of 79T  ACF extent as (N -kg) ACF extent from Allan variance Difference (%)

THOT = 2ns 5800 9870 70.17%
2. TRO1 13000 23604 81.57%
4. Tf0! 18000 51757 187.54%
10 - TROL 86000 136793 59.06%
20 - T 201 108000 278716 158.07%
40 - THO! 319000 562634 76.37%

100 - TRO1 982000 1414448 44.04%
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The obtained results allow us to conclude that the dependence of the generated bits
introduced by the flicker noise is finite. After the accumulation point corresponding to the
equivalence between the Allan variance and the squared half-period of RO1, the generated
bits can be considered as independent. We recall that the flicker noise is considered
non-stationary because of its divergence when the frequency tends to 0. However, the
previously presented results show that there is a lower frequency boundary, which comes
as a result of sampling a clock signal using another clock signal. The jitter accumulation
during the time interval ¢ can be broken into different time intervals corresponding to
transitions between domains synonymous to a “0” and “1” output of the generator. The
integration between transitions modulo 1 is always null because the deviations are equal
to the period (Tp/Tp mod 1 = 0). Therefore, the generated bit at time ¢ is only dependant
on the integration over the last domain, cancelling all previous contributions and thus
any memory effect. If the accumulation time of jitter is greater than the time between
transitions, the only way to predict the output of the generator would be to precisely
measure the jitter in real time, which is technically implausible. In the following section,
we will investigate the influence of the flicker noise on entropy and its implication on the
principle and performance of the TRNG.

3.2 Influence of the flicker noise on the entropy

Assuming independence, the entropy calculated on blocks of n bits can be determined
using the following formula:

H,= Y p(b)-log(p(b)) (13)

be(0,1)™

Where p; describes the probability of an n-bit pattern. We will use the entropy of
blocks of n bits as an indicator used to quantify the influence of thermal and flicker noises
on the entropy. We admit that Eq. (13) is valid only under an independence condition,
which is our case is described by a null autocorrelation. Therefore, we will use this indicator
as a mean of comparing results obtained from series which differ only in terms of the
amplitudes of thermal or flicker noise.

First, the size of the n-bit pattern which enables a good approximation of entropy
needs to be determined. Figure 17 illustrates the entropy H,, calculated for different n: 2,
4, 6, 8, 16. For a better comparison, the results were normalized by dividing the entropy
by n, so that the results represent H,, /n. We observe that the results converge for high n.
therefore, we assume that this measure can be a good approximation for the entropy rate.
For the following results an 8-bit pattern will be used.

Entropy

—— H2
1.0 H4

0.94 —&— H16

©

Hp/n

0.7+

0.6 ™ ™ ™ ™
102 103 104 10°

accumulation factor N
Figure 17: Entropy calculated for different sizes of the n-bit pattern: 2, 4, 6, 8, 16 bits.
TROO = TROL = 2.1079s, Ay, = 6.78 - 1076571 Ay =7.75- 1072571, generated data size
1000000 bits.
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Figure 18 shows the entropy dependence on the accumulation time (division factor
N of the frequency divider), for different configurations of thermal noise (left) and flicker
noise (right). The baseline characteristics (H8) of the emulator correspond to an emulated
ROO with characteristics similar to the ones of the ring oscillator implemented in ASIC
presented in Section 2. The amplitudes of the injected noises vary in a logarithmic scale
from 0 to 100 times the amount of the measured noise. On the left panel of Fig. 18,
thermal noise amplitude remains constant and flicker noise amplitude is proportional to
the quantity marked on the legend. On the right panel of Fig. 18, flicker noise remains
constant and thermal noise amplitude varies. The obtained values are also benchmarked
against the existing model [BLMT11] which uses only the thermal component of jitter to
determine the minimal entropy. The results show that higher thermal and flicker noise
have a positive influence on entropy. Moreover, as expected, the existing model represents
a lower boundary of the entropy rate compared to the values obtained directly from the
output bits. Furthermore, the curve corresponding to thermal noise only (left panel in
Fig. 18 in green V) is closely approaching the one obtained using Baudet et al. model.
This confirms the choice of the 8-bit approximation and the validity of our behavioural
model.

In the upper part of Fig. 18, the accumulation points corresponding to a null autocor-
relation of the bit series are represented on each curve above the line "ACF=0". Those
points were determined using the Allan variance method. They all appear for entropy rates
greater than 0.997 and could constitute the operating points in terms of jitter accumulation
necessary for TRNG operation. The corresponding theoretical output of the generator for
different quantities of integrated flicker noise is represented in Fig. 19. We can observe that
by integrating the flicker noise in the stochastic model, the TRNG performance can be
significantly increased. For the existing model [BLMT11], which neglects the contribution
of flicker noise, the output bit rate would be 307 kbits/s. By including a realistic amount of
the flicker noise, the output bit rate of the generator would increase four fold to 1.27Mbits/s.
This motivates and confirms the necessity of integrating flicker noise as a valuable noise
source. If the proportion of the flicker noise in the total noise level would further increase
(as could be expected in future technologies), the output bit rate could increase even more.

4 Conclusions

We proposed simple and reliable behavioural model designed to simulate behaviour of
ring oscillator-based TRNG architectures. We have shown that the emulator output
corresponds well to timings in the real ring oscillators and that it accurately replicates real
measurements. Based on this, we realized a simple version of the RO-TRNG, enabling to
study contributions of the thermal and flicker noises on the operating characteristics of
the generator. The performances of ring oscillator-based TRNGs are often hindered by
neglecting the flicker noise as a source of entropy because of its autocorrelated behaviour,
expected to cause predictability of the generated bits. The results presented in this paper
show that the sampling of the jittered clock signal on the rising edges of another clock
signal coming from a different ring conceals the autocorrelation effect induced by the flicker
noise. This reduces the predictability to an extent which corresponds to the average time it
takes the absolute jitter to switch between domains corresponding to a half of the sampled
period of the sampled ring oscillator. Ultimately, the flicker noise can be considered as
an additional contributor to the output entropy rate if the accumulation factor is larger
than the extent of the autocorrelation in the bit series. This can significantly increase the
output bit rate while maintaining the targeted entropy rate of the TRNG by permitting
lower accumulation times. Our future work will be dedicated to building a stochastic
model which would assimilate the flicker noise in entropy estimation. Such a model should
include technological parameters at the transistor level.
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Figure 18: Entropy calculated on the emulated ERO-TRNG with different amplitudes of

thermal noise (left) and of flicker noise (right). ). TF90 = THO! = 2. 107, for reference
curve (H8): Ay, = 6.78 - 1076571 Ay = 7.75- 1079571, generated data size 1000000 bits.
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Figure 19: Expected output bit rate of the ERO-TRNG depending on the quantity of

the flicker noise computed for the Shannon entropy rate 0.997 per bit. ’1*flicker’ is the
reference quantity of the measured RO in section 2.3. *10*flicker’ and ’100*flicker’ induce

a 10, respectively 100, times larger amplitude of flicker noise.
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