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Résumé

Les ondes radiofréquences (RF) de haute puissance sont couramment utilisées dans des

environnements sous vide pour la recherche sur la fusion nucléaire par confinement

magnétique, notamment dans des dispositifs expérimentaux tels que les tokamaks. La

capacité de transmission de puissance des antennes peut être limitée par le phénomène

de multipactor, qui correspond à une augmentation exponentielle du nombre d’électrons.

Ce phénomène survient, généralement, lorsque l’énergie des électrons entrant en collision

avec les surfaces des composants est suffisamment élevée pour libérer des électrons

supplémentaires et lorsque le mouvement des électrons est synchronisé avec le chan-

gement de phase du signal RF. Dans de telles conditions, un phénomène d’avalanche

électronique se produit, pouvant générer des perturbations RF, une augmentation de

la température locale des composants, entraînant une augmentation subséquente de la

pression due à la désorption de particules de surface. Si ce phénomène n’est pas arrêté, il

peut éventuellement déclencher une décharge corona ou un arc électrique dans le gaz

résiduel à basse pression, ce qui peut entraîner la destruction partielle voire totale du

composant.

L’initiation du multipactor dépend de l’amplitude et de la fréquence du champ électrique

RF au sein du dispositif RF, ainsi que des propriétés d’émission d’électrons secondaires

des matériaux utilisés, telles que leur composition de surface, leur morphologie, leur

historique et de la présence d’un champ magnétique. La prédiction du multipactor est

relativement bien comprise pour les géométries métalliques simples, mais reste incertaine

pour les structures complexes avec des champs électriques multi-matériaux, telles que les

fenêtres d’étanchéité RF composés de matériaux diélectriques et de conducteurs.

Sur le tokamak WEST situé au CEA-Cadarache en France, des systèmes RF sont utilisés

pour le chauffage du plasma. En particulier, le phénomène suivant a été observé lors des

campagnes expérimentales sur les trois antennes de chauffage par résonance cyclotronique

ionique (ICRH) : lorsque seule une antenne est alimentée, la pression augmente dans

les antennes qui ne le sont pas. Le problème est que dès que la pression dans l’une des

antennes dépasse un seuil prédéfini, le système de sécurité interdit l’application de la

puissance RF afin d’éviter la génération d’un plasma induit à l’intérieur de l’antenne, ce

qui affecte l’opération du système ICRH. Le phénomène de multipactor est une possible

explication de cette augmentation de pression et cette hypothèse est étudiée dans ce

travail.

L’objectif de ces travaux est de modéliser le phénomène de multipactor pour des compo-

sants RF réalistes soumis à des ondes stationnaires, tels que les antennes ICRH de WEST.

L’étude des mécanismes physiques à l’origine de ces augmentations de pression dans les



antennes vise à déterminer si le multipactor est responsable de ces niveaux de pression

mesurés et s’il permet d’en donner une explication.



Summary

High-power radio-frequency (RF) waves are commonly used in a vacuum environment in

magnetically confined nuclear fusion research in experimental devices such as tokamak.

The power transmission capability of the antennas can be limited by the multipactor

phenomenon — an exponential increase in the number of electrons. The multipactor

effect generally occurs when the energy of the electrons colliding with the surfaces of

the component is high enough to release additional electrons and when the electrons’

motion is synchronised with the phase change of the RF signal. Under these conditions,

an electron avalanche phenomenon is created, which can generate RF perturbations,

rise in the local temperature of the components, leading to a subsequent increase in

the pressure due to surface particle desorption, and, if not stopped, eventually trigger

a corona discharge or an electric arc in the low-pressure residual gas that can lead to a

component partial or total destruction.

The multipactor initiation depends on the RF electric field’s magnitude and frequency

within the RF device and the secondary electron emission properties of the materials used,

i.e., its surface composition, morphology, and history, and the presence of a magnetic field.

The prediction of the multipactor is relatively well understood for simple metal geometries

but remains uncertain for complex structures with multi-material and complex electric

fields, such as RF feed-through composed of dielectric and conductive materials.

RF systems are used for plasma heating on the tokamak WEST, located at CEA-Cadarache

in France. In particular, the following phenomenon was observed during experimental

campaigns on the three Ion Cyclotron Resonance Heating (ICRH) antennas: when only

one antenna is powered, the pressure increases in the antennas which are not powered.

The problem is that once the pressure in one antenna exceeds a predefined threshold,

the security system prohibits the application of RF power to avoid the generation of

RF-induced plasma inside the antenna. The latter affects the operation of the ICRH system.

The multipactor phenomenon is a possible cause explaining this pressure rise, and this

hypothesis is investigated in this work.

The objective of this work is to model the multipactor phenomenon for realistic RF

components subject to standing waves, such as the ICRH antennas of WEST. The study of

the physical mechanisms underlying these pressure increases in the antennas aims to

determine whether the multipactor is responsible for these measured pressure levels and

if it provides an explanation for them.
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Résumé détaillé

Observation problématique d’une augmentation de
pression dans les antennes ICRH de WEST

Au cours des campagnes expérimentales sur WEST, l’observation suivante a été faite sur les

trois antennes Ion Cyclotron Resonance Heating (ICRH) : si une antenne ICRH est alimentée

alors que les autres antennes sont éteintes, une augmentation de pression est observée

dans les antennes non alimentées. Si la pression dépasse le seuil de sécurité prédéfini

𝑝𝑡ℎ = 4, 5 × 10
−3

Pa (Bernard et al. [1]), un dispositif de sécurité interdit l’application (ou

la réapplication) de la puissance radio-fréquence (RF) afin d’éviter la génération et le

maintien d’un plasma induit à l’intérieur des antennes, ce qui affecte le fonctionnement

du système ICRH. Par conséquent, ce phénomène peut compliquer ou même arrêter

le fonctionnement nominal des antennes. Un exemple d’augmentation de pression est

présenté à la Figure 1, où une seule antenne ICRH est en fonctionnement (𝑄1), tandis que

les deux autres sont éteintes (𝑄2 et 𝑄4). Lorsque l’antenne 𝑄1 couple sa puissance au

plasma, la pression augmente à l’intérieur des deux antennes éteintes (𝑄2 et 𝑄4). Cette

pression est suffisante pour interdire l’utilisation de 𝑄2 et 𝑄4, car elle dépasse le seuil de

sécurité prédéfini 𝑝𝑡ℎ .

Une cause possible expliquant ces observations pourrait être le phénomène multipactor,
une décharge RF résonante dans le vide (Vaughan [2]). Bien que les trois antennes ICRH

de WEST fonctionnent à des fréquences légèrement différentes, les interférences entre

les antennes pourraient être suffisantes pour induire du multipactor. Une conséquence

possible dans le pire des cas est la métallisation des céramiques des capacités ou de la

fenêtre RF si un plasma induit par multipactor est maintenu à proximité. L’objectif de ce

travail est de déterminer si le multipactor est une explication plausible de l’augmentation

de pression observée.

Définition du multipactor

Le multipactor est une décharge sous vide observée dans des structures radio-fréquences

(RF) à des pressions suffisamment basses pour que le libre parcours moyen des électrons

soit supérieur à la distance de séparation des électrodes, de sorte que les électrons se

déplacent entre les électrodes sans subir de collisions avec les molécules de gaz. Le

mécanisme du multipactor se maintient par l’émission d’électrons secondaires résultant



Figure 1: Un exemple démontrant l’augmentation de pression sur les antennes non alimentées (𝑄2 et 𝑄4) sur

le plasma lorsqu’une seule antenne est activée (𝑄1, fonctionnant avec 0.55 MW). Sur la figure supérieure, les

puissances couplées des antennes sont tracées en fonction du temps. Sur la figure inférieure, la pression interne

des antennes est tracée en fonction du temps, et la ligne pointillée grise représente la limite d’augmentation de

pression (𝑝𝑡ℎ ) au-delà de laquelle l’application (ou la réapplication) de la puissance RF est interdite pour des

raisons de sécurité.

de l’impact des électrons sur les surfaces du dispositif RF avec une énergie cinétique

suffisante pour libérer, en moyenne, plus d’électrons secondaires que le nombre d’électrons

incidents — de sorte que plus d’électrons sont générés que retirés. L’émission d’électrons

secondaires peut provenir d’une surface métallique ou diélectrique.

Dans ce mécanisme, certains électrons primaires sont accélérés par le champ électrique

RF, puis impactent une surface avec suffisamment d’énergie pour libérer des électrons

secondaires supplémentaires. Le champ électrique peut à son tour accélérer les électrons

libérés jusqu’à ce qu’une collision de surface se produise, suivie d’une nouvelle libération

d’électrons secondaires, et le processus se poursuit. On observe alors une augmentation

exponentielle de la population d’électrons lorsque ce phénomène se déclenche jusqu’à

ce qu’un mécanisme de saturation limite la densité électronique ou qu’une décharge se

produise.

Le multipactor peut être déclenché dans diverses géométries et sur une large gamme de

fréquences, de la gamme des mégahertz à plusieurs dizaines de gigahertz. Le multipactor

peut être observé dans des applications RF à basse pression/vide telles que les satellites



RF (De Lara et al. [3]), les cyclotrons (Woo and Ishimaru [4]), les cavités d’accélération

(Shemelin and Belomestnykh [5]), les composants RF expérimentaux de tokamaks (Graves

et al. [6] and Goniche et al. [7]) : antennes, lignes de transmission et fenêtres RF (Preist

and Talcott [8], Hillairet et al. [9], and Jang et al. [10]); tubes à vide micro-ondes tels que

les klystrons (Preist and Talcott [8] and Sounas [11]) ou les structures d’accélérateurs de

particules (Petit et al. [12]).

Conséquences du multipactor

Dans certaines applications, les décharges initiées par le multipactor posent problème

et ont des effets néfastes sur le fonctionnement nominal des dispositifs et peuvent :

absorber et dissiper une partie de l’énergie électromagnétique, charger des cavités RF

avec un nuage d’électrons (Udiljak et al. [13] and Sorolla [14]), conduire à l’apparition de

discontinuités abruptes dans la transmission RF (Vaughan [2]), augmenter le niveau de

bruit du système ou à une dégradation du signal (Semenov et al. [15]).

En dissipant la puissance électromagnétique, les décharges multipactor peuvent provoquer

un échauffement et un dégazage (Sorolla [14]). Cette augmentation de la température

locale du dispositif peut endommager les composants internes (Vaughan [2], Woode and

Petit [16], and Ang et al. [17]), éroder des structures métalliques, perforer des parois sous

vide (Kishek et al. [18]) et générer des harmoniques indésirables (Vaughan [2] and Udiljak

et al. [19]).

Pour les dispositifs de fusion nucléaire, le multipactor affecte ou limite les performances

des antennes de chauffage, réduit la fiabilité des systèmes de chauffage et de génération

du courant par radiofréquence et limite la puissance maximale couplée au plasma (Graves

et al. [6] and Goniche et al. [7]). Le multipactor peut induire des claquages à des pressions

de gaz inférieures à celles prévues par la loi de RF Paschen en particulier en présence de

champs magnétiques continus élevés (Graves [20] and Becerra [21]).

Enfin, le nuage d’électrons créé par le multipactor peut induire une réflexion de la

puissance vers les générateurs, qui peut endommager les sources RF (klystrons ou

tétrodes). Si la puissance RF n’est pas arrêtée, l’augmentation de la température et

l’augmentation de la pression due à la désorption des particules peut conduire à un

endommagement ou la destruction de composants. En effet, la pulvérisation de particules

métalliques sur les matériaux diélectriques comme les céramiques va métalliser ces

surfaces. Par effet Joule, les courants RF vont alors chauffer ces céramiques et les

dilatations thermiques vont provoquer une rupture entraînant la perte de l’étanchéité du

composant (Kim, Verboncoeur, and Lau [22]). D’autre part, un événement multipactor

soutenu peut déclencher une décharge corona, une ionization locale du gaz, conduisant à

la destruction partielle voire totale des composants (Sorolla [14], Höhn et al. [23], and Yu

[24]).



Figure 2: Une illustration des différents composants d’une antenne ICRH utilisée sur le tokamak WEST. Chaque

côté possède son propre générateur haute puissance.

Dans ce travail, nous nous intéressons aux applications où les effets du multipactor sont

néfastes, en particulier au système de chauffage par résonance cyclotronique ionique

(ICRH) du tokamak expérimental de fusion WEST.

Description de l’antenne ICRH de WEST

Chaque antenne ICRH de WEST est composée de deux côtés : côté gauche et côté droit.

Chaque côté est constitué de deux capacités variables, d’une jonction-T (un composant

RF à trois ports), d’un transformateur d’impédance pour adapter l’impédance de la ligne

coaxiale de transmission provenant du générateur (30 Ω) à la faible impédance de la

jonction-T, et d’une fenêtre RF réalisée en alumine assurant l’étanchéité entre la partie

sous vide et la partie pressurisé en azote des lignes de transmission du côté du générateur.

Les deux capacités de chaque côté de l’antenne peuvent être réglées pour que l’antenne

soit résonante à une fréquence donnée. Une illustration des différents composants d’une

antenne ICRH est donnée dans la Figure 2.

Méthodologie

Afin d’expliquer les mécanismes physiques produisant l’augmentation de pression dans

les antennes ICRH qui ne sont pas utilisées quand une seule antenne du système est



Figure 3: Illustration des trois principales étapes utilisées pour résoudre le problème pour une fréquence donnée.

Les lignes bleues correspondent aux seuils de champ électrique du multipactor, les lignes noires correspondent

aux champs électriques excités, et les lignes rouges correspondent aux puissances directes des générateurs

résultants déclenchant le multipactor à l’intérieur de la géométrie.

alimentée, et de valider ou non l’hypothèse proposée que le multipactor est à l’origine

de cette montée de pression mesurée, il est indispensable de modéliser le phénomène

multipactor dans les antennes ICRH de WEST et d’étudier l’effet des couplages RF entre

les deux côtés d’une même antenne et entre antennes.

La détermination des seuils multipactor dans les différents composants d’une antenne

ICRH est un problème difficile, puisqu’il s’agit de composants RF 3D complexes sujets

à des ondes stationnaires dues à la géométrie des antennes ainsi qu’aux conditions du

plasma, contrairement au domaine du spatial où les composants sont adaptés à la charge,

et donc sujets aux ondes progressives —- sans réflexion d’ondes.

Pendant le fonctionnement des antennes WEST ICRH, l’opérateur doit prendre les

décisions suivantes :

▶ Choisir le nombre d’antennes actives.

▶ Choisir la fréquence à laquelle chaque antenne en fonctionnement est accordée,

c’est-à-dire à laquelle les capacités seront réglées pour que le circuit RF soit résonant.

▶ Régler les capacités de l’antenne (ou de chaque côté de l’antenne) à sa (leurs)

fréquence(s) d’intérêt. Deux situations principales sont rencontrées : i) les capacités

sont réglées pour que l’antenne résonne (ou à un côté de l’antenne) et sont appelées

capacités réglées. ii) La capacité réglée à 120 pF (la valeur de capacité la plus élevée)

et on parle de capacités déréglées, car l’antenne (ou le côté de l’antenne) n’est plus



résonante.

Avant d’opérer les antennes sur plasma, les antennes sont "conditionnées" par un

étuvage jusqu’à 200 °C en début de campagne expérimentale puis par une phase de

"conditionnement RF", consistant à augmenter progressivement le champ électrique RF

dans les antennes pendant de courtes impulsions. Lors de cette phase, les opérateurs

ICRH contrôlent la puissance incidente par côté et le décalage de phase entre les côtés

d’une antenne, généralement en mode dipôle avec 180°.
En opération sur plasma, la puissance et la phase sont contrôlées en temps réel par le

système de contrôle du plasma. Lorsqu’une antenne est alimentée, les deux côtés sont

alimentés et les quatre capacités de l’antenne sont réglées pour la rendre résonante à la

fréquence d’intérêt.

Dans cette section, notre objectif est de i) déterminer les puissances incidentes des

générateurs et les états des capacités qui peuvent déclencher le multipactor à l’intérieur

des différents côtés et composants des antennes à chaque fréquence d’intérêt. ii) En

déduire les meilleures stratégies pour réduire ou éviter le multipactor dans différents

scénarios opérationnels. Dans ce cas, l’opérateur pourrait choisir les paramètres de

configuration — puissances incidentes des générateurs et état des capacités — pour

réduire les problèmes opérationnels causés par le multipactor.

Pour atteindre nos objectifs, nous avons divisé l’analyse du problème en trois parties

principales, illustrées schématiquement dans la Figure 3 pour une fréquence donnée :

1. Détermination des champs électriques responsables du déclenchement du mul-

tipactor à l’intérieur des différents composants de l’antenne (lignes bleues dans

la Figure 3). Les champs électriques du multipactor sont déterminés selon notre

méthodologie, détaillée dans le Chapitre 4. Nous l’avons appliquée sur les prin-

cipaux composants des antennes WEST ICRH : la jonction-T, le transformateur

d’impédance, et la fenêtre RF dans la plage de fréquence [46 − 65] MHz. Ces seuils

sont appelés les seuils de champ électrique du multipactor et sont déterminés en

tenant compte des propriétés de l’émission secondaire des matériaux opérationnels

mesurées et pertinentes pour l’ICRH.

2. Résolution du champ électrique dans les sections de l’antenne en utilisant un

solveur électromagnétique et un solveur de circuit (ANSYS Electronics). Ce dernier

tient compte de manière auto-consistante des puissances des générateurs, de l’état

des capacités et du couplage entre les deux côtés (ou entre antennes) pour des

conditions de vide ou de plasma. Ainsi, cette étape permet de déterminer les

champs électriques excités dans tous les composants de l’antenne (lignes noires dans

la Figure 3).

3. Comparaison des seuils de champ électrique du multipactor aux champs électriques excités.
Cela permet de déterminer les puissances incidentes des générateurs — seuils



Figure 4: Modèle de circuit des trois antennes ICRH de WEST face au plasma, où les deux côtés de chaque

antenne sont modélisés. Le scénario plasma représentatif de WEST est représenté par une matrice S de dimension

(12 × 12) pour prendre en compte le couplage RF entre les antennes ICRH.

inférieurs et supérieurs — déclenchant le multipactor à l’intérieur des différents

composants de l’antenne (points rouges dans la Figure 3).

Multipactor lors des scénarios de plasma

Nous souhaitons étudier la responsabilité du multipactor dans l’augmentation de pression

mesurée dans les antennes ICRH non alimentées lorsqu’une seule antenne est alimentée.

Dans de tels scénarios, une fraction importante de la puissance des générateurs est

couplée au plasma. La puissance incidente des générateurs lors des scénarios plasma

se situe dans la plage [100 kW − 1.5 MW] par côté d’antenne, et est appliquée pendant

plusieurs secondes. Dans ce fonctionnement, lorsqu’une antenne ICRH est alimentée, les

deux côtés sont alimentés — avec la même puissance incidente — en configuration dipôle

(180° entre les deux côtés).



Figure 5: Gauche — Mesures de TEEY pour un échantillon représentatif revêtu d’argent d’une antenne ICRH de

WEST, maintenu à 70 °C. En rouge, les données TEEY sont mesurées avant tout traitement de conditionnement ;

et en noir, les données TEEY sont mesurées après un traitement de conditionnement complet de la surface (avec

une dose électronique cumulative de 2338 µC mm
−2

). Droite — En bleu, les données TEEY pour un échantillon

d’alumine tel qu’il est reçu. En orange, les données TEEY pour un échantillon d’alumine conditionné (Bira [25]).

Pendant le fonctionnement plasma, les opérateurs du système ICRH contrôlent la

fréquence des générateurs et les quatre capacités variables internes de chacunes des trois

antennes ICRH. Nous avons étudié les deux cas opérationnels suivants :

Case 1: Une antenne ICRH est alimentée — les générateurs des deux côtés sont alimentés

— et les quatre capacités sont réglées à 55 MHz. L’antenne opère en configuration

dipôle, avec une différence de phase de 180° entre les deux côtés. Les deux autres

antennes sont éteintes, et leurs capacités sont réglées à 55 MHz.

Case 2: Une antenne ICRH est alimentée — les générateurs des deux côtés sont alimentés

— et les quatre capacités sont réglées à 55 MHz. L’antenne opère en configuration

dipôle, avec une différence de phase de 180° entre les deux côtés. Les deux autres

antennes sont éteintes, et leurs capacités sont déréglées.

Détermination des champs électriques des antennes

Le modèle de circuit des trois antennes ICRH représentant l’opération sur plasma est

représenté dans la Figure 4. Les composants de chaque côté de l’antenne sont modélisés.

Une matrice S représentative d’un scénario plasma de WEST est obtenue par un modèle

numérique du plasma de WEST contenant les éléments rayonnants des trois antennes

ICRH. Cette matrice est de dimension (12 × 12) car chaque face avant de l’antenne est

décrite par un composant passif à quatre ports.

Pour une fréquence d’intérêt, le modèle permet de définir i) les puissances incidentes de

tous les générateurs — la même puissance est appliquée aux générateurs du côté gauche
et droit d’une même antenne ; ii) les capacitances des quatre capacités de chaque antenne



Figure 6: Les puissances incidentes d’un générateur déclenchant le multipactor dans la jonction-T, le transforma-

teur d’impédance et la fenêtre RF de chaque antenne 𝑄1, 𝑄2 et 𝑄4. Les lignes verticales bleues (respectivement

noires) correspondent aux puissances incidentes déclenchant le multipactor dans les composants du côté gauche
(respectivement droit) de chaque antenne. La région grise hachurée correspond à la plage nominale de puissance

opérationnelle d’un générateur alimenté.

ICRH ; iii) les conditions de couplage entre antennes (vide ou plasma). En résolvant de

manière auto-consistante le modèle, on détermine les tensions et courants puis les champs
électriques excités dans tous les composants des antennes ICRH.

Puissances incidentes des générateurs déclenchant le
multipactor

Dans cette section, nous déterminons, pour chaque composant de chaque côté d’antenne,

les puissances incidentes inférieures et supérieures des générateurs d’un seul côté

déclenchant le multipactor à la fréquence de 55 MHz.

Résultats — Cas 1

Dans ce premier cas, les deux générateurs de l’antenne 𝑄1 sont alimentés avec la même

puissance incidente, et les quatre capacités sont réglées pour que l’antenne résonne à

55 MHz. 𝑄2 et 𝑄4 ne sont pas alimentés et leurs capacités sont réglées à 55 MHz.



Figure 7: Même légende que pour la Figure 6.

Tout d’abord, nous avons pris en compte la courbe de données TEEY non conditionnée
(courbe rouge de la Figure 5) des composants revêtus d’argent, ainsi que la courbe de

données TEEY telle qu’elle est reçue pour la céramique d’alumine (courbe bleue de

la Figure 5). Les résultats sont illustrés dans la Figure 6, où nous avons représenté la

plage des puissances incidentes du générateur qui déclenche le multipactor dans chaque

composant des antennes — la jonction-T, le transformateur d’impédance et la fenêtre

RF. Les lignes verticales bleues (respectivement noires) correspondent aux puissances

incidentes déclenchant le multipactor dans les composants du côté gauche (respectivement

droit) de chaque antenne. La région grise hachurée correspond à la plage nominale de

puissance opérationnelle d’un générateur alimenté [100 kW − 1.5 MW].

On constate que dans la plage opérationnelle d’un générateur des antennes ICRH de

WEST, le multipactor est déclenché dans tous les composants des antennes non alimentées

(𝑄2 et 𝑄4), à l’exception de la jonction-T et de la fenêtre RF du côté gauche de l’antenne

𝑄2, car le champ électrique calculé dans la plage de puissance [100 kW − 1.5 MW] n’est

pas suffisant pour déclencher le multipactor dans ces composants. La non-symétrie des

résultats est expliquée par l’anisotropie du plasma simulé.

Ensuite, nous avons pris en compte la courbe de données TEEY entièrement conditionnée
(courbe noire de la Figure 5) des composants revêtus d’argent et la courbe de données

TEEY conditionnée de la céramique d’alumine (courbe orange de la Figure 5). Les résultats



Figure 8: Même légende que pour la Figure 6.

sont illustrés dans la Figure 7. Il n’y a aucune plage de puissance incidente pour laquelle

le multipactor est déclenché dans la fenêtre RF, car il n’y a pas de multipactor dans ce

composant pour les données TEEY conditionnées.

Ainsi, la Figure 7 montre que le conditionnement réduit la plage de multipactor

dans les différents composants des antennes. Dans la plage de puissance incidente

[100 kW − 1.5 MW], il n’y a presque aucun déclenchement du multipactor dans les

antennes non alimentées par rapport aux résultats de la Figure 6, à l’exception du

transformateur d’impédance de 𝑄4 lorsque la puissance incidente est d’environ 1.5 MW.

Résultats — Cas 2

Dans ce deuxième cas, les deux générateurs de l’antenne 𝑄1 sont alimentés avec la même

puissance incidente, et les quatre capacités sont réglées pour que l’antenne résonne à

55 MHz. 𝑄2 et 𝑄4 ne sont pas alimentés et leurs capacités sont déréglées. Les résultats

correspondant aux courbes de données TEEY non conditionnées sont représentés dans la

Figure 8. Cette dernière montre que, en raison du désaccord des capacités, il n’y a presque

aucun déclenchement du multipactor dans les antennes non alimentées contrairement

aux résultats de la Figure 6, à l’exception du transformateur d’impédance du côté gauche



de 𝑄4 lorsque la puissance incidente est d’environ 1.5 MW. Le multipactor n’est pas

déclenché lorsque les données TEEY conditionnées sont utilisées.

Conclusion

Les résultats indiquent que lorsqu’une seule antenne ICRH de WEST est alimentée,

tandis que les deux autres sont éteintes, le multipactor est déclenché dans les différents

composants — jonction-T, transformateur d’impédance et fenêtre RF — des antennes non

alimentées en raison du couplage entre les antennes. Le déclenchement du multipactor

pourrait donc être la cause de l’augmentation de la pression interne, qui a été observée

expérimentalement dans les antennes non alimentées. De plus, les résultats montrent

que la plage de déclenchement du multipactor est réduite lorsque les surfaces sont

conditionnées et que les capacités des antennes en mode désactivé sont déréglées. Cette

dernière constatation a été observée lors de la phase de conditionnement RF et pendant

le fonctionnement en présence du plasma.

En plus, les résultats de la formulation du problème d’augmentation de la pression

à l’intérieur de l’antenne ont montré que l’augmentation de la pression causée par le

multipactor est de l’ordre de 10
−3

Pa. Cette dernière est en bonne correspondance avec

les valeurs d’augmentation de pression observées expérimentalement (de 10
−3

Pa à

10
−2

Pa).
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General Introduction

The multipactor is an electron avalanche sustained by secondary electron emission from

the surfaces of a vacuum radio-frequency (RF) device. It depends on the propagating RF

electric field, frequency of operation, presence (or not) of a DC magnetic field, dimensions

of the geometry, and the material’s electron emission properties.

Although this phenomenon could be beneficial for some signal amplification applications,

it is not the case for the RF heating systems of nuclear fusion devices. In particular, a

performance-limiting phenomenon has been observed in the ion cyclotron resonance

heating (ICRH) system of the tokamak WEST — located at the IRFM Laboratory of CEA in

Cadarache, France. Indeed, if one of the three antennas composing the system is activated

while the remaining two are off, a pressure rise is observed on the non-powered antennas.

The latter is sufficient for prohibiting the (re)-application of the RF power.

A possible hypothesis for the pressure increase is the multipactor induced by the cross-talk

between the antennas. Therefore, our objective is to validate or not this hypothesis.

Relating the pressure rise increase observed on the RF heating systems of the ICRH

antennas to the multipactor phenomenon is not straightforward since the diagnostics

deployed on the plasma heating systems are not directly specialised for multipactor

detection. Therefore, we have proceeded systematically, starting by analysing the existence

of the multipactor in such antennas, then determining the generators’ forward powers

triggering the electrons’ multiplication in the various components while accounting for the

RF coupling between the antennas of the ICRH system, ending with the estimation of the

pressure rise caused by multipactor and comparing it to the experimental observations.

We summarise herein the contents of the chapters of this manuscript and link them together

in the framework of the observed experimental problem. The original contributions are

also included in their corresponding chapters.

We briefly introduce the magnetically confined nuclear fusion and describe the generic

system of ICRH antennas, as well as the ICRH antenna system employed on the tokamak

WEST in Chapter 1.

As the material emission properties are critical for accurate multipactor modelling, we

dedicate Chapter 2 to analyse the emission properties of the representative material of

the WEST ICRH antennas within relevant operational conditions. We measure the total

electron emission yield (TEEY) of stainless steel silver-coated samples representative of

the antennas’ materials under operational baking and conditioning surface treatments. In

addition, we monitor the chemical surface modifications of the sample in-situ using X-ray

photoelectron spectroscopy (XPS).

We describe the multipactor phenomenon and its properties in Chapter 3. We present

the current state of the art on the various RF applications suffering from the destructive

effects of electron multiplication caused by the multipactor.

In Chapter 4, we rely on the "electron-time"’s evolution calculated with Spark-3D and

Ansys-HFSS to develop a multipactor decision-making algorithm. The latter is based

on the growth rate of electrons to determine, for any RF component, the thresholds

for which multipactor appears — lowest threshold — and eventually disappears —

highest threshold. We reproduced the literature scaling laws for a 50 Ω circular coaxial



transmission line subject to a travelling wave and compared them against measurements

to verify the developed algorithm. Moreover, we analyse the surface conditioning effect

on the lowest and highest voltage multipactor thresholds for 30 Ω and 50 Ω silver-coated

circular coaxial transmission lines. Our findings reveal that surface conditioning leads

to an increase (respectively decrease) in the lowest (respectively highest) multipactor

thresholds.

Furthermore, as the ICRH antennas are subject to time-varying and various power

ports’ excitation, it was crucial to study the effect of the electric patterns resulting

from the superposition of incident and reflected waves on the multipactor thresholds.

As expressing the multipactor thresholds in terms of RF powers, is non-relevant in

standing wave patterns, we develop multipactor criteria for the frequency range of

interest regardless of the voltage standing wave ratio’s variability (VSWR). We apply the

developed methodology on a simple geometry of a 50 Ω cylindrical coaxial transmission

line subject to travelling wave (TW), mixed wave (MW), and standing wave (SW) patterns

to show the validity of the methodology in the ICRH frequency range.

We devote Chapter 5 to multipactor analysis in complex structured RF geometries. In

particular, we verify the developed methodologies for various complex RF structures, such

as the impedance transformer, T-junction, and RF feed-through used in the ICRH antennas,

as well as the RF resonator test bed used to test high-power RF components. Moreover, we

analyse the multipactor in one ICRH antenna during its conditioning phase for different

possible scenarios, as one ICRH antenna is constituted of two generators powering two

symmetrical sides connected through a front face facing the tokamak’s vacuum vessel.

Each antenna side is composed of an RF feed-through window, an impedance transformer,

a T-junction, and two tuneable matching capacitors. Three different cases were studied:

i) both sides are powered with tuned capacitors to match the antenna, ii) one side is

powered while the capacitors of both sides are tuned, and iii) one side is powered with

tuned capacitors, while the other is non-powered and its capacitors are detuned. For each

studied case, we determine the generator(s) input power triggering multipactor in the

various antenna sections within the frequency range of the ICRH antenna. The latter

provides the best practices for operating the ICRH antennas during conditioning. Finally,

we extend this analysis to the case of three antennas operating on plasma to determine

the conditions for which multipactor could be triggered in the antennas.

In Chapter 6, we formulate the pressure rise problem by establishing a balance equation

between the molecular desorption rate caused by the multipactor and the pumping rate.

The latter is done to evaluate the pressure rise caused by the multipactor and compare it

to the experimentally observed values.

Chapter 7 concludes the work and details several axes for future work.

All the developed methodologies could be applied to any multi-port RF component,

whether this component is used in nuclear fusion, space applications, or any other

application where multipactor is a concern.



1: IRFM stands for "Institute for Mag-

netic Fusion Research."

1 Ion Cyclotron Resonance Heating Systems

You think that you are an infinitesimal

being, though you encompass the entire

universe.

Ali Ibn Abi Taleb

In this chapter, we introduce the nuclear fusion principle (Section 1.1)

and describe the magnetically confined plasma devices (Section 1.2).

In its second part, we illustrate the various components of a generic

ion cyclotron resonance heating (ICRH) antenna (Section 1.3). Then

we give more details about the ones employed on the device of the

IRFM
1

laboratory in CEA Cadarache, France (Section 1.4). The last part is

dedicated to the problem that we are interested in understanding and

characterising its origin in this manuscript (Section 1.5).

1.1 Nuclear Fusion

Fusion is a nuclear reaction that powers the core of the Sun, along with all

the stars of the Universe. It is the process by which two light atomic nuclei

combine to form a heavier atom while releasing tremendous amounts of

energy.

In the core of the Sun, where the temperature reaches fifteen million

kelvin, nuclei come within a very close range of each other and collide

at high energies provided by the core’s temperature. This high-energy

collision is sufficient to overcome the electrostatic mutual Coulomb’s

repulsion force between the positively charged nuclei by the attractive

nuclear force and to fuse the colliding atoms. The Coulomb’s potential

barrier is proportional to the product of the nuclei’s charge numbers,

making a fusion of nuclei with low charge numbers "easier."

The resulting heavier element’s mass is not exactly the sum of the initial

fused nuclei masses due to a fractional-mass defect, which is, in its

turn, responsible for the enormous amount of released kinetic energy, as

governed by Einstein’s energy-mass equivalence formula 𝐸 = 𝑚𝑐2
.

For the fusion reaction to happen, atoms must be confined within a small

space so that the collisions’ probability increases. In the core of the Sun,
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[27] Ball (2019)

2: The neutrons produced from the D-T

reaction can be used to produce the tri-

tium in-situ when reacting with lithium

(Li) in a tritium bleeding blanket:

6
L + n −→ T + 4

He + 4.8 MeV.

the gravitational forces ensure the confinement of the positively charged

hydrogen nuclei for the fusion process to take place.

Since the 1920s, dating the first explanation of the fusion process, re-

searchers have been on a quest to develop ways to harness energy from

fusion reactions on Earth. Although further research and development

are needed, nuclear fusion is a promising candidate for the increasing

demand of substituting fossil fuels-based energy production with reliable

and environment-friendly alternatives. Therefore, once controlled in a

reactor at an industrial scale, nuclear fusion could become an ideal energy

source to meet the world’s demand.

Crossing the electrostatic Coulomb’s barrier can be quantified in a

probabilistic manner with the reaction rate 𝑟 [reaction/(m3

s)], defined as

the probability of reaction per time-unit and volume-unit. The reaction

rate between mono-energetic ions of density 𝑛1 [m−3] striking ions of

density 𝑛2 [m−3], is proportional to the species’ density product and can

be expressed by the following

𝑟12 = 𝑛1𝑛2 𝜎12𝑣12

where 𝜎12 [m2], is the effective cross-section area and 𝑣12 is the velocity

difference between the two species.

The product term 𝜎12𝑣12 is called the reactivity ([m3/s]) and is dependent

on the colliding species’ kinetic energies. Dropping the mono-energetic

assumption and assuming the ions have Maxwellian velocity distribu-

tion, the average reactivity ⟨𝜎𝑣⟩12 can be derived from the velocities’

distribution functions as follows

⟨𝜎𝑣⟩
12

=

∫ +∞

−∞

∫ +∞

−∞
𝜎(𝑣12)𝑣12 𝑓1(𝑣1) 𝑓2(𝑣2) 𝑑𝑣1𝑑𝑣2.

Therefore, the average reaction rate ⟨𝑟12⟩ is expressed by

⟨𝑟12⟩ = 𝑛1𝑛2 ⟨𝜎𝑣⟩
12
.

The average reactivity ⟨𝜎𝑣⟩12 has a temperature dependence that can be

plotted for different fusion reactions as shown in Figure 1.1.

The reaction of interest for controlled nuclear fusion [27] is the deuterium

(D) - tritium (T) reaction (Equation 1.1), as it has the highest reaction

rate reaching its maximum at a temperature of 64 keV. Deuterium and

tritium are both hydrogen isotopes with respectively one neutron and

two neutrons. The deuterium is abundant in seawater, and the tritium —

a radioactive isotope of about 12 years of half-lifetime, which is relatively

rare in nature — can be generated in-situ within the reactor
2
.

D + T −→ 4

He (3.56 MeV) + n (14.03 MeV) (1.1)

The D-T reaction releases a total energy of 𝐸𝐷𝑇 = 17.59 MeV per fusion

reaction, with almost 80% of the energy carried out by neutrons. Under

the assumption of equal density for deuterium and tritium, 𝑛𝐷 = 𝑛𝑇 =
𝑛
2
, with 𝑛 the electron density, the thermonuclear power density is
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Figure 1.1: Fusion reactivity versus

temperature for a few couples of fu-

sion reactions: (deuterium-deuterium),

(deuterium-tritium), and (deuterium-

helium). Data are extracted from

(Richardson (2019)).

proportional to the average reactivity and is expressed as

𝑝DT =
𝑛2

4

⟨𝜎𝑣⟩
DT

𝐸DT. (1.2)

Therefore, the total fusion power 𝑃fus =
∫
𝑝DTd𝑉 is released from both

alpha particles (
4
He) and neutrons, and is expressed as follows

𝑃fus = 𝑃𝛼 + 𝑃𝑛 . (1.3)

The alpha particles’ energy could be used to sustain fusion reactions,

whereas neutrons, not confined by magnetic fields, heat the surrounding

blanket, resulting in thermal energy that could be converted into electrical

energy.

Although the D-T reaction produces high fusion power, a self-sustained

fusion reaction requires heating the deuterium and tritium over 150

million kelvin temperatures. These temperatures are needed to achieve

high enough particle density for the fusion reaction to take place. For

such high temperatures, fusion fuels become in the plasma state of matter:

a charged gas made of positive ions and free-moving electrons.

Fusion reactors are intrinsically safe as fusion reactions are self-limiting

processes occurring under strict operational conditions, outside of which

the plasma loses its energy and extinguishes. Moreover, while fusion

reactor vessels’ components will be nuclear wastes, they are not expected

to be high-level long-lived wastes. The fusion reaction does not emit

carbon dioxide or greenhouse gases into the atmosphere. Therefore,

as a reactor could be started when needed, it could be a dispatchable

low-carbon energy source.

The confinement by gravitational fields occurring in the core of the Sun

is not doable on Earth. Therefore, sustaining a high plasma tempera-

ture in a steady-state regime requires a plasma confinement method.

Several approaches for fusion confinement are possible: magnetic con-

finement, inertial confinement, and hybrid confinement approaches. In
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3: The Lorentz force reads:

®𝑭 = 𝑞(®𝑬 + ®𝒗 × ®𝑩)

where 𝑞 is the particle’s charge, ®𝒗 the

particle’s velocity, ®𝑬 and ®𝑩 respectively

the electric and magnetic fields.

4: The toroidal magnetic field is stronger

than the poloidal magnetic field.

Figure 1.2: Toroidal magnetic field lines

produced by toroidal coils.

Figure 1.3: Poloidal magnetic field lines

produced by the plasma current.

Figure 1.4: Helical magnetic field lines

produced as a resultant of the toroidal

and poloidal fields.

5: In operation device. The name is de-

rived from "tungsten (W) Environment

in Steady-state Tokamak."

6: Under construction device. The name

is the acronym for "International Ther-

monuclear Experimental Reactor."

Figure 1.5: Helical magnetic field lines

produced by helical coils in a stellarator.

this manuscript, only magnetic confinement techniques, presented in the

following section, are of interest.

1.2 Magnetically Confined Plasma Devices

This confinement approach is known as magnetic thermonuclear fusion,

where the plasma is trapped with a strong magnetic field. Owing to the

Lorentz force
3
, the cross product of the particle’s — electron or ion —

velocity with the magnetic field will cause the particle to gyrate in a

circular motion around the magnetic field lines. The magnetic field-based

guidance of the charged particles is the basic principle for magnetically

confined plasma devices.

Among other available systems using this principle, we are interested

in the toroidal systems. These machines are mainly of two types, the

tokamak-type and the stellarator-type.

The tokamak, derived from the acronym of a Russian expression translating

to "toroidal chamber with axial magnetic coils," was developed in the

Soviet Union in 1959 and is a magnetic device for high-temperature

plasma confinement in the shape of an axially symmetric torus. In

this device type, the plasma is confined in the vacuum vessel by the

superposition of two magnetic fields: the toroidal and poloidal magnetic

fields
4
.

The toroidal magnetic field is created by the toroidally placed magnetic

field coils in the toroidal (horizontal) direction as shown in Figure 1.2. In

addition to the toroidal magnetic field coils’ set, the poloidal magnetic

field coils’ set consisting of a central solenoid and additional coils used

for plasma positioning, shaping, and instability control purposes are

concentric to the vacuum vessel of a tokamak.

Ramping a current in the central solenoid, which is the primary winding

of a transformer-like system, induces an electrical field in the secondary

winding, which is the plasma itself, in our case. This electric field is

responsible for an induced current in the plasma, which, in its turn,

creates a magnetic field in the poloidal (vertical) direction as shown in

Figure 1.3.

The superposition of both toroidal and poloidal magnetic fields forms

the helical twisted magnetic field, confining the plasma in the vacuum

vessel. Figure 1.4 illustrates the tokamak’s helical-shape magnetic field

lines.

Nowadays, the tokamak is the leading magnetic configuration for fusion

reactors, and there is, therefore, a large number of experimental tokamak

devices currently in operation or under construction, among which,

WEST
5

(previously Tore-Supra), located at IRFM laboratory in CEA,

Cadarache, France; and the project ITER
6
, in Cadarache, France.

The stellarator concept, invented at Princeton University in 1951, avoids the

plasma current’s generation need by changing the shape of the plasma

to an asymmetrical torus via toroidal and external magnetic field coils

of complex three-dimensional geometries to generate twisted magnetic

field lines, which control the plasma confinement. An illustration of the
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7: We won’t further discuss stellarators

in this manuscript.

Figure 1.6: Illustration of the tokamak

transformer effect, where the primary

winding is the central solenoid and the

secondary winding is the plasma.

helical magnetic field lines and the helical toroidal coils are shown in

Figure 1.5
7
.

As discussed in Section 1.1, the plasma temperature should reach tens

of keV to achieve an optimal reaction rate — a temperature equal to ten

times the Sun’s core temperature. The required high temperature could

only be reached through heating techniques for the confined plasma.

Heating techniques are discussed in the following three subsections.

1.2.1 Ohmic Heating: An Inductive Current-Drive
Plasma Heating

In a tokamak, the first available mean for plasma heating is the ohmic

heating created by the plasma current — introduced before — and is

responsible for plasma heating due to plasma resistivity. The energy

associated with the plasma current is dissipated as heat through particle

collisions. Therefore, the advantages of ohmic heating are two-fold: i) it

is a plasma confinement requirement for tokamak-type devices, ii) and it

provides the first mean for plasma heating.

The plasma resistivity is proportional to 𝑇−3/2
(𝑇 being the plasma

temperature, assumed to be homogeneous in the plasma’s volume). This

proportionality says that the ohmic power decreases with increasing

plasma temperature. Consequently, the ohmic heating effect becomes

less pronounced as the plasma temperature increases. Therefore, it has

been shown that for the typical tokamak’s parameters, the maximum

achievable temperature by the ohmic heating process is a few keV. This

temperature is insufficient for the alpha power to dominate the fusion

power expression. Therefore, there is a requirement for some external

auxiliary heating system(s) to complement the ohmic heating process.

1.2.2 Non-Inductive Current-Drive Plasma Heating

We must sustain a constant plasma current to operate a tokamak-type

device in a steady-state regime. Nevertheless, as illustrated in Figure 1.6,

inducing constant current in the plasma (secondary winding) requires

a linearly variable current in the central solenoid (primary winding).

A linearly variable current cannot be maintained indefinitely, as the

magnetic flux available at the central solenoid’s coil limits the primary-

winding current duration. Hence, the plasma-induced-current-duration

is also limited.

An intrinsic consequence of this is that tokamak devices are pulsed-type

machines. Therefore, to operate a tokamak in a steady state, plasma-

induced current must be sustained by other non-inductive means.

1.2.3 Additional Heating and Current Drive Systems

The following systems are currently used as available auxiliary systems

in nuclear fusion devices for either heating and/or inducing current in

the plasma:
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8: Neutral particles are chosen to be in-

jected into the plasma as the presence of

the magnetic field prohibits the injection

of charged particles. Indeed, they would

be deflected by the magnetic field lines

as suggested by the Lorentz force.

9: The ion cyclotron frequency 𝑓𝑐 reads:

𝑓𝑐 =
𝑞 𝑍 𝐵

2𝜋𝑚

where 𝑍 is the ion charge number, 𝑞 the

elementary charge, 𝑚 the ion mass, and

𝐵 the static magnetic field.

10: The harmonics of the ion cyclotron

frequency can be expressed by:

𝑓 = 𝑝 𝑓𝑐

where 𝑝 is an integer greater than one.

▶ Neutral beam injection heating (NBI), where high-energy beams of

neutral atoms are injected into the plasma
8
. Most of these particles

deposit their power due to ionisation by collisions with background

plasma particles.

▶ High-power radio frequency waves, in particular:

• Ion cyclotron resonance heating (ICRH) radio-frequency sys-

tems operating in the frequency range [30 − 120] MHz;

• Lower hybrid current-drive (LHCD) radio-frequency heating

systems operating in the frequency range [1 − 10] GHz;

• Electron cyclotron resonance heating (ECRH) radio-frequency

systems operating in the frequency range [50 − 200] GHz.

Despite their operation at different frequencies, all the radio-frequency

(RF) heating and current-drive systems share the following principal

requirements:

1. High-power RF generators responsible for transforming electrical

power into electromagnetic power;

2. Transmission lines to transport the electromagnetic power to the

plasma-facing antennas;

3. Antennas to couple the electromagnetic power to the plasma waves

that propagate to the plasma core;

4. Wave-particle resonances leading to the plasma-wave energy trans-

fer to resonant particles.

In this manuscript, we focus on ICRH systems, precisely the ICRH system

of the tokamak WEST, to address a problem limiting the operation of the

antenna system. An introduction to a generic ICRH system is given in

the following section.

1.3 Ion Cyclotron Resonance Heating (ICRH)
Systems

As discussed in Section 1.2.1, the ion temperature should be raised to the

required values to reach the plasma burning state via auxiliary heating

systems. We detail herein the ion cyclotron resonance heating (ICRH)

system.

ICRH system is a bulk plasma heating method based on the resonance

principle between the cyclotron motion of an ion in a static magnetic field

and the electromagnetic wave having the same frequency. Therefore, the

ICRH system consists in launching RF waves with frequencies equal to

the cyclotron
9

frequency of one of the ion species of the plasma — or

its harmonics
10

. ICRH systems are widely employed on thermonuclear

fusion devices and are characterised by a power level of several megawatts

(MW) coupled to the plasma.

As discussed earlier in the requirements for an RF heating system, the

ICRH system could be divided into two main parts: i) the first part

deals with the technology responsible for generating the RF power

and its transportation via transmission lines to the vacuum vessel of

the magnetically confined device, ii) the second part deals with wave

propagation and absorption mechanisms via wave-particle interactions.

Between these two parts comes the antenna interface responsible for
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Figure 1.7: A simplified circuital

schematic for a generic ICRH system

constituted of a radio-frequency genera-

tor, transmission lines, matching system,

and antenna front interface. The plasma

is represented by a load impedance.

11: The gas in its normal state is an insu-

lator. Nevertheless, if a voltage is applied

between the electrodes and is increased

gradually, then there is a threshold value

for which the gas will conduct. This gas’

transition from an insulator to a con-

ductor state is called "breakdown." The

associated voltage for this transition is

called the "breakdown voltage."

12: In particular, part of the sealing RF

feed-through, the matching system, and

the antenna front interface can work un-

der vacuum conditions.

coupling the RF power to the plasma waves. Figure 1.7 represents a

schematic illustration of the different parts of a generic ICRH system: an

RF generator, transmission lines, matching system, and antenna interface.

The plasma, which faces the antenna, is the load of the high-power RF

system.

1.3.1 High-Power RF Generators

The high-power RF sources ensure the transformation from electrical

to electromagnetic power. Typically, they are carried out by a series

of amplifiers (Tetrode, Triode) for the ICRH frequency range [30 −
120] MHz. This technology is a derivation from the high-power steady-

state broadcast transmitters.

1.3.2 Transmission Lines

We use transmission lines to transmit, split or combine high-power

electromagnetic waves from one point to another. In the frequency range

of ICRH systems, coaxial transmission lines are a suitable choice to

transport the power from the RF sources to the antenna.

For all the ICRH systems, the transmission lines between the generators

and the antenna(s) are pressurised with a gas (nitrogen or dry air) to

increase the breakdown
11

voltage limits. The coaxial transmission lines’

dimensions and characteristic impedance 𝑍0 [Ω] are chosen as a trade-off

between power handling and attenuation requirements. The maximum

power handling of the transmission line in steady-state operations is

expressed by

𝑃𝑚𝑎𝑥 =
𝑉2

𝑚𝑎𝑥

2𝑍0

(1.4)

where 𝑉𝑚𝑎𝑥 is the breakdown voltage.

ICRH antennas are connected to the vacuum vessel of the device. Hence,

parts
12

of the antennas share the vacuum conditions of the torus. There-

fore, sealing barriers are required to separate the pressurised parts from

the antenna vacuum parts. The sealing barrier is called RF feed-through
or RF window. The RF feed-through of the ICRH systems is usually a

coaxial-type feed-through made of a conical piece of ceramic (alumina)

brazed or assembled with the inner and outer conductors of the trans-

mission lines coming from the source. Although the RF feed-through

ensures the tightness between the pressurised transmission lines and
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Figure 1.8: Matching a load impedance

𝑍𝐿 to a source of an internal impedance

𝑍𝑆 .

[28] Hillairet (2023)

[29] Pozar (2011)

Figure 1.9: Matching network’s effect rep-

resentation.

the antenna vacuum regions, it should remain transparent to the RF

propagating waves by neither inducing wave reflections nor reducing

the voltage stand-off capability.

1.3.3 Matching Systems

The antenna and the transmission lines’ impedance are higher than the

plasma-load impedance, leading to an output mismatch that causes

noticeable RF power reflection, propagating back to the generators. This

power reflection has detrimental effects on the sources: i) perturbation of

the source impedance and signal’s amplitude and phase, ii) damage to

the RF source, iii) an increase in the dissipation losses, iv) an increase in

the peak voltage on the transmission line causing a voltage breakdown,

and v) failure of the RF feed-through (vacuum leak risk). Therefore, it

is mandatory to use a matching system protecting the high-power RF

sources from the reflected power.

However, matching the load impedance to the source impedance is

not straightforward, as the load impedance depends on the device

setup and the plasma, and it is time-variable. Indeed, the intrinsic plasma

instabilities can induce strong and fast load variations. Therefore, the load

properties are unpredictable, and in some cases, the system may be, to an

extent, intrinsically unmatched. Hence, matching the source to the load

impedance is required to maximise the RF power transmission’s efficiency

to the plasma. Matching systems should be, in many cases, adjustable

(tuneable) to ensure some resilience to the plasma load variations [28].

We recall that to match a given complex load impedance 𝑍𝐿 to an internal

source impedance 𝑍𝑆 (Figure 1.8), conjugate matching (i.e., 𝑍𝐿 = 𝑍∗
𝑆
) leads

to the maximum power transfer to the load. In contrast, an impedance
matching (i.e., 𝑍𝐿 = 𝑍𝑆) minimises the reflected power back to the source

[29].

In our case, the plasma load impedance is complex, and it is, therefore,

unfeasible to achieve both matching techniques simultaneously. The

matching is optimised in a way meeting the following requirements

(Figure 1.9):

▶ Maximising the power transfer to the load;

▶ Minimising the power reflected toward the generator;

▶ Minimising the power losses on the transmission line;

▶ Ensuring good control of the signal’s amplitude and phase.

The load matching is frequency-dependent for the plasma case, as the load

impedance is complex and has a non-zero reactance component. Although

perfect impedance matching can be achieved at a single frequency, this

is not a big issue for high-power generators having a narrow-band

frequency range. Moreover, the matching systems are tuneable as the

generator’s frequency is also tuneable for the ICRH systems. Therefore,

a re-configurable matching network is required to cover the frequency

operation range of the ICRH antenna system.
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Figure 1.10: An illustration of the vac-

uum vessel of the tokamak WEST, with

the different RF heating systems’ employ-

ment: in purple three ion cyclotron res-

onance heating antennas (ICRH), in red

two lower hybrid current drive (LHCD)

antennas, and in green the moveable an-

tenna protection limiter.

1.3.4 Antennas

The ICRH antennas face the plasma and must, therefore, withstand harsh

operating conditions such as:

▶ High vacuum compatibility (< 10
−4

Pa);

▶ High temperature (above 200 °C);

▶ High heat fluxes on plasma facing components (up to few MW/m
2
);

▶ High RF power (megawatts range);

▶ Large electro-mechanical forces (MN).

The large heat fluxes from the plasma and the RF losses impose an active

cooling method for the antennas to sustain continuous operations.

In the next section, we describe the WEST RF heating systems, followed

by a detailed overview of the ICRH systems of the tokamak WEST.

1.4 Overview of the Tokamak WEST

The tokamak WEST, derived from "tungsten (W) environment in steady-

state tokamak," located in Cadarache, France, is an X-point divertor device

equipped with actively cooled tungsten plasma-facing units. Among

many objectives, its main goal is to test an ITER-like actively cooled

tungsten divertor with realistic load-case conditions and heat fluxes

of 10 MW m
−2

for thousands of seconds, and 20 MW m
−2

for tens of

seconds.

On the tokamak WEST, as of 2023, two RF heating systems are available:

▶ Three identical ion cyclotron resonance heating (ICRH) antennas

operating in the frequency range [40 − 78] MHz;

▶ Two lower hybrid current-drive (LHCD) antennas operating at

3.7 GHz.

An illustration of the vacuum vessel of the tokamak WEST, along with

the locations of the different heating systems, is given in Figure 1.10.

In this manuscript, we are only interested in the ICRH antennas of

WEST.
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Figure 1.11: Pictures of the WEST ICRH

plant. The plant consists of six generators

(two per antenna), each made of three

amplification stages.

[30] Helou et al. (2015)

[31] Hillairet et al. (2015)

[32] Bernard et al. (2017)

[33] Helou et al. (2020)

[34] Hillairet et al. (2021)

Figure 1.12: Picture of a rigid Spinner

coaxial transmission line.

Figure 1.13: Picture of the ceramic’s RF

feed-through of the WEST ICRH anten-

nas.

[1] Bernard et al. (2019)

[30] Helou et al. (2015)

[35] Bosia (2003)

1.4.1 WEST ICRH Antennas’ Description

The WEST ICRH system is made of three antennas. Each antenna is fed

by two generators (one generator per antenna side). The notion of the

antenna side is explained at the end of this section.

The six generators are identical, where each consists of a synthesizer, a

modulator, a solid-state wide-band amplifier, and a three-stage tetrode

amplifier. The plant is operated in the [40 − 78] MHz frequency range, in

particular, [46 − 65] MHz to fit the main WEST ICRH scheme consisting

of hydrogen-minority in deuterium plasma [30–33]. For a 30 s pulse

duration, the power delivered by each generator can reach 1.5 MW. In

contrast, for a 1000 s pulse duration, the power is reduced to 500 kW

[34]. The WEST ICRH power plant is illustrated in Figure 1.11 with the

different amplification stages and powers.

The feeding transmission lines transporting the electromagnetic power

consist of Spinner 30 Ω coaxial transmission lines, shown in Figure 1.12,

where the inner and outer conductors’ diameters are𝜙i/𝜙o = 140/230 mm.

The inner conductor is made of 2 mm thick copper (Cu), while the outer

conductor is of 5 mm thick aluminium (Al). These transmission lines are

nitrogen pressurised.

From the generators’ side, following the pressurised transmission lines

is the sealing RF feed-through barrier, ensuring the tightness between

the nitrogen-pressurised transmission lines and the under-vacuum com-

ponents. On WEST, each sealing barrier is a coaxial feed-through made

of a conical ceramic piece, illustrated in Figure 1.13.

Next, we describe the matching system components and the antennas’

front faces following the sealing barriers that are, therefore, under the

vacuum conditions of the WEST torus. A matching system, one per

ICRH antenna side, enables matching the antenna side’s impedance to

the 30 Ω feeding transmission lines to reduce the reflected power to the

generators and increase the coupled power to the plasma. An illustration

of the assembled under-vacuum components’ geometries — including

the RF feed-through windows — for one WEST ICRH antenna is shown

in Figure 1.14.

The matching system is a two-stage matching network. The first stage is

a passive two-stage quarter-wavelength impedance transformer [1, 30].

The second stage is a tuneable internal conjugate-T [35], composed of

tuneable capacitors connected in parallel via a T-junction (referred to as

"bridge" herein).
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Figure 1.14: An illustration of the differ-

ent components of one ICRH antenna

used on the tokamak WEST. Each side

has its own high-power generator.

Figure 1.15: An illustration of the two-

stage impedance transformer structure

showing its dimensions.

Figure 1.16: An illustration of the T-

junction structure showing its inner con-

ductor and outer conductor.

13: The straps are the radiating elements

facing the plasma.

The impedance transformer is connected to the 30 Ω feeding transmission

lines via the RF feed-through. It is, therefore, designed to match the

impedance of the RF feed-through window to the input port’s impedance

of the T-junction on a broad range of frequencies.

It is made of two quarter-wavelength stages. The first stage is connected

to the RF feed-through and has a 17.4 Ω characteristic impedance, cor-

responding to inner and outer conductors of diameters 114 mm, and

153 mm respectively. The second stage of the impedance transformer

is connected to the T-junction’s input port. It has a 5.5 Ω characteristic

impedance, corresponding to inner and outer conductors of diameters

140 mm, and 153 mm respectively.

The two stages of the impedance transformer are connected via a ta-

pered geometry, ensuring the passage from 17.4 Ω to 5.5 Ω. Similarly, the

impedance of the RF feed-through is not 17.4 Ω. It is, therefore, connected

to the first stage of the impedance transformer via transition transmission

line geometry. The structure of the two-stage impedance transformer is

given in Figure 1.15.

The T-junction, the second stage of the matching network, is a three

ports component with the input port connected to the matching net-

work’s impedance transformer. The output ports connect, in parallel, two

matching capacitors — tuning capacitors. The T-junction inner conductor,

vacuum, and outer conductor are shown in Figure 1.16.

The tuneable capacitors are connected to two poloidal straps
13

from their

back end. Once properly tuned, the tuning capacitors make the structure

resonant at a particular frequency. The tuneable vacuum capacitors of
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Figure 1.17: Picture of one WEST ICRH

antenna during its assembly, with its

mass and main dimensions.

[36] Owens et al. (1985)

[37] Hoffman et al. (1987)

[28] Hillairet (2023)

14: The coupling or loading resistance 𝑅𝑐

is a figure of merit used to quantify the

coupling and is defined as the ratio of

the time-averaged radiated power to the

integral, over the strap’s arc length, of

the radio-frequency current density [28].

WEST ICRH antennas are of pF precision, with capacitance ranging from

15 pF to 150 pF.

Each WEST ICRH antenna’s front face — connecting the antenna sides —

is a phased array of loop radiators, denoted straps. Each antenna consists

of two resonant-double-loops, as shown in Figure 1.17. The resonant-

double-loop scheme was developed in the 1980s [36, 37], where a common

feed-point feeds two adjacent straps in the poloidal (vertical) direction.

In this configuration, the straps are excited with nearly uniform and

in-phase fields.

The straps of each antenna are electrically small, in both poloidal and

toroidal directions, with dimensions less than the quarter wavelength.

The impedance of each of the straps reads 𝑍strap = 𝑅strap + 𝑗𝑋strap,

where 𝑅strap is the strap’s resistance, which is also known as the coupling
resistance 𝑅𝑐

14
and is in the order of few ohms. 𝑋strap is the inductance

strap’s reactance and is of the order of a few tens of ohms.

In addition, the front face of each WEST ICRH antenna is protected by a

Faraday screen with a 7° tilt angle, which is close to the total magnetic

field lines’ angle seen by the antennas.

An illustration of one resonant-double-loop of a WEST ICRH antenna

— one antenna side — is given in Figure 1.18. The Faraday screen of the

antenna is represented in black, the two adjacent straps of the antenna

side are shown in red, and the in-series vacuum matching capacitors

connected to each of the straps of the antenna side are illustrated in

blue.

Arranging different resonant-double-loops in the toroidal (horizontal) di-

rection creates an antenna array. In the case of WEST ICRH antennas, two

resonant-double-loops are toroidally arranged and fed by two different

generators to form a single ICRH antenna.

Therefore, each WEST ICRH antenna is a four-straps antenna (2 poloidal

× 2 toroidal), composed of two toroidal sides that we will refer to as left
and right sides (as seen from the exterior of the torus), each fed by a high

power source, and constituted of one RF feed-through, one impedance

transformer, one T-junction, and two parallel tuneable capacitors.

WEST ICRH antennas’ surfaces, in particular, the Faraday screens, an-

tenna boxes, straps, and inner and outer conductors, are made of silver-

coated stainless steel with 10 µm of nickel (Ni) and around 50 µm of silver

(Ag) — more than two times the skin depth within the frequency range

of interest.
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Figure 1.19: A simplified circuital

schematic for one WEST ICRH antenna

constituted of two sides. Each side is

constituted of a radio-frequency genera-

tor, feeding transmission lines, RF feed-

through, matching system — T-junction,

impedance transformer, and two capaci-

tors. The two sides are joint via a Faraday

screen — plasma front interface.

Figure 1.18: A schematic cut illustra-

tion of one resonant-double-loop of the

WEST ICRH antenna. In black the Fara-

day screen of the antenna, in red the

two poloidally-adjacent straps of the

resonant-double-loop, and in blue the

in-series matching capacitors connected

to each of the straps. Each WEST ICRH

antenna is composed of two toroidally-

adjacent resonant-double-loops.

[33] Helou et al. (2020)

[30] Helou et al. (2015)

A circuital representation of one WEST ICRH antenna is given in Fig-

ure 1.19.

1.4.2 WEST ICRH Main Diagnostic Systems

The rears of the two impedance transformers of one ICRH antenna are

connected to one vacuum auxiliary pumping system, which aims to

improve the vacuum conditions inside the antenna. Each impedance

transformer of one antenna side is equipped with a pressure gauge (two

pressure gauges per ICRH antenna) for pressure monitoring during

operation. The auxiliary pumping system location is shown in Figure 1.14.

Furthermore, the straps’ voltages are measured using probes installed

between the capacitors and straps.

Several arc detection systems are available to protect the WEST ICRH

system. Once an arc is detected, both RF generators feeding an antenna are

tripped automatically within a 10 µs time scale. The power is re-applied

within 30 to 50 ms after the trip, depending on the triggered detection

system. The generator is switched off once a predefined number of power

trips is registered in a time interval. We list herein the different available

arc detection systems [33]:

▶ The forward and reflected powers are continuously monitored

using bi-directional couplers installed at the rear of the antenna

and the generator plant. And to avoid voltage or current overshoots

during plasma disruptions, the forward RF power is feedback-

controlled — with a fast response time of the order of 10 µs — to

keep voltages and currents below their maximum safety thresholds

[30], set to 28 kV and 915 A respectively, as well as limiting the

maximum electric field inside the antenna to less than 2 MV m
−1

.

▶ The sub-harmonic arc detection (SHAD) system [38], in a frequency

band lower than the generators’ frequency. As the arc is a fast, non-

linear transient event, it is a broad-spectrum event with harmonics

below and above the generators’ frequency. SHAD are pass-band

filters monitoring a frequency spectrum below the RF source fre-

quency. This arc detection system is connected to the bi-directional

coupler installed at the generator’s output and is operated in the

frequency range [3 − 35] MHz. Once a detector’s measured signal
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[38] Berger-By et al. (2007)

[31] Hillairet et al. (2015)

[31] Hillairet et al. (2015)

is above a predefined threshold, an order’s signal is triggered to

shut down the RF high-power source, with a response time of a

few microseconds.

▶ The optical arc detection system [31], consisting of six optical fibres

per ICRH antenna, protects the low-impedance regions around the

T-junctions. This system is operated in the visible spectrum and is

associated with fast photo-detectors.

1.4.3 WEST ICRH Operational Conditions

The toroidal phase between the left and right sides of each antenna is

set by the plasma control system, with mainly two configurations: dipole
phasing for a 180° phase shift between sides (default configuration) and

monopole phasing for a 0° phase shift between sides. The frequency of

the left side generator is the reference, and the right side generator’s

frequency is modulated using a proportional-integral-derivative (PID)

controller while maintaining the requested phase change with a response

time of approximately 50 µs. Furthermore, the ICRH antenna’s matching

is achieved by tuning its capacitors so that the two parallel branches

connecting the capacitors of one side of the antenna have complex

conjugate admittance values.

The WEST ICRH antennas are characterised by a high-power continuous-

wave (CW) operation and a load-resilience capability for coupling on

H-mode plasma operation with induced edge localised modes (ELMs)

while ensuring a voltage standing wave ratio (VSWR) that does not

exceed 2:1 at the generators [31]. Moreover, all the ICRH antennas are

moveable in the radial direction of the vacuum vessel for power-coupling

and thermal load-handling optimisation.

While the load-tolerance property of the antennas is achieved by the

previously detailed design itself, the CW operation requires actively

water-cooling all the antenna’s components, using two distinct water

loops [32, 34].

The first one is the standard WEST high temperature/high-pressure loop

(70 °C/30 bar during plasma operation) used to cool the Faraday screens,

housing boxes, and the outer conductors. However, a second loop is

required, as the capacitors’ maximum rating temperature is 70 °C. The

latter is a low temperature/low-pressure (20 °C/7 bar) loop used for the

straps, capacitors, and inner conductors.

As a first phase before any experimental campaign, the tokamak WEST

and its associated heating systems are subject to a baking phase. The high-

temperature cooling loop’s temperature is increased to the WEST baking

temperature (200 °C) for a few days. However, the low-temperature

cooling loop is kept unchanged to account for the capacitors’ temperature

limit.

Before using the ICRH system on plasma, a preliminary under-vacuum

RF conditioning phase is performed during the tokamak commissioning.

During RF conditioning under vacuum, each side of the antenna is

powered separately on short pulses up to 20 ms until reaching the antenna

voltage limit (< 28 kV). It should be noted that a low power ranging

between [5 − 20] kW is sufficient to raise the voltages and currents to
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Figure 1.20: An example demonstrating

the pressure rise in the off-mode anten-

nas (𝑄2 and 𝑄4) on plasma when only

one antenna is on (𝑄1, operating with

0.55 MW). In the top figure, the anten-

nas’ coupled powers are plotted versus

time. In the bottom figure, the antennas’

internal pressure is plotted versus time,

and the dashed gray line represents the

pressure rise limit (𝑝𝑡ℎ ) beyond which

the (re-)application of RF power is pro-

hibited for security reasons.

[32] Bernard et al. (2017)

[34] Hillairet et al. (2021)

[1] Bernard et al. (2019)

their maximum safety thresholds due to the low coupling of the antenna

on vacuum loading (no plasma).

Once the nominal voltage is reached, both sides are powered simul-

taneously. During this phase, the vacuum pressure is monitored for

antenna-outgassing tracking. It is observed that pulse after pulse, the

outgassing decreases, indicating that the RF surfaces are supposed to

become cleaner [1]. The pulse duration is, therefore, progressively in-

creased until reaching a pulse duration of 5 s of uninterrupted forward

power at 28 kV. The antennas are then ready to be operated on plasma

experiments.

At this stage, it is worth mentioning that a cross-talk exists between

both sides of one ICRH antenna and also between the different antennas,

depending on the experimental conditions.

1.5 Pressure Rise Problematic Observation
on WEST ICRH Antennas

Although the three WEST ICRH antennas are operated at slightly different

frequencies, cross-talk between antennas is evidenced, as shown herein.

During the experimental campaigns on WEST, the following observation

has been made on all three ICRH antennas: if one ICRH antenna is

powered with the remaining antennas being off, a pressure increase

is observed in the non-powered antennas. If the pressure exceeds the

predefined safety threshold 𝑝𝑡ℎ = 4.5 × 10
−3

Pa [1], a safety interlock

prohibits the (re-)application of the RF power to avoid generating and

sustaining an RF-induced plasma inside the antennas, which affects

the operation of the ICRH system. Therefore, this phenomenon can

complicate or even stop the antennas’ nominal operations. A pressure

rise example is shown in Figure 1.20, where a single ICRH antenna is

operated (𝑄1), and the remaining two are off (𝑄2 and 𝑄4). When the

antenna 𝑄1 couples its power to the plasma, the pressure increases inside
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the two powered-off antennas (𝑄2 and 𝑄4). This pressure is sufficient to

prohibit 𝑄2 and 𝑄4’s use, as it is above the predefined security threshold

𝑝𝑡ℎ .

One possible cause explaining these observations is the multipactor

phenomenon, a resonant RF vacuum discharge [2], induced by antenna

cross-talking. A possible worst-case consequence is the metallisation of

the capacitors’ ceramics or the RF feed-through window if multipactor-

induced plasma is sustained in its vicinity. The work objective is to

determine whether multipactor is an explanation for the pressure rise

occurrence.

1.6 Chapter Summary

After introducing the reader to the geometrical aspects and characteristics

of the antenna type of interest in the framework of plasma heating, we

illustrated the pressure rise problem observed during the experimental

campaigns. This observation could be associated with a phenomenon

called "multipactor." As we will see in the following chapters, the multi-

pactor phenomenon highly depends on material properties. Therefore,

before explaining the phenomenon, along with its conditions and conse-

quences, the characterisation of the material properties of the antenna is

crucial.



Figure 2.1: Possible emission mecha-

nisms observed when impacting a sam-

ple with primary electron flow.
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[42] Dekker (1981)

2 Material Electron Emission Characterisation

A truth is to be known always, and to be

uttered sometimes.

Gibran Khalil Gibran

In this chapter, we provide the basic concepts of the techniques used for

the surface characterisation of the WEST ICRH representative samples

under its nominal operational conditions: electron emission spectrum’s

measurements (Section 2.1), total electron emission yield (TEEY) mea-

surements (Section 2.2), and X-ray-induced photoelectron spectroscopy

(XPS) technique (Section 2.3). Then, we describe the experimental facility

available at the ONERA/DPHY laboratory, which provides the needed

surface characterisation techniques, before detailing our experiment’s

approach for sample preparation, baking, and conditioning procedures

and discussing the obtained results (Section 2.4).

2.1 Electron Emission

Bombarding a surface with an electron flux triggers a cascade of phe-

nomena at its surface, eventually leading to the emission of electrons.

The interactions between the electrons and the material are various and

result in several types of emitted electrons, which are distinguishable by

their energy distribution [39].

When an incident electron beam, generally referred to as primary electrons

(PEs), impinges on a surface, the emission of electrons may be observed.

Under certain circumstances, the number of emitted electrons exceeds

the number of incident electrons, indicating that electrons’ bombardment

liberates electrons from the solid [40].

Three types of emitted electrons [41, 42], distinguished according to the

mechanism of energy transfer from the incident electrons, are identified:

elastic back-scattered electrons (EBEs), inelastic back-scattered electrons

(IBEs), and secondary electrons (SEs).

EBEs are primary electrons that have not lost energy and are reflected

elastically. The remainder of the primary electrons penetrate the solid.

IBEs are primary electrons that have penetrated the sample and partially
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Figure 2.2: Energy distribution of emit-

ted electrons for a stainless steel silver-

coated sample, maintained at 70 °C and

baked at 200 °C for three days, subjected

to incident electron flows of energy 50 eV,

and 100 eV, represented respectively in

orange and blue. The 𝑦-coordinate cor-

responds to the number of electrons

per second [Counts Per Second]. The

peaks (𝑎), (𝑏), and (𝑐) correspond respec-

tively to elastically reflected electrons,

in-elastically re-diffused electrons, and

the most probable energy of secondaries.

These measurements are realised in the

framework of this thesis at ONERA/D-

PHY.
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lost their energy inside the material before escaping from the surface by

Rutherford scattering. Other primary electrons that have entered the solid

lose their energy by lattice electrons’ excitement into higher energy levels.

The excited electrons that move toward the surface and escape from the

material are called "true secondary electrons" (SEs) [11, 42]. Furthermore,

there is a possibility for the electrons to be absorbed by the material

without causing any emission.

It is common to refer to all the electrons emitted by electrons’ beam

surface bombardment by "secondary electrons." The various emission

mechanisms are represented in Figure 2.1.

This phenomenon has been studied theoretically [43, 44], experimentally

[45, 46], and numerically [47–49]. It depends on the electron impact energy,

the angle of incidence, the surface material properties and conditions,

and the presence (or not) of a magnetic field.

2.1.1 Energy Distribution of Emitted Electrons

The energy distribution of the emitted electrons should be known to char-

acterise the electron emission. This characteristic distribution function

has been investigated both experimentally [39] and theoretically [50].

Experimentally, the emitted electrons’ energy distribution could be

measured for a fixed incident energy. Figure 2.2 illustrates the energy

distribution for a WEST ICRH representative stainless-steel silver coated

sample, maintained at 70 °C after being baked at 200 °C for approximately

three days to mimic the WEST operational conditions. The primaries’

incident energies, for which the measurements are made at normal

incidence, are 50 eV, and 100 eV represented respectively in orange and

blue.

The energy distribution can be analysed as composed of three main

types of electrons. The first peak (𝑎) corresponds to the elastic back-

scattered electrons, being reflected primary electrons without energy

loss. These electrons have a kinetic energy equal to the incident energy of

primary electrons. Therefore, they are observed at 50 eV and 100 eV for the

orange and blue curves, respectively. The second peak (𝑏) represents the
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Figure 2.3: Energy distribution for sec-

ondary emitted electrons, for a metal

sample having a work function of 𝑊 𝑓 =

4.7 eV using the Chung and Everhart’s pro-

posed model.

[50] Chung et al. (1974)

Figure 2.4: Energy distribution for sec-

ondary emitted electrons, for a metal

sample using the Maxwell-Boltzmann’s

model for a most probable energy 𝐸𝑝 =

3.0 eV.

[39] Rudberg (1936)

inelastic back-scattered electrons, which are reflected primary electrons

with kinetic energy slightly less than that of primary electrons. The

third peak (𝑐) is that of low-energy secondary electrons emitted from

the sample at energies less than the conventional energy barrier of

50 eV. Usually, this convention separates the secondary electrons from

the inelastic back-scattered electrons, as it is impossible to distinguish

sharply between them. Furthermore, the conventional energy barrier

is correct for high incident energies, as for low incident energies, the

different emission mechanisms’ contributions tend to overlap, leading to

difficulties distinguishing the various mechanisms [51].

Furthermore, it should be mentioned that the energy distribution of

the secondary electrons is independent of the primary electrons’ beam

energy [42], leading to the possibility of being formulated independently.

Two energy distribution models are discussed next: Chung and Everhart,
and Maxwell-Boltzmann’s distribution.

2.1.1.1 Chung and Everhart ’s energy distribution

Chung and Everhart have proposed a simple analytical and physical equa-

tion, modelling the energy distribution of low-energy — below 50 eV —

secondary electrons emitted from a surface by electron bombardment

[50]. They used an analytical expression for the energy-dependent mean

free path of the excited electrons, which leads to good agreement with

experimentally obtained energy distributions. This distribution, repre-

sented in Figure 2.3, is independent of primary electrons’ energy and is

a function of the effective work function. It is defined as follows

𝑓 (𝐸sec) ≈
𝐸sec

(𝐸sec +Φ)4
(2.1)

where 𝐸sec is the secondary emitted electrons’ energy, and Φ is the

effective material’s work function. For metals, Φ = 𝑊𝑓 , where 𝑊𝑓 is the

metal’s work function, which is the minimum energy that an electron

at rest must be provided to be emitted into the vacuum, expressed in

[eV]. This value is, in general, between 3 eV and 5 eV for most metals. For

dielectrics, Φ = 𝜒 + 𝐸𝑔 , where 𝜒 is the electron affinity, and 𝐸𝑔 is the

band gap energy. For most dielectrics, 𝜒 ≈ 1 eV and 𝐸𝑔 is within the

range [1 − 10] eV.

The function, 𝑓 (𝐸sec) of (2.1), has a maximum at an emitted energy

of Φ/3 (the most probable energy), and a mathematical expectation

𝔼 [ 𝑓 (𝐸sec)] = 2Φ.

2.1.1.2 Maxwell-Boltzmann’s energy distribution

The Maxwell-Boltzmann distribution can be used to model the energy

distribution of the secondary emitted electrons. This distribution is

referred to as Maxwellian distribution. It is defined by the following

expression [39]

𝑓 (𝐸sec , 𝑇𝑒) =
2√
𝜋

√
𝐸sec

𝑇𝑒
e
− 𝐸sec

𝑇𝑒 (2.2)
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Figure 2.5: The cosine angular distribu-

tion function of the secondary emitted

electrons.

[40] Bruining (1954)

[52] Jonker (1951)

[40] Bruining (1954)

[52] Jonker (1951)

1: The escaping electrons are of much

lower energy than primary electrons.

where 𝐸sec is the energy of emitted secondary electrons expressed in [eV],

and 𝑇𝑒 is the electronic temperature expressed in [eV] by 𝑇𝑒 = 𝑘𝐵𝑇, 𝑘𝐵
being the Boltzmann constant, and 𝑇 the temperature. This distribution,

illustrated in Figure 2.4, has a most probable energy 𝐸𝑝 = 𝑇𝑒/2.

2.1.2 Angle Distribution of Emitted Electrons

2.1.2.1 Angle distribution of secondary electrons

Secondary electrons are emitted with a spread in angle relative to the

normal of the surface. Thus, an electron with 0° emission angle is emitted

normally to the surface. It has been shown that the low-energy electrons

are emitted with an angular distribution which can be approximated

by Lambert’s cosine law for polycrystalline or amorphous materials, also

known as the cosine emission law [40, 52]. This angle distribution, shown

in Figure 2.5, is independent of the incidence angle of the primary

electrons and is expressed as

𝑓 (𝜃sec) = cos (𝜃sec). (2.3)

This distribution implies that the secondary electrons are emitted most

probably with an angle normal to the surface and almost impossibly

emitted at grazing angles.

2.1.2.2 Angle distribution of back-scattered electrons

The elastically and in-elastically reflected electrons can be emitted in all

directions but with an angular distribution that depends on the impact

angle. Contrary to secondary electrons, their angular distribution is

more complicated to model and is generally taken as a mirror reflection

direction [40, 52].

2.2 Electron Emission Yield

2.2.1 Definition

The total electron emission yield (TEEY) coefficient, referred to as 𝜎, is

defined as the average number of back-scattered and secondary electrons

over the number of incident electrons on a material surface. This electron

emission yield is represented in a curve as a function of the primary

electron impact energy. This curve, of a general shape depicted in Figure

2.7, is generated for one angle of incidence of primary electrons. This

qualitative shape is valid for most metals and dielectrics. In general,

dielectrics have higher yields than metallic surfaces.

The emission phenomenon is described by the results of the following

three steps: i) excitation of secondary electrons within the material via

energy transfer from primary electrons, ii) their transport to the surface

attenuated by collisions, and iii) those with enough energy escape to the

vacuum
1

by overcoming the vacuum barrier being the work function for

metals, and the sum of the band gap and electron affinity for insulators.
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Figure 2.7: The total electron emission

yield’s general shape (TEEY, 𝜎) as a func-

tion of the incident primary energy.

Figure 2.6: Electron re-collection by a

neighbouring peak in the case of a rough

surface.

Moreover, the electron emission yield is related to the bulk material

properties, surface properties such as surface barrier potential, material

density, and conductivity, as well as the surface state and history like the

presence or not of contaminants, adsorbed atoms, or surface oxidation.

In addition, the electron emission yield was found to be dependent on

the surface morphology, such as its smoothness or roughness. Indeed, an

electron escaping from a smooth surface is released directly into the vac-

uum. However, an electron escaping from a rough surface may be subject

to recollection by surrounding obstacles. Therefore, surface roughness

tends to decrease the electron emission mechanisms by increasing the

probability of electron re-absorption because of neighbouring peaks on

the surface (Figure 2.6). If the surface roughness is high enough, most

electrons, emitted with a cosine distribution, are scattered within surface

peaks and, therefore, will be re-absorbed.

For each TEEY curve, the two energies corresponding to a TEEY value

equal to one — of particular interest for our studies — should be well

defined. These energies are called the first 𝐸𝑐1, and second 𝐸𝑐2 crossover

energies. At 𝐸𝑐1 and 𝐸𝑐2, the number of emitted electrons is equal to that

of incident electrons, whereas between them, the yield is greater than

one, i.e., the mean number of emitted electrons is larger than the number

of primary electrons.

At impact energies lower than 𝐸𝑐1, the electrons penetrate the sample and

do not have sufficient energy to excite the emission of secondary electrons.

There is an absorption process, and the TEEY is less than one. However,

continuously increasing the primary electrons’ energy increases the

number of emitted secondary electrons while simultaneously increasing

the depth at which secondary electrons are released.

After the first crossover energy, continuously increasing the primary

electrons’ beam energy increases the TEEY as electrons transfer energy

to secondary electrons that are excited and released by their turn until

reaching a maximum value 𝜎max corresponding to the incident energy
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[40] Bruining (1954)

[41] Dekker (1958)

[53] Vaughan (1989)

[44] Kanaya et al. (1972)

Figure 2.8: Illustration of the total elec-

tron emission yield (TEEY) curves for

different angle of incidence for primary

electrons.

[45] Farnsworth (1925)

[54] Bruining (1936)

Figure 2.9: The penetration depth 𝑅 of

a normal incident electron, and the pen-

etration depth 𝑅 cos𝜃 of an oblique in-

cident electron with an angle 𝜃 with

respect to the normal to the surface.

[21] Becerra (2007)

𝐸max, where we have the maximal release of electrons. Beyond 𝐸max,

the primary electrons penetrate more deeply into the material, which

increases the probability of loss by absorption [40]. Consequently, the

likelihood of having more excited secondaries not close enough to the

surface to escape from it increases. This results in a monotonous decrease

in the TEEY.

Due to the universal shape of TEEY curves, the emission properties of

any materials are usually described in the literature by the values of 𝐸𝑐1,

𝐸𝑐2, 𝐸max, and 𝜎max.

For electron multiplication to be possible, the electron emission yield must

be greater than one for a significant number of impacts. Therefore, its

associated impact energy must lie between the two cross-over energies.

TEEY curves like the one represented in Figure 2.7 have been obtained

experimentally [41], and derived empirically [53] and analytically [44]

with the aid of different available analytical models.

2.2.2 TEEY Incident Angle Dependence

It has been observed that the TEEY increases when varying the angle

of incidence of primary electrons onto the surface from normal angle

incidence to grazing angle, especially at high impact energies. This effect is

illustrated in Figure 2.8. For the oblique incidence case, the TEEY increase

can be explained by a smaller electron penetration depth. Indeed, for

oblique incidence, the penetration depth is 𝑅 cos𝜃, while for the normal

to the surface incidence case, the penetration depth is 𝑅. The smaller

electron penetration depth, illustrated in Figure 2.9, allows the penetrated

electrons to interact with the electrons closer to the surface and release

more electrons. This dependence was observed both experimentally [45]

and theoretically [54].

The latter observation corresponds to a material sample of a smooth sur-

face, as the angle of incidence is not well defined for a rough surface such

that the effect of changing the angle of incidence is hardly noticeable.

In external magnetic fields’ presence, the likelihood of an oblique primary

incidence increases [21]. Therefore, the oblique incidence should be

accounted for in such cases.

2.2.3 TEEY Measurements Techniques

Two measurements techniques for TEEY have been widely used in

laboratories: i) the collector system method which is a one-step TEEY

measurement technique represented in Figure 2.10, and ii) the sample bias
method which is a two-steps TEEY measurement technique, illustrated in

Figure 2.11.

In the collector system method, the sample is negatively biased and impacted

by a primary electron flow having a current 𝐼𝑝 . The surface’s emitted

electrons are repelled and then collected by the positively-biased collector.

In this scheme, the emitted electrons’ current 𝐼𝑒 and the sample to ground

current 𝐼𝑠𝑔 are measured simultaneously for a given incident energy of

primaries 𝐸𝑖 .
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Figure 2.10: The TEEY measurement

principle using the collector system. +𝑉𝑝

refers to the positive bias, and −𝑉𝑛 refers

to the negative bias.

[53] Vaughan (1989)

[55] Vaughan (1993)

2: This model was followed by some im-

provement works, such as Ludwick2018.

The primary current 𝐼𝑝 , is calculated directly from Kirchhoff ’s current law

𝐼𝑝 = 𝐼𝑒 + 𝐼𝑠𝑔 , (2.4)

and the TEEY for the impact energy 𝐸𝑖 is given by the expression

𝜎 (𝐸𝑖) =
𝐼𝑒 (𝐸𝑖)

𝐼𝑒 (𝐸𝑖) + 𝐼𝑠𝑔 (𝐸𝑖)
. (2.5)

In the sample bias method, first, the sample is positively biased so that the

emitted electrons are trapped. Thus, the measured current, corresponding

to the primary incident energy 𝐸𝑖 , is the primary current 𝐼𝑝 . In the second

step, the sample polarity is switched to a negative bias voltage while

keeping the same primaries’ incident energy, and the measured current

corresponds to 𝐼𝑠𝑔 . Hence, the emitted electrons’ current is given by the

difference of the measured currents of the two steps (𝐼𝑒 = 𝐼𝑝 − 𝐼𝑠𝑔 , from

Equation 2.4). The electron emission yield evaluated for the incident

energy 𝐸𝑖 is expressed, in terms of measured currents, as

𝜎 (𝐸𝑖) =
𝐼𝑝 (𝐸𝑖) − 𝐼𝑠𝑔 (𝐸𝑖)

𝐼𝑝 (𝐸𝑖)
= 1 −

𝐼𝑠𝑔 (𝐸𝑖)
𝐼𝑝 (𝐸𝑖)

. (2.6)

2.2.4 Vaughan’s Empirical TEEY Expressions

Numerous analytical expressions have been developed to model TEEY

curves for different materials. One simple and widely used empirical

approach — agreeing with experiments — is that of Vaughan [53, 55].

In the modified version of the empirical model
2

proposed by Vaughan in

1989, for an incidence angle 𝜃 to the normal, the TEEY 𝜎 corresponding

to incident energy 𝐸𝑖 for impacting electrons is expressed as

𝜎 =

{
𝜎max (𝜃)

(
𝜈𝑒(1−𝜈)

) 𝑘
for 𝜈 ≤ 3.6

𝜎max (𝜃) 1.125

𝜈0.35
for 𝜈 > 3.6

(2.7)
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Figure 2.11: Two steps sample bias TEEY

measurement technique: in the first step

the sample is positively biased with +27

V so that emitted electrons are collected

back by the sample, and in the second

step the sample is negatively biased with

−9 V for emitted electrons to be escaped.

with

𝜈 =
𝐸𝑖 − 𝐸0

𝐸max (𝜃) − 𝐸0

(2.8)

and

𝑘 =

{
0.56 for 𝜈 ≤ 1

0.25 for 1 < 𝜈 ≤ 3.6
(2.9)

where 𝐸0 is the minimum impact energy for which secondary electrons

can be generated and 𝐸max is the impact energy corresponding to the

maximum TEEY, 𝜎max for an incidence angle 𝜃 relative to the surface’s

normal.

𝐸max (𝜃), and 𝜎max (𝜃) can be expressed as a function of their values for

normal incidence and the angle of incidence 𝜃 — expressed in radians —

by the following expressions

𝐸max (𝜃) = 𝐸max (0°)
(
1 + 𝑘𝑠𝑒𝜃2

𝜋

)
(2.10)

and,

𝜎max (𝜃) = 𝜎max (0°)
(
1 + 𝑘𝑠𝜃2

2𝜋

)
(2.11)

where 𝑘𝑠𝑒 and 𝑘𝑠 are surface smoothness factors, for 𝐸max and 𝜎max

respectively, ranging from 0 to 2. For dull surfaces, their default value

is 1.0. For roughened surfaces, lower values are appropriate down to

zero for textured carbon, and for smooth, clean, and oxide-free surfaces,

higher values, up to about 2.0, are appropriate.

2.3 X-ray-induced Photoelectron
Spectroscopy (XPS)

Electron spectroscopy is a technique to determine the material surface

properties at a depth of a few nanometers. The electron spectroscopy-
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Figure 2.12: X-ray-induced photoelectron

spectroscopy (XPS) possible processes.

Left — Photoemission process: an inci-

dent photon excites a core’s electron, that

is emitted from the material to the vac-

uum. Right — Auger electron’s emission

process: to relax the ionised state, an

outer shell’s electron fills the inner va-

cancy, and an Auger electron is emitted

from the material with the excess of en-

ergy.

[56] Hofmann (2013)

[57] Moulder et al. (1979)

3: The electron binding energy is the

minimum energy that is required to re-

move an electron from an atom.

based chemical analysis for solid materials relies on the energy analysis

of secondary electrons that are emitted due to photons’, electrons’, ions’,

or neutrals’ excitation [56].

The main common features of the electron spectroscopy techniques are

the following:

▶ Chemical elements’ detection, except for hydrogen and helium;

▶ Chemical bonding states’ detection;

▶ Chemical information in the first few nanometers’ depth.

X-ray-induced photoelectron spectroscopy (XPS) is one of these surface

chemical analysis techniques.

In XPS, the sample’s surface under characterisation is irradiated with

photons, having a known characteristic energy. These photons will

directly interact with the core electrons of the sample’s atoms, resulting

in the creation of ionised states, which may lead to the emission of

photoelectrons due to the photoelectric effect principle. Moreover, as

different electron orbitals of the targeted atoms could be ionised, electrons

from other shells can fill up the ionised states — an outer electron falls

into the inner orbital vacancy. The energy released by this process may

be transmitted to an electron in an outer orbital level, which will, in

turn, be emitted simultaneously from the atom as the so-called Auger

electron. Therefore, the excess energy is dissipated in two possible ways:

i) photoelectron emission, and ii) Auger electron emission from an outer

shell. These two XPS processes are illustrated in Figure 2.12.

Therefore, the X-ray photoelectron emission can be summarised by the

following three steps:

▶ Photons of the X-ray beam interact with the atoms’ electrons,

resulting in photoelectrons and Auger electrons;

▶ Part of these electrons move to the surface and are subject to

scattering processes;

▶ Electrons reaching the surface are emitted in the vacuum after

surmounting the work function threshold of the sample’s material.

The kinetic energy, 𝐸𝑘𝑖𝑛 , of the released photoelectrons in vacuum is

given by [57]

𝐸𝑘𝑖𝑛 = ℎ𝜈 − 𝐸𝑏 −Φ (2.12)

where ℎ𝜈 is the characteristic energy of the photons’ impinging beam (ℎ

Planck’s constant, and 𝜈 the frequency), 𝐸𝑏 is the binding energy
3

of the

core’s electron hosting the energy transfer with the beam’s photon (with

respect to the Fermi level’s energy), and Φ is the work function of the

sample.
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Figure 2.13: X-ray-induced photoelectron

spectroscopy (XPS) spectrum example.

The y- (respectively x-) coordinate rep-

resents the elements’ intensity (respec-

tively binding energy) in counts per sec-

ond [CPS] (respectively [eV]). The light

blue shaded regions from right to left

are respectively for: carbon (C - 1s), silver

(Ag - 3d), oxygen (O - 1s), and sodium

(Na - 1s). The analysis’ results on the

upper left corner are the: i) constituents’

name, ii) binding energy’s position ex-

pressed in [eV], iii) full width at half max-

imum (FWHM) of the intensities’ peaks,

iv) area under the intensities’ peaks, and

v) atomic concentration in percent.

4: The full width at half maximum

(FWHM) is the width of a line shape

at half of its maximum amplitude (illus-

trated in Figure 2.14).

Figure 2.14: Illustration of the full width

at half maximum (FWHM).

XPS can be used to identify and determine the concentration of the

elements on the sample’s surface since each chemical element has a

unique set of binding energies. The latter could be done by evaluating

the binding energies of the emitted electrons from their measured kinetic

energies. Moreover, the chemical shifts — variations in the elemental

binding energies — could be used to identify the chemical state of the

analysed materials.

Each analysis results in an energy XPS spectrum giving the intensity

(counts per second [CPS]) as a function of the binding energy and

permitting the identification of the constituent elements. The binding

energy scale is plotted with increasing energy from right to left, as the

binding energy has a different sign than the measured kinetic energy. The

spectrum peaks are produced by the electrons emitted from the surface

without an energy loss. Therefore, they are the electrons originating from

the last tens of angstroms of the sample’s surface. Consequently, XPS is

known to be a surface-sensitive technique.

An example illustrating an XPS spectrum for a WEST ICRH stainless-

steel silver coated sample, baked for three days 200 °C and maintained

at a temperature of 70 °C, is given in Figure 2.13. The light blue shaded

regions appearing from right to left are respectively for the following

constituents’ elements of the sample: carbon (C - 1s), silver (Ag - 3d),

oxygen (O - 1s), and sodium (Na - 1s). These elements are chosen as they

correspond to the highest intensities of the XPS spectrum. The analysis of

XPS spectra could be done using dedicated software such as CASAXPS,

and an example of the results obtained is shown in the upper left corner

of Figure 2.13. In particular, the five columns correspond respectively to

the following:

▶ Constituents’ name of the shaded light blue regions;

▶ Binding energy’s position of the elements;

▶ Full width at half maximum (FWHM)
4

corresponding to the inten-

sity peak of each of the constituents’ elements;

▶ Area of the surface under the curve of the intensities’ peaks;

▶ Atomic fractional concentration in per cent for the constituents’

elements.

The illustrated example indicates that the sample is contaminated, along
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5: Standing for "Analyse chimique et

mesure de l’émission électronique."

with the existence of adsorbates of hydrocarbon molecules and hydrox-

ides.

The atomic fractional concentration 𝐶𝑥 of any constituent 𝑥 in a sample

is obtained from the area below its intensity peak at its binding energy,

weighted by its respective sensitivity factor 𝑆𝑥 and normalised over all

the detected elements on the sample’s surface [58]

𝐶𝑥 =
𝐼𝑥/𝑆𝑥∑
𝑖 𝐼𝑖/𝑆𝑖

. (2.13)

In this manuscript, the XPS spectrum is calibrated using the carbon

peak, commonly present on all the samples exposed to air. Furthermore,

additional sweeps are performed in narrow energy regions to obtain

high energy-resolution spectra for the main constituent elements of the

sample.

2.4 Surface Characterisation Means

We are interested in characterising the surface properties of representa-

tive samples of the WEST ICRH antennas while accounting for surface

treatments of the WEST-tokamak case. Indeed, the tokamak WEST relies

on preliminary baking and RF conditioning phases before operating to

improve the machine vacuum and cleanliness conditions. The latter com-

missioning phases are known to modify the electron emission properties

of the surfaces [59] and are widely used in the tokamak and particle

accelerator communities.

In this study, we mimicked the RF conditioning by in-situ electron

bombardment treatment — conditioning treatment — to monitor the

surface properties. The conditioning treatment of the samples, also known

as the dose effect, is a surface treatment method based on impacting

the surfaces with an electron beam of specific intensity for a given time

[12].

The total electron emission yield (TEEY) for the coating material consti-

tuting the ICRH antennas used on WEST is measured — using sample
bias method — in various relevant operational conditions such as baking

and temperature, and the surface properties are studied in terms of the

desorbed species during conditioning.

2.4.1 Experimental Setup Description

All the experiments presented in this manuscript were performed on the

ALCHIMIE
5

experimental facility located at ONERA/DPHY in Toulouse,

France.

ALCHIMIE is the association of an ultra-high vacuum (UHV) chamber

(10
−9

to 10
−10

mbar) and an airlock for the sample’s introduction and

preparation under high vacuum (10
−8

mbar). In the airlock, the sample

could be heated for degassing purposes. This experimental facility is

intended for the following:

▶ Electron emission’s study under electrons or photons’ impact;



28 2 Material Electron Emission Characterisation

Figure 2.15: The various equipment of

the ALCHIMIE experimental facility at

ONERA/DPHY.

▶ Surface analysis’ under ion impact;

▶ Surface thickness’ probing;

▶ Surface analysis by Auger electron spectroscopy (AES);

▶ Surface analysis by X-ray photoelectron spectroscopy (XPS);

▶ Mass spectroscopy analysis;

▶ Understanding other surface phenomena for applications such as

ageing, erosion, contamination, etc..

ALCHIMIE is equipped with a 128 channels’ hemispherical analyser

of a micro-channel plate (MCP) type, an ion source — which could be

used in the ultra-high vacuum chamber thanks to the existence of a

differential pumping system —, an X-ray source, and three electron guns

of maximum energy 1 keV (non-focused gun), 2 keV and 30 keV. The

sample holder can be thermo-regulated in a range from −180 °C to 450 °C.

The sample is transferred from the airlock to the ultra-high vacuum

using a transfer stick and could be rotated in all directions by a manual

manipulator — for the sample’s surface to be, partially or totally, focused

under one gun. The different parts of the installation are illustrated in

Figure 2.15.

2.4.2 Experimental Approach

Various installation devices are used for the experiments performed on

the ICRH representative sample. The following illustrates the different

equipment and their use cases.

▶ Airlock and ultra-high vacuum chamber: putting the samples under

ultra-high vacuum and sample degassing.

▶ Thermal regulator: heating of the sample holder to 70 °C.

▶ 1 keV electron gun: sample surface’s conditioning.
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Figure 2.16: TEEY measurements for

a baked silver-coated stainless steel

sample, maintained at 70 °C, before

conditioning, and after impacting its

surface by the following cumulative

electron doses (from top to bottom):

6 µC mm
−2

, 16 µC mm
−2

, 79 µC mm
−2

,

1045 µC mm
−2

, 1172 µC mm
−2

, and

2338 µC mm
−2

.

Table 2.1: TEEY parameters for the seven

curves of Figure 2.16.

Cumulative

Dose

[µC mm
−2]

𝜎max 𝐸𝑐1 [eV]

0 1.86 46

6 1.76 45

16 1.63 50

79 1.51 60

1045 1.38 88

1172 1.28 94

2338 1.25 100

Figure 2.17: The variation of the maxi-

mum TEEY (𝜎max) and the first crossover

energy (𝐸𝑐1) versus the cumulative dose

of electron bombardment.

▶ 2 keV electron gun: electron emission yield’s measurements.

▶ Mass spectrometer: surface analysis by mass spectroscopy.

▶ X-ray source: XPS measurements.

For the treatments to be representative of the WEST-tokamak case, the

sample was baked in the airlock at 200 °C for three days — to mimic

the tokamak baking phase — and then transferred to the ultra-high

vacuum chamber, where it was maintained at a temperature of 70 °C. We

measured the TEEY and then started the surface’s conditioning with an

electron bombardment to mimic the RF conditioning phase. After each

conditioning phase, we measured the evolution of the TEEY. Moreover,

we analysed the mass spectroscopy of the UHV chamber to identify the

various volatile species present.

Then, the sample was subjected to six cumulative electron doses to

simulate the RF conditioning effect, and after each dose, the TEEY was

measured, along with an XPS measurement.

2.4.3 Results and Discussions

The TEEY measurements for different cumulative electron doses are

represented in Figure 2.16, and their associated values of maximum TEEY

and first crossover energy are given in Table 2.1. The zero cumulative dose

refers to the non-conditioned TEEY measurement case represented in red

while the cumulative dose of 2338 µC mm
−2

refers to the fully-conditioned
case for a reason identified later.

The measurements clearly show the effect of the baking and electron

dose conditioning on the TEEY properties. Indeed, the maximum TEEY

is reduced from a value of 1.86 to a value of 1.25. And the first crossover

energy increases from a value of 46 eV for the non-conditioned case to

100 eV for the fully-conditioned case.
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Figure 2.18: Surface atomic concentra-

tion for the different elements, found on

the surface of the baked silver-coated

stainless steel sample at each condition-

ing phase.

Figure 2.17 represents the variation of the maximum TEEY and first

crossover energy versus the cumulative dose. Moreover, the results show

the saturation of the TEEY measurements properties when the sample is

subject to an electron dose greater than 1172 µC mm
−2

. Indeed, when the

dose is increased from 1172 µC mm
−2

to 2338 µC mm
−2

(almost doubled),

the first crossover and the maximum TEEY change only slightly (with

a relative difference of ∼ 2 % for the maximum TEEY, and ∼ 6 % for

the first crossover energy). Therefore, once the surface state reaches

the TEEY properties of the curve corresponding to the electron dose of

2338 µC mm
−2

, the conditioning effects become negligible.

As during the experimental campaigns on WEST, the RF conditioning of

the ICRH antennas is done in-situ under vacuum, and the surface is not

re-exposed to air, the antennas’ surface won’t be severely re-contaminated.

Therefore, the non-conditioned case characterises the surface characteristics

of the antennas at the beginning of the RF conditioning phase and can

be considered the worst surface situation. The fully-conditioned case

characterises the antennas’ surface properties mimicking the end of the

RF conditioning phase and can be considered the best surface situation.

The contaminants’ desorption was evidenced by monitoring the chemical

surface modifications of the sample after each conditioning phase using

XPS. The XPS spectra, acquired in situ at the conditioning phases, show

the presence of carbon and oxygen contaminants added to the core

material constituent — silver. The atomic concentration of these different

elements for various electron doses is represented in Figure 2.18. For

the first three electron doses 6 µC mm
−2

, 16 µC mm
−2

, and 79 µC mm
−2

a decrease in the concentration of both oxygen and carbon is noticed,

indicating hence the desorption of the hydroxides, hydrocarbons, and

contaminants from the sample surface. Above the third electron dose,

the oxygen’s concentration continues to decrease while a re-increase in

the concentration of carbon is observed. The latter leads to an eventual

decrease in silver atomic concentration.
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Figure 2.19: C 1𝑠 XPS spectra. Left

— The C spectra corresponding to

the electron cumulative doses of

0 µC mm
−2

, 6 µC mm
−2

, 16 µC mm
−2

,

and 79 µC mm
−2

. Right — The C spectra

corresponding to the electron cumula-

tive doses 79 µC mm
−2

, 1045 µC mm
−2

,

1172 µC mm
−2

, and 2338 µC mm
−2

.

Figure 2.20: The oxygen spectrum

corresponding to the electron

cumulative doses of 0 µC mm
−2

,

6 µC mm
−2

, 16 µC mm
−2

, 79 µC mm
−2

,

1045 µC mm
−2

, 1172 µC mm
−2

, and

2338 µC mm
−2

.

[60] Scheuerlein et al. (2002)

[61] Nishiwaki et al. (2009)

[62] Cimino et al. (2012)

[63] Larciprete et al. (2013)

[12] Petit et al. (2019)

Figure 2.19 shows the C 1𝑠 XPS spectra at the different conditioning

phases. In particular, the figure on the left represents a decrease in

the intensity of the carbon peak corresponding to the electron doses

0 µC mm
−2

, 6 µC mm
−2

, 16 µC mm
−2

, and 79 µC mm
−2

. The figure on the

right shows an increase in the intensity of the C 1𝑠 peak corresponding

to the electron doses 1045 µC mm
−2

, 1172 µC mm
−2

, and 2338 µC mm
−2

.

These results are in accordance with the carbon’s atomic concentration

variation observed in Figure 2.18.

Furthermore, the best-fit results of the C 1𝑠 XPS spectra indicate that,

for the non-conditioned case, the C 1𝑠 spectrum has a main peak at a

binding energy of 285 eV, which is attributed to 𝑠𝑝3
hybridised C atoms

in C—C and C—H bonds. The conditioning effect slowly shifts the

C 1𝑠 peak to lower binding energies to end up with a peak around

284.1 eV — corresponding to graphitic components — being the main

fitting peak of the C 1𝑠 spectrum in the fully-conditioned case. This shift

demonstrated an 𝑠𝑝3−𝑠𝑝2
conversion and the chemical state modification

by a graphitisation of the adventitious carbon layer. The latter result is in

accordance with previous study cases.

The phenomenon of carbon’s atomic concentration increase has been ob-

served [60–63] and interpreted [12] before, and is attributed to the electron

gun used for conditioning, which becomes a source of contamination due

to evacuated molecular fragments containing the carbon element. Indeed,

the carbon’s intensity growth observed after 79 µC mm
−2

originates from

the CO and CO2 released by the hot electron beam filament. The released

carbon atoms adsorb on the sample’s surface, bond to each other to form

the graphitic-like layer, and are seen in the XPS analysis by an intensity

increase. In addition, oxygen atoms are desorbed by conditioning. The

latter is evidenced by a continuous decrease in the oxygen peak intensity

as observed in Figure 2.20.

Subsequently, we can conclude that baking and conditioning phases

are required to reduce the hydroxide and hydrocarbon elements, as

well as adsorbed oxides on the surface of the ICRH antennas, and lead

to the reduction of the TEEY. Nevertheless, if the conditioning time

exceeds (𝐷𝑠 × 𝑆) /𝐼, no effect on the surface properties will be noticed

(where 𝐷𝑠 is the electron dose above which no variation in the TEEY

properties is observed, 𝑆 is the conditioned antenna surface, and 𝐼 being

the conditioning current).
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2.5 Chapter Summary and Perspectives

In this chapter, we characterised the material properties of the WEST

ICRH antennas’ surfaces in the nominal operating conditions of the

system. We studied the effect of the baking and simulated the RF con-

ditioning phase by a dose effect to conclude the consequences of these

procedures on the material properties. Our observations revealed a reduc-

tion in the maximum TEEY and an increase in the first crossover energy.

Moreover, we analysed the different chemical components present on

the last few nanometers of the surfaces before and after the baking

and conditioning phases and evidenced the contaminants’ desorption.

Although we observed the elimination of the surface contaminants, the

maximum TEEY remains above unity, and therefore the surfaces can

remain problematic for the electrons’ multiplication phenomenon known

as "multipactor." In the next chapter, we will introduce the reader to the

multipactor mechanism.



1: Multipactor is independent of the gas

in which the discharge takes place (Woo).

3 Multipactor Phenomenon

Sometimes, abundance is in the few, not

the many... —— And do not lean on your

ignorance.

Ali Ibn Abi Taleb

The present chapter builds on the previous chapter, consisting of a foun-

dation for understanding the phenomenon and reviews theories and

experimental observations on multipactor in the literature. First, we

define multipactor (Section 3.1), then we overview the historical advances

in the subject (Section 3.2). Later, we elaborate multipactor conditions

(Section 3.3), consequences (Section 3.4), saturation mechanisms (Sec-

tion 3.5), detection methods (Section 3.6), and mitigation techniques

(Section 3.7). The second part of the chapter considers the findings on

the canonical geometry of interest in our study, which is the cylindrical

coaxial transmission line subject to various wave patterns: travelling

wave, mixed wave, and standing wave (Section 3.8).

3.1 Multipactor Definition

Multipactor is a vacuum discharge observed in microwave structures

at sufficiently low pressures when the electron mean free path becomes

longer than the electrodes’ separation distance so that electrons travel

between electrodes without undergoing collisions with gas molecules.

The multipactor mechanism sustains itself by the secondary electron

emission resulting from electrons’ impact on the RF device’s surfaces with

sufficient kinetic energy to release, on average, more secondary electrons

than the number of impinging electrons — so that more electrons are

generated than removed
1
. The secondary electron emission could come

from either a metallic or dielectric surface.

In this mechanism, some primary electrons are accelerated by the RF

electric field and then impact a surface with enough energy to release

additional secondary electrons. The electric field may accelerate the

released electrons in their turns until a surface collision occurs, followed

by a release of even more secondary electrons, and the process continues.

Therefore, an exponential increase in the electron population is observed
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2: It consists of a sheet-like electron

cloud oscillating between the two elec-

trodes.

[18] Kishek et al. (1998)

3: Usually the case near the transmission

RF feed-through windows.

when this phenomenon is launched in RF components under vacuum

conditions until a discharge characterised by an electron avalanche

occurs.

Multipactor can be triggered in various geometries and for a wide range

of frequencies from MHz range up to tens of GHz. Multipactor can be

observed in low pressure/vacuum RF applications such as RF satel-

lites payloads [3], cyclotrons [4], accelerating cavities [5], experimental

tokamak RF components [6, 7]: antennas, transmission lines, and RF

windows [8–10]; microwave vacuum tubes such as klystrons [8, 11] or

particle accelerator structures [12].

Multipactor can be classified into two types:

▶ Two-surface multipactor, involving electrons bouncing between

two surfaces and known as "double-sided multipactor
2
."

▶ One-surface multipactor, involving electrons bouncing on one

surface and known as a "single-sided multipactor."

For all-conductor devices studied in the literature, the RF electric field is

normal to the surface — mostly parallel plates geometry and cylindrical

coaxial transmission lines. In such a case, the resonance between the

electrons’ flight time and the RF field’s cycle is responsible for the

multipactor development. In particular, for the double-sided multipactor,

the one-way electron’s flight time — the time between two successive

impacts — must be an odd integer number of half the RF period 𝑇 ((2𝑛 −
1)𝑇

2
, with 𝑛 = 1, 2, 3, ...). In contrast, for the single-sided multipactor,

the one-way transit time must be an even integer number of half the RF

period, i.e., an integer of the RF period (2𝑛 𝑇
2
, with 𝑛 = 1, 2, 3, ...). Each

integer 𝑛 refers to a multipactor order, or mode.

However, this resonance condition is not necessarily required in the

presence of dielectrics. For example, in [18], a dielectric geometry was

found to be prone to a single-sided multipactor without resonance

condition on the electrons’ transit time. In this reference, a dielectric is

subjected to two fields: i) a normal-to-the-surface DC electric field which

bends back the electrons’ trajectories to the dielectric surface without

imparting energy to the electrons, and ii) a tangential RF electric field
3

—

parallel to the dielectric — responsible for the electrons’ energy gain and

acceleration.

In this manuscript, unless explicitly stated, the multipactor findings and

analysis are for all-conductor RF components.

3.2 Historical Background on Multipactor

Research on multipactor dates back to the twentieth century, when J.J.
Thomson observed the acceleration of the electrons emitted from a cathode

in a vacuum by a high-voltage electric field and then the collision with

nearby electrodes, resulting in the emission of secondary electrons.

In the same period, C. Gutton and H. Gutton observed for the first time the

multipactor, known in this era as the breakdown field strength in gas at

low pressures and high frequencies. They found that the breakdown field

increases with increasing frequency, and they discovered the existence of
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4: Derived from "AC Electron Multi-

plier."
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Figure 3.1: The geometrical representa-

tion of the two-parallel electrodes anal-

ysed by (Gill et al. (1948)) and (Hatch

et al. (1954)).

Figure 3.2: The measured lowest multi-

pactor electric field thresholds for flat-

ended cylindrical tubes of 3 cm and 6 cm

separation distance. Data are extracted

from (Gill et al. (1948)).

[68] Gill et al. (1948)

a low cut-off frequency below which breakdown does not occur at all or

requires a very high field strength [65, 66].

The systematic study of multipactor began a decade later when re-

searchers investigated the phenomenon in detail.

In 1934, Fransworth recognised the damage caused by the potential of the

resonant secondary emission-based discharge. But, he took advantage

of it as a promising signals’ amplification mechanism via an electron

multiplication, based on directing an electron stream against a surface

capable of emitting secondary electrons [67].

Furthermore, he highlighted that the peaks of the electrons’ clouds’

current occur when the electrons’ average flight time is an odd number

of half the cycle of the oscillating voltage. Using this phenomenon, he

constructed electron tubes called "Multipactor
4
."

Following Fransworth’s findings, the researchers started focusing on

developing theoretical models to describe the conditions under which

multipactor occurs and the associated electron energy distribution.

In 1936, Henneburg et al. developed a theory based on the 1930s gaseous

breakdown experiments where multipactor was observed. Among their

findings, they derived the emitted electron’s transit time resonance

condition for zero initial velocity and identified the single particle’s phase
focusing and multipactor stability [18]. Phase focusing is an inherent

self-adjustment for the electrons’ transit time so that nearly synchronous

electrons are pulled toward the synchronous condition. It is a stability

requirement for the resonance condition to hold over multiple cycles.

It has been shown that the resonance is maintained stable — allowing

continuous electron multiplication — as long as the system parameters

belong to a resonance zone(s). However, the electrons’ population growth

is counteracted by space charge force effects tending to disperse the

electrons, velocity spread of the emitted electrons, and collisions with

gas molecules, among other disturbing mechanisms. Saturation can be

expected to occur when these opposing forces come into balance.

Later in 1948, while investigating gas discharges in the high-frequency

range at low pressure, Gill and Von Engel outlined the first theoretical and

experimental study on the susceptible regions for multipactor discharge

[68]. They worked on the lowest multipactor electric field thresholds’

evaluation for a parallel plates-like geometry represented in Figure 3.1.

Experimentally, they measured the lowest multipactor electric field for

flat-ended cylindrical tubes and identified a cut-off frequency below

which no multipactor occurs and above which the multipactor electric

field thresholds increase with the frequency. Figure 3.2 represents the

measured electric field thresholds for flat-ended cylindrical tubes sep-

arated by respectively 3 cm and 6 cm and made of glass. The cut-off

frequency is the lowest frequency of the curves and corresponds to an

infinity multipactor breakdown threshold.

They also developed a theory on the secondary electrons’ resonance

mechanism with a cut-off law relating the cut-off frequency to the

electrodes’ separation distance. Furthermore, they checked the sensitivity

of the solution to a non-zero emission velocity of secondary electrons,

where they avoided using a random distribution for emission velocities by
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Figure 3.3: The measured lower and up-

per multipactor electric field thresholds

of two silver-copper electrodes. The elec-

trodes’ diameter and separation distance

are respectively 6.5 cm and 3 cm. The

breakdown region is the region between

the blue lines. Data are extracted from

(Hatch et al. (1954)).

5: For the first time since the beginning

of multipactor study.

6: A parallel plates-like geometry (see

Figure 3.1).

[69] Hatch et al. (1954)

introducing an ad-hoc assumption. This assumption consists of defining

a non-physical parameter 𝑘 that is equal to the ratio of the impact velocity

to the emission velocity and considering it as a constant parameter.

They argued that these two velocities remain approximately constant.

Therefore, their ratio is also constant-valued.

At that time, there was no complete agreement between the developed

theory and the experimental results, which opened the door to many in-

vestigations — theoretically and experimentally — to refine the conditions

of multipactor occurrence.

In 1954, Hatch and Williams measured the lowest and highest
5

multipactor

breakdown electric fields thresholds for two flat metal circular electrodes
6

to form a multipactor closed breakdown region — bounded by the lowest

and highest multipactor thresholds — representing the multipactor

electric fields’ amplitude for various RF frequencies [69].

For the lowest multipactor thresholds’ measurements, they slowly in-

creased the voltage between the plates until multipactor breakdown

occurrence accompanied by a blue glow’s observation between the elec-

trodes. In contrast, for the highest multipactor thresholds’ measurements,

they proceeded with the "jumping technique," consisting of suddenly

applying the full supply potential and, then, slowly lowering the supply

potential until the breakdown occurrence — revealed by a rapid decrease

in the voltmeter reading and a blue glow between the plates. They also

studied the high sensitivity of the multipactor thresholds to the changing

electrodes’ surface conditions near the cut-off region.

The measured lowest and highest multipactor electric field thresholds

bounding the multipactor region for two silver-copper electrodes sepa-

rated by 3 cm are shown in Figure 3.3.

In addition to that, they reformulated Gill and Von Engel’s theory while

retaining the constant-𝑘 assumption to explain the experimental results.

It became known as the "constant-𝑘" theory and was used to construct

susceptibility curves — parameterised by the multipactor breakdown

voltage (or electric field), frequency, and inter-electrodes’ separation

distance. This theory remained, for decades, the classical theory of

multipactor due to its usefulness in the construction of universal curves,

serving as a tool for predicting multipactor occurrence.



3.2 Historical Background on Multipactor 37

[70] Hatch et al. (1958)

[2] Vaughan (1988)

[71] Riyopoulos et al. (1995)

7: Occurring when the RF frequency

is equal to the cyclotron frequency
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In 1958, Hatch and Williams generalised the theory of higher order mul-

tipactor modes made by preceding researchers and represented by an

electron transit time of (2𝑛 − 1)𝑇
2

with 𝑛 = 1, 2, 3, ..., and 𝑇 the RF period.

Theoretically, they found that each mode is represented by a bounded

domain, and they observed an increasing domain’s overlap with order

modes’ increase. Moreover, the multipactor voltage thresholds follow

an ( 𝑓 𝑑)2 scaling for the first order mode — 𝑓 the frequency and 𝑑 the

electrodes’ separation distance. This dependence becomes ( 𝑓 𝑑) for the

third order mode — associated with mode overlapping [70].

In 1988, Vaughan developed a theory based on a more realistic assumption

based on a mono-energetic non-zero initial velocity. He worked on a

simple two parallel plates geometry separated by a distance 𝑑 and driven

by an RF voltage at frequency 𝑓 [2]. He found that the lower and the

upper multipactor voltages, bounding the region where multipactor

can occur within the geometry, are proportional to ( 𝑓 𝑑)2. Moreover, he

highlighted that high multipactor modes are associated with high RF

power levels and have a restricted range for operation.

His work was based on that of Henneburg and was considered as an

alternative to the "constant-𝑘" theory. Since then, many researchers have

adopted Vaughan’s theory while trying to extend it to generate multipactor

susceptibility curves.

Almost all the upper-mentioned analyses were magnetic field-free dis-

cussion cases until 1995 when Riyopoulos et al. extended Vaughan’s work

on the cross-magnetic-field effect and studied the case of two parallel

plates subject to a time-varying electric field and constant magnetic field

[71].

The cross-magnetic-field effect refers to the case where electrons impact

the surface with an oblique incidence — caused by a transversal DC

magnetic field, transverse to RF electric field
7
. The incidence angle

increase causes an increase in the electrons’ emission yield and the

second cross-over energy such that the TEEY remains larger than one

for a wide range of impact energies. Subsequently, the cross-magnetic-

field multipactor may be potentially more dangerous than its field-free

counterpart. Moreover, the magnetic field can give rise to a single-surface

multipactor by bending the electrons back to the emission surface.

Furthermore, Riyopoulos et al. studied the effect of random emission ve-

locity and found that, for sufficiently small emission velocities compared

to the oscillating voltage, the multipactor existence follows the criteria

for a zero-emission velocity case [71]. The latter reduces the multipactor

parameter space to RF electric field and DC magnetic field for the two-

surface multipactor. The multipactor parameter space is only the DC

magnetic field for the single-surface multipactor.

In 1998, Kishek et al. relied on numerical simulations to construct mul-

tipactor susceptibility curves while accounting for the interaction with

the RF structure and the materials properties of the surface for two

main types: double-sided multipactor between two metallic surfaces and

single-sided multipactor on a dielectric surface. Furthermore, they stated

that for both discharge cases, the multipactor is found to saturate with

impact energy in the vicinity of the first cross-over energy of the material

[18]. Kishek et al.’s results are in good agreement with all the preceding
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experimental observations.

Despite the enormous work on multipactor development, all the pre-

sented experimental and analytical investigations have mainly focused on

simple geometries, such as the two parallel plates. Solely simple geome-

tries have been discussed because the closed-form analytical solutions

for the equations governing the electrons’ motion in a vacuum are only

possible for very few simple cases. Thus, multipactor appearance is not

described analytically for complex RF geometries.

Experimental assessments of the multipactor occurrence on realistic

geometries are thus still needed but require high-cost campaigns for

testing components. The efforts to develop reliable numerical simulations

have increased in the last decade. However, while some software tools can

model this phenomenon, their predictions are sometimes questionable

for complex geometries.

Hence, nowadays, there is no definitive model to predict the multipactor

thresholds for complex geometries and different materials, and mod-

elling the multipactor in various RF components with various structures

remains challenging.

3.3 Multipactor Conditions

For multipactor to occur in all conductor RF devices, two conditions must

be simultaneously fulfilled:

1. One necessary but not sufficient condition that the impact energy

of electrons colliding with an electrode must be sufficient to emit

more electrons from the surface than the impinging electrons.

In electron emission terminology, this condition means that the

electrons’ impact energy should exceed the first cross-over energy

of the material while remaining below the second cross-over energy

so that the total electron emission yield (TEEY) of the electrodes’

surface is greater than one, for secondary electrons to be released.

2. The second condition is the resonance condition, for the electron’s

motion to be synchronised with the phase change of the RF electric

field.

The multipactor occurrence and thresholds are known to be very de-

pendent on the material characteristics [2, 69, 72]. Consequently, the

multipactor thresholds are very sensitive to the electron emission yield,

and therefore, the knowledge of the material TEEY is essential for accu-

rate multipactor predictions. Indeed, Fil et al. have shown that the lowest

multipactor thresholds’ amplitude heavily depends on the shape of the

TEEY curve, particularly between the first cross-over energy 𝐸𝑐1, and the

highest electron emission yield 𝜎max [73–75].

3.4 Multipactor Consequences

The electron multiplication triggered by multipactor was used for some

signal amplification applications [67]. However, for most other domains,
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it remains undesirable and should be mitigated, as in experimental fusion

reactors’ heating systems [6, 7].

In such applications, multipactor-initiated discharges are problematic

and have detrimental effects on devices’ nominal operation, and can:

dissipate an amount of the energy fed into microwave cavities by electrons’

electromagnetic energy absorption, load the RF cavity with a built-up

electron cloud [13, 14], detune the RF cavity and consequently increase

its bandwidth [2], lead to the appearance of abrupt discontinuities in the

RF transmission for vacuum tubes [2], raise the system noise level and

the return loss that lead to signal degradation [15].

Furthermore, multipactor sustained discharges can cause outgassing [14],

a rise in the local temperature of the device which may damage internal

components [2, 16, 17], erosion for metallic structures, perforation of the

vacuum walls [18], and generation of undesirable integer harmonics [2,

19].

For nuclear fusion devices, multipactor affects or limits the heating

antennas’ performance, reduces the reliability of the radio-frequency

heating and current-drive systems, and limits the maximum power

coupled to the plasma [6, 7]. Furthermore, the multipactor can induce

a gas breakdown at lower gas pressures than expected by a regular RF
Paschen breakdown

8
, especially in the case of high DC magnetic fields

[20, 21].

In addition, multipactor electrons’ cloud can induce reflected power

(detuning) to the generators, damaging the high-power sources (klystrons

or tetrodes). If not stopped, the temperature rise, and the subsequent

increase of pressure due to particles’ desorption, caused by multipactor,

can lead to RF components’ damage, such as the vacuum feed-through

ceramics, by excess heat production or its metallisation by arc-induced

sputtering [22] up to causing a puncture or a fracture that can lead to a

vacuum break event.

Subsequently, a sustained multipactor event can trigger a corona dis-

charge leading to components’ partial or total destruction [14, 23]. Indeed,

some damaging gas discharges are initiated by the increased outgassing

triggered by the multipactor and the local pressure rise [24].

Other manifestations of multipactor are the observation of both light

emission — blue-white light — and X-rays emission as reported in [2].

The emitted light is not a direct consequence of multipactor but rather

due to collisions-based gas molecules’ excitation.

In this work, we are interested in the applications where multipactor ef-

fects are deleterious and harmful, particularly the ion cyclotron resonance

heating (ICRH) system of the experimental fusion tokamak WEST.

3.5 Multipactor Saturation Mechanisms

Once the multipactor conditions are satisfied, and the electron avalanche

takes place, the number of electrons cannot grow indefinitely and is,

therefore, limited by some so-called "saturation mechanisms
9
," acting

against the multipactor and preventing its infinite growth.
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We distinguish two main electrons’ population’s saturating processes:

▶ Space charge forces [2, 71];

▶ RF loading and detuning of resonant cavities [18].

The space charge effect refers to the phenomenon occurring when a

large number of electrons accumulate in a region. Space charge effects

involve two mechanisms affecting the electrons’ motion: i) the mutual

repulsion between the electrons due to Coulomb’s force, and ii) the

electrons’ interaction with the induced charges on the device’s walls

("image charges") [11].

Early researchers, in particular Vaughan, found that de-bunching due

to the space charge forces is one multipactor saturation mechanism.

The space charge forces are responsible for de-focusing the electrons

by accelerating them ahead and behind the focused sheet until the

population reaches an equilibrium steady state.

At an early stage of the multipactor occurrence, the number of electrons

and the electron density are low. Moreover, the resultant of Coulomb’s

forces, repelling the electrons when approaching each other, is smaller

than the applied RF electric field. Hence, the repulsion effect does not

affect the multipactor process. However, once the population increases,

the mutual electrons’ repulsion becomes dominant over the applied field

affecting the electrons’ dynamics. The second mechanism of induced

charges tends to attract the electrons toward the device’s walls.

Consequently, because of the space charge forces, the electrons acquire

a phase error that causes them to fall outside the allowed phase range

of the resonance region. Therefore, the electrons impact the surfaces

with insufficient energy for electron emission and are absorbed by the

surface.

In 1988, Vaughan estimated the saturation level analytically by evaluating

the space charge’s phase-dispersion effect. He found that the maximum

charge density (𝐽𝑚𝑎𝑥) of the thin electron sheet oscillating between two

parallel plates separated by a distance 𝑑 and subject to an RF voltage at

an angular frequency 𝜔 is expressed by 𝐽𝑚𝑎𝑥 = 1.684 × 10
−24𝜔2𝑑. This

leads to a current 𝐼 = 𝜔
2𝜋 𝐽𝑚𝑎𝑥𝐴(2𝑁 − 1) (𝐴 being the electrode’s area, and

𝑁 referring to the double-sided multipactor order) on each electrode

[2].

Later, Kishek et al. [76] proposed the RF loading and detuning — especially

for cavity resonators
10

with high-quality factor (𝑄-factor) — as a second

saturation mechanism. The multipactor electrons induce a wall current,

which loads the cavity. The cavity, in turn, is detuned, causing a decrease

in the electric field strength. Hence, the multipactor self-extinguishes,

and the electrons’ population saturates. Kishek et al. reported that for high

𝑄-factors, the RF loading and detuning’s saturation effect is more notice-

able than the space charge forces’ effect. Furthermore, he studied this

mechanism for resonators with various quality factors and determined a

typical multipactor saturation time of 100 to 200 RF periods.

However, when analysing the multipactor on a dielectric, Kishek et al.
stated that dielectrics are less sensitive to loading and the primary

saturation mechanism is the space charge forces [18].
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Method Physical parameter(s)
LM1 & LM3 & GM5 quantity of free electrons (electron current)

LM2 ultra-violet (UV) light

GM2 & GM7 RF noise signal

GM1 & GM3 & GM6 RF signal at the fundamental frequency

GM4 RF signal at harmonic frequency(ies)

Table 3.1: Detection methods classifica-

tion based on the type of measured phys-

ical parameter(s).
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3.6 Multipactor Detection Methods

Multipactor detection methods are grouped into two classes based on the

range of detection: i) global methods ii) local methods. Global methods

are diagnostics used to determine whether or not the overall system is

suffering from multipactor discharge. But, these methods cannot pinpoint

the exact location of the electron growth within the system. In contrast,

the local methods installed in the critical multipactor region’s vicinity

can pinpoint the location of the electron growth within the structure. The

critical region (or gap) is defined as the region of the structure where the

multipactor takes place at the lowest RF power.

The global detection methods are:

GM1 Transmitted/reflected power monitoring via Schottky diodes/crys-

tal detectors;

GM2 Close-to-carrier noise;

GM3 Phase nulling;

GM4 Harmonic noise (3rd harmonic detection).

GM5 Electrons’ current monitoring in the inner conductor proposed as

an alternative to the biased probe local detection method [77].

GM6 In-phase and quadrature signals-based detection technique pro-

posed as an alternative to the phase nulling technique [78].

GM7 Amplitude modulation-based detection method [19].

The local detection methods are:

LM1 Positively biased probe for electron current density measurements.

LM2 Optical methods like the photo-multiplier tube (PMT) used for UV

light detection. The UV light is a result of a discharge.

LM3 Electron multiplier tube (EMT) proposed as an alternative to the

positively biased probe [79, 80].

It should be noted that the methods listed in the ECSS standards [81]

on multipactor design and test are GM1, GM2, GM3, GM4, LM1 and

LM2. The remaining methods are found in literature as alternatives to

the main detection techniques found in the ECSS standards.

In space applications, the global methods are of preference because the

goal is to avoid the multipactor trigger, without any concern about the

location of its occurrence, within the RF structure. Moreover, as these

methods are known to be fast and sensitive, there is a better chance to

cope with short and weak multipactor events that result from multi-

carrier signals. But, in other cases, where the device is in the hardware

development state and redesigning is possible, the local methods are

used to determine the multipactor location.

These methods could be classified with respect to the type of the measured

physical parameters as shown in Table 3.1.
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11: Affected by the quality factor of the

device.

12: The sensitivity becomes even worth

when the device is prone to multipactor

filtering out the third harmonic.
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Multipactor test beds rely on some of these local and global detection

methods and pressure and temperature monitoring in the test environ-

ment.

Some of these methods such as LM1, LM2, LM3, GM311
, GM5, GM6,

and GM7 are very sensitive and able to detect the discharges causing a

small change in their output parameters, while others are less sensitive

such as GM1, GM2, GM412
[81, 82].

3.7 Multipactor Mitigation Techniques

In many applications, preventing or suppressing multipactor is the main

reason behind studying it. There are four main approaches for mitigating

the multipactor occurrence in an RF device:

▶ Surface treatments: surface conditioning by controlled discharge

events, changing the surfaces’ roughness, coating the surfaces;

▶ Pre-design and post-design geometrical modifications;

▶ DC electric field biasing;

▶ DC magnetic field.

The surface treatments aim to modify the material’s electron emission

properties so that when a beam of electrons impinges on the surface, no

electrons are emitted to prevent the multipactor occurrence. However,

the main drawback of it is its degradation over time.

Surface conditioning is a long-time and periodic surface treatment based

on controlled RF-based discharge events responsible for cleaning and

conditioning the surfaces via contaminants and hydroxides’ desorption

to increase their voltage handling capabilities. Indeed, we showed in the

previous chapter that simulating short low-power RF pulses’ application

by a dose effect reduces the maximum TEEY while increasing the first

cross-over energy of the surfaces’ material. Consequently, the likelihood of

multipactor occurrence is reduced. Nevertheless, the main disadvantage

of this process is, once re-exposed to air, the surface degradation over

time due to surface contamination. Another possible alternative for the

RF-based discharges is the surface impact with an electron beam, such

as in particle accelerators’ applications [59].

Changing the surface roughness [83] reduces the electron emission from

the surfaces by decreasing the solid angle allowing electrons to escape

from the surface to the vacuum without further surface interactions.

Changing the surface roughness can be produced by a chemical reaction

with the sample or by deposing a strongly dendritic layer on the surface

[84, 85].

Surface roughening has also been shown to suppress the multipactor

while maintaining high-voltage handling properties for nuclear fusion

application devices. In particular, for Alcator C-Mod, Graves proposed

and tested a treatment consisting of sandblasting the copper electrodes

of a parallel plates geometry with 50 µm of aluminium oxide bead. He

showed that after a glow discharge cleaning process of a few minutes,

the sandblasting prevents the multipactor appearance on the frequency

range of interest, and proposed it for implementation for the transmission

lines section of Alcator C-Mod [20]. However, following Graves, Becerra
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tested the sandblasting technique for the coaxial transmission lines and

reported that it did not succeed in suppressing multipactor due to the

following possible reasons:

▶ The low vacuum conductance of the coaxial sections making the

glow discharge cleaning
13

unsuccessful;

▶ Some non-pumped impurities — originating from teflon gas barri-

ers — deposited on the coaxial surfaces and preventing a further

reduction in the TEEY [21].

Surface coating refers to processing the surface by applying a thin layer

of material onto the multipactor-prone components’ surfaces to enhance

their emission properties by reducing the TEEY. This technique has been

shown to reduce the TEEY and hence could prevent the multipactor

occurrence.

As it has been shown that the deposition of an ultra-thin film on metals’

surfaces could modify the work function [86], Plaçais et al. studied the

effect of the deposition of perfluorinated alkanethiol onto silver metal,

on the lowest multipactor electric field threshold for a parallel plates

geometry with a dielectric slab covering the bottom plate, and partially

the vacuum gap between the plates. They found that the increase in

the work function, from 4.3 eV for the silver case to 5.8 eV for the coated

silver, induces a tremendous TEEY reduction. Therefore, they observed

a rise in the lowest multipactor electric field threshold of about 40% to

60% [87].

Other possible surface treatments are: i) bake-out under vacuum mainly

to remove the hydroxides and hydrocarbons adsorbed on the surface

and ii) argon ion glow discharge to reduce the oxides’ layer — its effect

is degraded rapidly after air exposure [59]. Therefore, to avoid surfaces’

severe contamination, these treatments are done in-situ under vacuum,

and the treated devices are not re-exposed to air.

Pre-design geometrical modifications consist in designing RF systems

such that multipactor is avoided in the designed geometry — by changing

the material, frequency, or dimensions. However, the geometry is not

always changeable due to design or operational constraints.

Post-design modifications can alter the electrons’ trajectories to eliminate

multipactor. Usually, this technique is applied for RF feed-through by

moving its location with respect to the electric and magnetic fields’ peaks

and nodes. In [10], the authors have developed a multipactor-free RF

vacuum feed-through capable of withstanding the power of 1 MW. The

design focused on reducing the total RF electric field to reduce the

possibility of arcing and nulling the axial electric field to minimise the

multipactor occurrence in a vacuum. The latter was achieved by removing

the conductors’ grooves for alumina insertion. Moreover, they maintained

a low and uniform electric field on the vacuum side by inserting a single

series transmission line on the pressurised side to act as an impedance

transformer matching the main transmission line to the impedance at the

alumina position. Via multipactor simulations, they proved that groove-

less conductors and coating alumina and coaxial copper conductors with

a titanium nitride (TiN) thin layer reduce the multipactor probability

majorly. Indeed, a further reduction in the electron emission yield is

remarked in the case of groove-less conductors with the coating when
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Figure 3.4: Cylindrical coaxial transmis-

sion line geometry. The light grey repre-

sents the vacuum and the dark grey the

conductors. The inner and outer conduc-

tors are respectively of radius 𝑎 and 𝑏.

Figure 3.5: Transverse electromagnetic

(TEM) mode representation for a coaxial

line at high frequencies.

compared to the following, i) grooved conductors without coating, and

ii) groove-less conductors without coating.

It is also possible to suppress the electron motion by adding a large-

DC electric field bias between the RF electrodes, which are prone to

multipactor. The applied DC bias prevents the RF field’s electrons’

acceleration and eliminates any multipactor trigger. Nevertheless, the

main disadvantage of this approach is the DC-biasing constraints that

many systems have.

Simulations and experimental results have shown that, for rectangular

waveguide geometries, the multipactor could be suppressed in the

presence of a constant magnetic field. For example, in [88, 89], Geng et al.
have shown that although the presence of a magnetic field transverse to

the direction of propagation and the alternating electric field enhances

the multipactor, the presence of a DC magnetic field along the wave

propagation direction nearly eliminates multipactor.

3.8 Coaxial Transmission Lines

3.8.1 Geometry’s Main RF Properties

A coaxial transmission line is made of two cylindrical conductors, where

its inner conductor is of radius 𝑎, the outer of radius 𝑏, and encapsulated

one inside the other. 𝑑 = 𝑏 − 𝑎 is the gap spacing between the electrodes

— inter-electrodes’ distance. An illustration of the geometry is given in

Figure 3.4.

For high-power applications, inner and outer conductors are generally

made of rigid metal with or without coating. The space between the con-

ductors is filled with a dielectric that could be Teflon, dry-air, pressurised

nitrogen, or vacuum. In this manuscript, for all multipactor analysis

studies, the vacuum is the dielectric between the conductors.

In a coaxial line structure, the fundamental mode is the transverse elec-
tromagnetic (TEM) mode, where the electric and magnetic fields are

transverse to the propagation direction.

The expressions of the electric and magnetic fields inside the coaxial

transmission line for a wave propagating in the 𝑧-direction are illustrated

in Figure 3.5 and are given by:

E (𝑟) = 𝑉

𝑟 ln (𝑏/𝑎) ê𝑟 (3.1a)

H (𝑟) = 𝐼

2𝜋𝑟
ê𝜙 (3.1b)

valid for 𝑎 ≤ 𝑟 ≤ 𝑏. Here 𝑉 = 𝑉+
0
𝑒−𝛾𝑧 +𝑉−

0
𝑒+𝛾𝑧 is the voltage between

the conductors expressed as the sum of forward (wave propagating

in the +𝑧 direction) and reflected voltages (wave propagating in the

−𝑧 direction), and 𝐼 = 𝐼+
0
𝑒−𝛾𝑧 − 𝐼−

0
𝑒+𝛾𝑧 , is the current flowing on each

conductor. 𝛾 = 𝛼 + 𝑗𝛽 (in [m
−1

]) being the lossy propagation constant,

where 𝛼 is the attenuation constant expressed in [Np/m] and 𝛽 the phase
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14: The standing wave ratio (SWR) is ex-

pressed as:

SWR =
1 + |Γ|
1 − |Γ| . (3.2)
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[11] Sounas (2015)

[13] Udiljak et al. (2007)

[11] Sounas (2015)

constant in [rad/m]. For a lossless transmission line, the attenuation

constant vanishes.

The reflection coefficient Γ = 𝑅𝑒 𝑗𝜓 of the coaxial transmission line is

defined as the ratio of the reflected to forward voltage (or current)
14

. Two

extreme cases are possible:

▶ Travelling-wave case inducing no reflection on the coaxial trans-

mission line: |Γ| = 0.

▶ Standing-wave case inducing a total reflection on the coaxial trans-

mission line: |Γ| = 1.

The characteristic impedance 𝑍0 [Ω] of the coaxial transmission line is

given by [29, 90]:

𝑍0 =
1

2𝜋

√
𝜇

𝜀
ln

𝑏

𝑎
(3.3)

where 𝜀 and 𝜇 are, respectively, the permittivity and permeability of the

filling material between the inner and outer conductors, which is the

vacuum in our study case (𝜀 = 𝜀0, 𝜇 = 𝜇0; 𝜀0, and 𝜇0 being respectively

the vacuum permittivity and the vacuum permeability).

From Equation (3.1a), the electric field is inhomogeneous and inversely

proportional to the radial distance from the centre of the inner conductor

to the outer conductor. Its maximum value is reached on the inner con-

ductor, and the maximum associated voltage and power are respectively

given by:

𝑉max = 𝑎 ln (𝑏/𝑎)𝐸(𝑟 = 𝑎) (3.4)

𝑃max =
𝑉2

max

2 𝑍0 SWR

(3.5)

where 𝐸(𝑟 = 𝑎) and SWR are the electric field’s magnitude at the centre

conductor and the standing wave ratio, respectively.

3.8.2 Geometry’s Main Multipactor Properties

As the electric field expression is non-uniform in a cylindrical coaxial

transmission line, an exact analytical solution providing the electrons’

trajectory is impossible.

For a coaxial cable, two different types of multipactor can occur [11,

13]: double-sided multipactor, a discharge between the inner and outer

conductors, and single-sided multipactor on the outer conductor.

Moreover, as for the parallel plate geometry, hybrid-modes exist in cylin-

drical coaxial transmission lines. A hybrid multipactor mode is a double-

sided and single-sided multipactor combination where both coexist

and interact. The latter could be explained by the velocity spread of the

secondary electrons and their non-zero initial velocity, making the double-

sided and single-sided multipactor separation difficult and leading to a

vacuum discharge being a mixture of both.

In this geometry, a ponderomotive force, also known as the Gaponov-

Miller force (or simply Miller force) [11], tends to push the electrons

toward the outer region of lower electric field amplitude. Consequently,

upon the multipactor conditions’ fulfilment, a single-sided multipactor
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on the outer conductor is possible. In most cases, this force also leads to a

shorter transit time when travelling from the inner conductor to the outer

one than the other way around transit time. For resonance to occur, the

sum of the two-way transit times should be equal to an integer number

of RF cycles [13].

The multipactor problem for a cylindrical coaxial transmission line can

be studied as a one-dimensional problem. It is, therefore, similar to

the multipactor analysis for a parallel plate geometry [13]. The latter

assumption is valid, provided that the effect of the magnetic field is

neglected compared to the electric field.

3.8.3 Multipactor Analysis’ State of the Art

3.8.3.1 Travelling wave case

Many authors have investigated the multipactor thresholds expressed as

voltage, electric field, or power for a cylindrical coaxial transmission line

geometry analytically [4, 13], numerically [91–94] and experimentally [64,

72], for which main findings are recalled here.

The first and easiest way to predict the multipactor thresholds is the

critical gap voltage method, based on the use of the formula relating the

multipactor power threshold to the multipactor peak voltage threshold:

𝑃𝑡ℎ = 1 W

(
𝑉th

𝑉1W

)
2

where 𝑉1W is the critical gap peak voltage corresponding to an input

power of 1 W obtained either analytically for simple geometries or through

electromagnetic simulation,𝑉𝑡ℎ is the predicted multipactor peak voltage

obtained from charts or reported experimental data, like the multipactor

limit of the ECSS European standard [81], or the Aerospace US standard

charts [82] based on a parallel plates topology. This method lacks accuracy,

especially in the multipactor peak voltage threshold estimation, and

requires the structure’s complete design to estimate 𝑉1W. However, it

could serve as a first approximation method.

In 1967, Woo and Ishimaru extended the work done by Hatch and Williams
to geometries different from the parallel plates to simplify the multipactor

prediction for non-uniform electric field’s geometries such as the coaxial

transmission lines. They accomplished this objective by introducing a

"similarity principle." The similarity principle relies on developing multi-

pactor scaling laws obtained by studying the Lorentz force equation. It

says that if multipactor occurs for a set of parameters: voltage𝑉 , magnetic

flux density 𝐵, frequency 𝑓 , separation distance 𝑑, impact velocity 𝑣𝑖 ,

emission velocity 𝑣𝑒 , then, as long as 𝑉/( 𝑓 𝑑)2, 𝐵/ 𝑓 , 𝑣𝑖/( 𝑓 𝑑), and 𝑣𝑒/( 𝑓 𝑑)
are constant, the electrons will have the same phase relationship with

the fields and the same kinetic energy, and therefore, the multipactor is

maintained. Furthermore, the similarity principle explains the constant-𝑘

assumption’s success, as the secondary electrons satisfying the multi-

pactor phase conditions and participating in the breakdown are those

with constant 𝑣𝑖/( 𝑓 𝑑) and 𝑣𝑒/( 𝑓 𝑑) so that the ratio 𝑣𝑒/𝑣𝑖 must remain

constant [4].
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15: For high 𝑏/𝑎, the non-uniformity of
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In subsequent works [64, 72], Woo measured experimentally the lowest

and highest multipactor voltage thresholds for a coaxial transmission

line having a characteristic impedance ranging from 50 Ω to 175 Ω. Woo
stated that the similarity principle leads to two scaling relations for

the coaxial cables. In the first one, for various products 𝑓 × 𝑑, the

multipactor breakdown voltages are proportional to ( 𝑓 𝑑)2, in agreement

with Vaughan’s analytical studies [2], but provided that there is no

change in the multipactor mode. Moreover, he revealed that the highest

multipactor voltage thresholds follow this law remarkably well for all

𝑏/𝑎. For the lowest multipactor voltage thresholds, he found that the

( 𝑓 𝑑)2 is only valid for a high
15 𝑏/𝑎 ratio, and the exponent is less than

2 otherwise, where the breakdown voltage is more sensitive to surface

conditions. In particular, before surfaces’ outgassing, the exponent is less

than 2 and increases to 2 once outgassing occurs. In the second law, for

constant product 𝑓 × 𝑑, two coaxial cables of different dimensions but

with the same characteristic impedance, i.e., ratio 𝑏/𝑎, exhibit the same

breakdown voltages.

Furthermore, a shift to higher values for breakdown voltages of the multi-

pactor region has been observed with increased characteristic impedance,

or equivalently the ratio 𝑏/𝑎. Woo explained it by the multipactor’s

occurrence-probability decrease because of the increased electric field’s

gradient for increasing 𝑏/𝑎.

Woo found that surfaces’ outgassing effect is to shrink down the multi-

pactor region while keeping the overall shape the same.

In [13], the authors were interested in studying the non-uniform electric

field’s effect on the multipactor initiation’s properties. To this end, they

derived an approximated analytical solution — providing the expressions

of the electrons’ position and velocity — for the non-linear differential

electrons’ motion equation in cylindrical coaxial transmission lines. The

latter is based on dividing the electron position into a fast oscillating

motion and a slow varying motion being the time-averaged position.

They proved that when the inner radius is of the order of the outer one,

that is, for low characteristic impedance, the multipactor analysis for

the coaxial is similar to that of a parallel plates geometry, and therefore,

the double-sided multipactor is dominant. However, in the case when

the inner radius is smaller than a determined threshold equal to 58% of

the outer radius, that is, for high characteristic impedance, higher-order

double-sided multipactor are no longer possible and only single-sided

multipactor is present, provided that the initial velocity is low and fast

oscillating motions of the electron’s position are small.

For single-sided multipactor, Udiljak et al. found that it exhibits a ( 𝑓 𝑏)2𝑍0

voltage dependence. This result is in agreement with numerical calcula-

tions done by Somersalo et al. [92] and later by Pérez et al. [95].

For the double-sided multipactor, they derived a multipactor voltage

scaling law given by ( 𝑓 𝑑)2. This law is valid for the first order resonance,

for all values of the characteristic impedance, whereas for higher order

resonances, it is valid only for low characteristic impedance [13]. In

agreement with the results found by Woo [72], their analysis showed

that an increase in the line’s characteristic impedance leads to increasing
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the multipactor thresholds and a narrower region for the first-order

multipactor.

However, the range of validity of their work is restrained to the GHz range

of frequencies because the division of the electron position into fast and

slow motions is valid as long as the oscillations are much smaller than

the average position. In this case, the latter parameter can be considered

constant on the fast time scale. Moreover, the taken assumption that

Λ ≪ (𝜔𝑅)2, where Λ = 𝑒𝐸𝑜𝑏/𝑚 is the normalised electric field, 𝐸𝑜 the

electric field on the outer conductor, 𝑒 and 𝑚 respectively the charge and

mass of one electron, and 𝑅 the time-averaged position of the electron, is

valid for GHz frequencies [21].

Hence, in the MHz range of frequencies used in this work, the presented

analytical method could not be applied and an alternative should be

found.

Somersalo et al. developed a computational method to analyse the multi-

pactor phenomenon in different RF structures to determine the multi-

pactor power, type (single-sided or double-sided), order, phase space’s

range responsible for the process, and multipactor electrons’ trajectories.

In their formulation, the electron trajectories are described by a discrete

dynamical system in an appropriate phase space for the multipactor

occurrence. The latter corresponds to the fixed and 𝑛-periodic points of

the defined phase space [96].

To study the multipactor, the authors defined a Poincaré or first return
map, where they introduce the concept of "fixed point" and "𝑛-periodic

point" for the electron returning to its initial position in the phase

space respectively after one and 𝑛 impacts. These electrons are the ones

contributing to the multipactor. They divided, therefore, the phase space

into two sets: i) a bright set corresponding to the electrons emitted in

the vacuum, and contributing, hence, to the multipactor, and ii) the

shadow set corresponding to the electrons captured by the walls of the

structure.

To search for the fixed points in the phase space, i.e., contributing to

multipactor and belonging, hence, to the bright set, they defined a

distance function telling how far the electron trajectory is from its initial

point after 𝑛-impacts. For a high number of impacts, if the distance

function is small, then the electron is considered a contributor to the

multipactor occurrence [92].

Furthermore, to account for the electron emission yield of the walls,

Somersalo et al. defined a multiplicity function telling how many secondary

electrons are emitted upon walls’ collisions of each initial electron of

the phase space. The described formulation allows them to track the

electrons in the simulated domain.

To determine if a given power triggers the multipactor in the structure,

they count the number of electrons remaining in the bright set after a

given number of iterations while accounting for the electron emission

yield. If the latter, the so-called "enhanced electron function," is relatively

large, the tested power is considered a multipactor-triggering power

[97].
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Somersalo et al. analysed the multipactor in a coaxial transmission line

and extracted from the results four scaling laws: i) the single-sided

multipactor voltage, for a coaxial cable of fixed characteristic impedance,

follows ( 𝑓 𝑑)2/(𝑛 + 1), 𝑛 being the multipactor order, ii) a scaling law for

the double-sided multipactor voltage, with respect to the frequency and

dimensions, that agrees with Woo’s experimental laws ( 𝑓 𝑑)2, and iii) for

varying line impedance, the single-sided, and double-sided multipactor

voltages follow respectively ( 𝑓 𝑑)2𝑍0 and ( 𝑓 𝑑)2𝑍3/2

0
[93]. Furthermore,

the authors found that the average impact energy of the electrons obeys

roughly an ( 𝑓 𝑑)2 law, and the multipactor voltage thresholds are inversely

proportional to the multipactor order.

In [98], the authors simulated the minimum voltage thresholds on a

wide range of 𝑓 × 𝑑 products for the onset of multipactor, using the

commercial software CST Particle Studio and compared the results with

Woo’s published experiments [72]. They concluded that the level of

agreement depends on the secondary electron emission yield model.

Most of these studies focused on predicting the minimum breakdown

voltage for multipactor onset. However, for magnetic confinement-based

fusion reactors’ applications — where high power (MW range) antennas

are used — we are also interested in predicting the maximal breakdown

voltage triggering the multipactor phenomenon, for which little literature

exists.

3.8.3.2 Mixed and standing wave cases

In [93, 97], the authors applied the computational method described in

Section 3.8.3.1 on a quarter-wavelength coaxial transmission line operat-

ing under travelling (TW), mixed (MW), and standing waves (SW). The

coaxial is excited only from one side by applying a voltage source between

the inner and outer conductor. Hence, the multipactor power threshold

is defined as incident power. Following the electron trajectories in the

structure, they used their developed method to determine multipactor

features: incident powers, type, and order.

For the SW case, the authors start the analysis with initial electrons

seeded on both conductors. They found that, for SW, the surviving

trajectories, being the electrons causing multipactor, are the ones that

appear near the maximum of the electric field. Moreover, they stated that

the contribution of the surviving electrons far from the electric field’s

maximum appeared at high incident powers, and the non-phase focusing

electrons far from the electric field’s maximum drift toward the minimum

of the electric field. They deduced that, within their power-incident range,

the multipactor for coaxial lines operating in SW is due to the electric

field. For the single and double-sided multipactor types of SW cases, they

plotted a chart giving the various power multipactor bands as a function

of the frequency, coaxial characteristic impedance, and dimensions.

In addition, they found similar processes type but different multipactor

electron trajectories for SW and TW. Indeed, for the TW case, the multi-

pactor electrons travel along the same direction of the wave propagation

but in a slow movement compared to the radial direction — the ratio

of the axial to radial direction is 1/10 for a coaxial transmission line.

Furthermore, the authors proposed a scaling law relating the multipactor
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powers of the TW case to those of the SW case. This scaling law is given

by 𝑃𝑇𝑊 = 4𝑃𝑆𝑊 since the peak voltage of the SW is twice that of the TW

in such a case.

For the MW case, they found that when the reflection coefficient is higher

than zero (TW case), the multipactor resonance regime splits into two

distinct modes. The first set of resonance modes will coincide with the

electric multipactor mode of the SW case. The second set of resonance

modes shifts exponentially to very high incident powers and is caused

by the magnetic field. The multipactor caused by the magnetic field is

known as the magnetic multipactor mode. A scaling law exists between

the electric multipactor powers of the MW case and the TW multipactor

powers and is given by 𝑃𝑀𝑊 ∼ 1

(1+𝑅)2 𝑃𝑇𝑊 .

They summarised that the multipactor for the TW case is of a mixed nature,

where both the electric and magnetic fields contribute to the multipactor.

But as the reflection coefficient increases, the multipactor processes are

dissociated into electric and magnetic multipactor processes. In contrast,

for the pure SW case, the multipactor resonance mode appears close to

the maximum of the electric field, and no multipactor is maintained at the

electric field nodes. Somersalo et al. indicate that the magnetic multipactor

process does not exist for this case since it requires infinite incident power

to be sustained. However, some multipactor processes have not been

considered due to numerical limitations, and the scanned incident power

range is limited to hundreds of kW.

In [95], the authors developed a numerical model — similar to the one

developed by Somersalo et al. — to predict the multipactor thresholds in

transverse electromagnetic (TEM) mode, for cylindrical coaxial transmis-

sion lines of infinite length in the propagation direction (𝑧). They excited

the coaxial from both ports so that the resultant wave is a superposition

of two waves propagating in opposite directions. In their paper, three

types of RF signals of different reflection coefficient Γ = 𝑅𝑒 𝑗𝜓 (where

𝑅 and 𝜓 are respectively the magnitude and the phase) are studied: i)
travelling wave (TW) corresponding to a null reflection, where 𝑅 = 0.

ii) Mixed wave (MW) is defined by a reflection coefficient of magnitude

0 < 𝑅 < 1 and phase 𝜓 = 𝜋. iii) Standing wave (SW) corresponding to

𝑅 = 1, and 𝜓 = 𝜋.

Their model was based on the computation of effective electrons’ trajecto-

ries that are perturbed by the electromagnetic fields and the inter-electron

interactions to account for the space charge effect due to Coulombian

repulsion. Their simulation tool allows determining the number of elec-

trons released after each collision based on the TEEY data of the tested

material.

They focused only on the lower voltage multipactor thresholds and found

that the voltage multipactor thresholds remain the same for the TW, MW,

and SW cases for all 𝑓 × 𝑑 (where 𝑓 is the frequency, and 𝑑 is the distance

separating the inner conductor from the outer one) products lower than

a threshold. Moreover, they found that above 700 MHz · cm, the lower

voltage multipactor thresholds are higher for the SW than the case of

a TW, and independently of the choice of 𝑓 and 𝑑, the characteristic

impedance, and the chosen material.
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They attributed this to the null electric field regions in the wave propaga-

tion direction (SW nodes), absorbing the electrons before the multipactor

phenomenon ignition. Indeed, when the frequency increases, the distance

between adjacent electric field nodes is reduced, and therefore, the travel

time of an electron to the next node is shorter. The latter mitigates the

multipactor occurrence, as for high-order multipactor, more impacts

are needed before additional electron release. Consequently, in the SW

case, a higher multipactor voltage is needed for the multipactor to take

place.

In addition to that, Pérez et al. analysed the axial drift produced by the axial

component of the acceleration vector, and they found the following:

▶ For the TW case, in the double-sided and single-sided multipactor,

a net force drives the electrons toward 𝑧 > 0;

▶ For the SW case, in the double-sided multipactor, on average,

there is an axial drift toward 𝑧 < 0 until the electron reaches an

electric-field node, where it starts oscillating around it;

▶ For the SW case, in the single-sided multipactor, there is a net force

that drives the electrons toward 𝑧 < 0.

In [99, 100], the author performed simulations of multipactor discharge

using CST Particle Studio for a coaxial transmission line subject to SW.

The findings of [95] were confirmed to come from the ponderomotive

force, which pushes electrons toward the low electric field region and

contributes to mitigating multipactor. In addition, three multipactor

zones have been identified in the SW mode: i) the low electric field zones

showing the similarity between the multipactor for SW and that for TW,

where the ponderomotive force has no effect. ii) A medium electric field

zone where this force gains strength and secondary electrons are more

concentrated in the electric field nodes. iii) The high electric field zones

where the concentration of electrons is denser on a small volume located

in the electric field nodes.

The results from Romanov’s work disagreed with the analysis done

by Somersalo et al. for the SW case since their simulations have shown

multipactor near the nodes of the electric field, and, therefore, that the

existence of the ponderomotive force has a qualitative and quantitative

effect on the multipactor results.

3.8.3.3 Other interesting findings

Graves [20] has provided the multipactor energy distribution functions

for two parallel plates and coaxial transmission lines at a range of very

high frequencies using two methods that have shown a good agreement:

i) an experiment-based method using a multipactor test-bed relying

on retarding potential analysers (RPAs) to measure the current-voltage

characteristics, and ii) a simulation-based Monte Carlo method using a

1-D particle tracking simulator.

We summarise, herein, his main findings for the 50 Ω coaxial transmission

line geometry [20]. He observed that the multipactor discharges give a

maximum electron current density of the order of 1 A m
−2

, that increases

with the TEEY increase and that absorbs 10% to 15% of the RF power.
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Figure 3.6: Distribution function for the

multipactor electrons in a coaxial trans-

mission line at a frequency of 70 MHz,

and an RF voltage of 250 V. The distribu-

tion is divided into four different regions.

Data are extracted from (Graves (2006)).

16: An example of the pressure increase

is given in Figure 3.7.

Furthermore, the multipactor electrons’ energy distributions for fre-

quencies between 55 MHz and 150 MHz are constituted of two main

populations: i) a high energy population — resulting from the multi-

pactor resonance conditions and the electric field’s radial dependence

— seen at 80% of the multipactor voltage threshold, and responsible

for sustaining the multipactor. ii) A low energy population from 0 to

75 eV resulting from the space charge effects — de-focused electrons and

secondary electrons emitted from the RPA entrance grid.

In addition, he showed that there is a high energy tail resulting from

the electrons starting and impacting at the outer conductor, and hence,

suggesting the outer-conductor multipactor occurrence — single-sided

multipactor — for the coaxial transmission line.

An example of the energy distribution of the electrons contributing

to the multipactor for the coaxial transmission line is represented in

Figure 3.6. The illustrated energy distribution corresponds to an RF

voltage of 250 V at a frequency of 70 MHz and is divided into four

regions. Region I corresponds to the low energy population resulting

from the space charge effects and the entrance grid’s electron emission,

causing the electrons to fall outside the resonant phase. The latter de-

focusing results in low energy electrons’ impact. Region II corresponds to

the unfavourable range of energy for resonance. Region III corresponds

to the high energy population fulfilling the resonance conditions, with a

peak located at 200 eV, being the 80% of the 250 V RF voltage. Region IV

is the tail region corresponding to the electrons starting and impacting

at the outer conductor, responsible for the multipactor occurrence at the

outer conductor.

Moreover, Graves’ work identified the multipactor-induced glow dis-

charge as the main cause for the neutral pressure limitations
16

observed

on Alcator C-Mod, and constraining its operation. Indeed, the devel-

opment of the gas breakdown is affected by the electron population’s

increase and the gas density increase by molecules’ desorption from

the surfaces. The latter increases the rate of gas ionisation by electron

impact. To solve this problem, he proposed a surface treatment of 50 µm

aluminium oxide sandblast on the copper electrodes to prevent the

multipactor occurrence.
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Figure 3.7: Neutral pressure limit ob-

served on Alcator C-Mod ICRH antenna

at port E. The yellow region shows short

RF pulses signalling the failure of the

antenna’s restart at a pressure beyond

the limit 0.133 Pa. The results are taken

during typical operation of the tokamak

with a 5.4 T magnetic field at the centre

of the torus. Data source (Graves (2006)).

[21] Becerra (2007)

17: Multipactor discharges are known

to detune the system by changing the

transmission lines’ impedance.

[21] Becerra (2007)

Becerra analysed experimentally and numerically the multipactor in a

50 Ω cylindrical coaxial transmission line in the presence of a constant

and uniform magnetic field transverse to the electromagnetic wave

propagation to approximate the Alcator C-Mod tokamak magnetic field

lines as measured in the vacuum sections of the transmission lines of an

ICRH antenna [21].

Experimentally, he showed that the presence of the DC magnetic field

decreases the degree to which the multipactor detunes the RF system
17

,

as the reflection coefficient measured at the source is higher when the

multipactor occurs in an unmagnetised case than that of a multipactor

occurrence in a magnetised case. Although this means that the multi-

pactor is less likely to damage the high-power generators, it becomes

more difficult to detect the discharge in such cases. Becerra explained the

reduction in the detuning by the slight change in the impedance of the

line as the electrons are confined around the magnetic field lines, leading

to a decrease in the likelihood of an opposite-electrode impact [21].

Furthermore, he showed that accounting for the DC magnetic field

decreases the lowest voltage thresholds triggering a glow discharge

and the minimum pressure at which it occurs — compared to the

unmagnetised case.

Although his simulations showed that the DC magnetic field highly

affects the electron trajectories, the experimental observation was not

explained by the conducted simulations, as the obtained results did

not show a higher electron population growth nor a higher averaged

electrons’ emission yield for the case of a high magnetic field when

compared to the unmagnetised case. The latter could be accounted for

by the limitations of the simulations, such as the simulation duration of

five RF periods and the absence of the space charge effects.

3.9 Chapter Summary and Perspectives

In this chapter, we reviewed all the findings and scaling laws on mul-

tipactor for the parallel plates geometry and the cylindrical coaxial

transmission lines. The latter is interesting, as the WEST ICRH antennas
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are composed mainly of various coaxial sections. In the next chapter,

we will evaluate the multipactor thresholds for a cylindrical coaxial

transmission line subjected to different wave patterns.



1: The meshing refers to the decompo-

sition of the structure in polyhedra so

that the EM fields are computed at the

vertices of each polyhedron.
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Knowledge is better than wealth... Wealth

decreases with spending, but the more you

make use of knowledge, more it increases...

Those who acquire knowledge will live, by

virtue of their knowledge & wisdom, even

after their death.

Nahjul Balagha — The peak of Eloquence

As multipactor experiments are expensive to realise, especially with

complex components of big dimensions such as the one used as ion

cyclotron resonance heating (ICRH) systems for fusion reactors, using

numerical tools for multipactor prediction is valuable. In this manuscript,

we rely, therefore, on particle simulators to predict the lowest and highest

multipactor thresholds.

However, as evidenced in the previous chapters, the multipactor thresh-

olds are highly dependent on the RF device geometry, frequency of

operation, and material properties. Added to these dependences are the

configuration issues of the simulators to carry out realistic multipactor

analysis.

In this chapter, we describe the multipactor software tools used in this

manuscript (Section 4.1). Then, we discuss our multipactor decision

algorithm used for both software tools (Section 4.2). Furthermore, we

investigate the multipactor thresholds’ determination in the case of

standing waves patterns (Section 4.3) before illustrating the results on

the cylindrical coaxial transmission lines (Section 4.4).

4.1 Numerical Multipactor Software Details

We use numerical simulations to determine the multipactor thresh-

olds for any RF three-dimensional (3D) structure. In particular, we use

commercial-available particle simulators on the electromagnetic (EM)

component’s model to predict the multipactor thresholds. This type of

multipactor thresholds’ prediction is among the most precise methods

provided that we have good meshing
1
, and parameters’ configuration.
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Figure 4.1: A generic block diagram for a

multipactor thresholds’ prediction using

a particles’ tracking simulator like Spark-

3D or Ansys-HFSS.

2: CST-PS is not described herein.

3: Starting 2020.

[101] Vicente (2017)

4: The ports’ excitation are the mean

incident powers on the activated ports

of the RF structure.

5: For both Spark-3D and Ansys-HFSS,

the user has no choice to change the

emitted electrons’ energy distribution,

yet it affects the simulation results.

The particles’ tracking algorithm requires the knowledge of the electric

and magnetic field cartography for the multipactor-prone device, which

could be cumbersome and resources demanding in terms of CPU time

and memory for complex geometries, especially if a high meshing density

is needed. Moreover, the simulation set-up, the configuration parameters,

and the results’ interpretation highly affect the multipactor predicted

results. Hence, numerical simulations require particular attention.

Few commercial particle simulators have been used in the last decade

for multipactor analysis. Among these commercial software are:

▶ Spark-3D from Dassault Systems;

▶ CST Particle Studio (CST-PS)
2
;

▶ Ansys-HFSS Multipaction
3
.

In this manuscript, the software products Spark-3D
∗

[101] and ANSYS-

HFSS Multipaction
†

are used.

We describe, first, the generic block diagram for a multipactor thresholds’

prediction simulation, given in Figure 4.1. A particle tracking simulator

— Spark-3D or Ansys-HFSS — requires as input the following:

▶ Ports’ excitation signals
4

— responsible for varying the reflection

coefficient of the structure;

▶ EM fields’ cartography of the RF device depending on the chosen

ports’ excitation;

▶ Electron seeding characteristics: the number of electrons, the initial

distribution of the seeded electrons, and the emitted electrons’

energy distribution
5
;

▶ TEEY curve(s) for the different surfaces involved in the multipactor

simulation;

▶ Scaling factors’ scanning range;

▶ Multipactor simulation region(s).

A multipactor simulation consists of seeding electrons in the user-defined

multipactor region. In the latter, the electrons are accelerated by the

EM fields. The electrons’ trajectories are perturbed by the EM fields

and dynamically computed in time. Once an electron collides with

one of the surfaces, for which we have assigned a TEEY data curve,

the TEEY value defining the number of released electrons due to the

electron-surface collision is evaluated. This particle-tracking results in an

electron population evolution with time, being the only required entry

for predicting the multipactor thresholds.

The EM fields’ cartography affects the accuracy of the multipactor simula-

tion, as the meshing should be suited to the structure’s geometrical details

and the regions subject to very high EM fields, such as the sharp edges.

Consequently, the meshing should be dense enough in the multipactor

simulation region to obtain a good representation of the EM fields for

∗
Version 1.6.3.

†
Version 2023R2.
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6: The TEEY data curve used in simula-

tions is not representative of the TEEY

characteristics of the measured device’s

material.

7: The available detection criteria of

Spark-3D and Ansys-HFSS are not de-

scribed herein.

the electrons’ trajectories computation to be accurate. In most cases, the

meshing needed to converge in terms of multipactor predicted results is

denser than the one required to get S-parameters convergence. Therefore,

we perform a convergence study of the multipactor prediction results

versus the tetrahedral meshing size before choosing the mesh properties

of any studied structure.

The number of seeded electrons is also relevant for accurate multipactor

prediction and depends on the simulation region’s dimensions. There-

fore, there is a minimum required electron density for the multipactor

simulation results to be convergent, determined before any multipactor

prediction simulation by performing an analysis for the multipactor

thresholds’ variation with respect to the number of seeded electrons in

the simulation region.

The TEEY data for the different surfaces of the structure under study

remains the most relevant parameters to conduct accurate multipactor

simulations, as most of the discrepancies between the measured and

simulated multipactor thresholds are explained by the uncertainties

on the TEEY data curve
6
. Therefore, we prioritise TEEY data curves

obtained through measurement campaigns for representative samples of

the devices’ material and operational conditions.

The scanning range is a user-defined range of scaling factors over which

we check for multipactor vulnerability. Spark-3D and Ansys-HFSS have

an option for an automatic scaling factors sweep to search for the lowest

multipactor threshold. However, as we are interested in both the lowest

and highest multipactor thresholds’ prediction, we have developed

a Python-based algorithm for scaling factors’ sweep to search for the

multipactor triggering input powers up to a certain user-defined precision.

This algorithm allows a user-defined scanning range of scaling factors as

input. The latter could help reduce the simulation time if the user has an

a priori knowledge of the first multipactor guess range. However, it could

also be automatically defined without initial guessing.

A scaling factor is a multiplying factor by which the initial ports’ excitation

— incident ports’ power — are scaled to check for the occurrence or not

of the multipactor phenomenon. Assume that we want to check the

multipactor thresholds for an RF structure having 𝑁-activated ports,

where each port 𝑖 has an initial incident power 𝑃𝑖 , 𝑖 = 1, ..., 𝑁 ; then, for

each tested scaling factor 𝑓 the following steps are done:

▶ The ports are scaled by 𝑓 such that the ports’ excitation powers

become 𝑓 × 𝑃𝑖 , 𝑖 = 1, ..., 𝑁 .

▶ The electrons’ trajectories are computed in the new EM field car-

tography.

▶ For each scaling factor 𝑓 , the software calculates the temporal

evolution of the number of electrons.

▶ Based on the number of particles versus time data, the multipactor

occurrence decision is made.

Spark-3D and Ansys-HFSS have their own multipactor decision criteria
7
,

based on the electrons’ population evolution, to decide whether or not a

multipactor discharge takes place for a given scaling factor. However, we

have developed a common multipactor criterion to evaluate if a multi-

pactor is triggered in a particular geometry. The developed multipactor
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8: The electrons impacting surfaces of

the multipactor analysis region corre-

sponding to vacuum conditions are au-

tomatically absorbed.

decision criterion is based on the electron-population-time-evolution and

is two-fold:

▶ It enables a direct and meaningful comparison of the multipactor

predicted thresholds for a particular geometry between Spark-3D

and Ansys-HFSS.

▶ Once associated with the automatic scanning sweep developed

algorithm, it enables predicting the lowest and highest multipactor

thresholds causing multipactor.

The developed multipactor criterion is detailed in Section 4.2.

In the following subsections, we describe the particle tracking simulators’

properties, considered herein: Spark-3D and Ansys-HFSS Multipaction.

4.1.1 Spark-3D from Dassault Systems

Spark-3D is a full 3D particle tracking simulator employing a leap-frog-

based algorithm for electrons’ path integration.

Spark-3D is convenient for conducting multipactor and corona discharge

simulations. To use Spark-3D, the cartography of the electromagnetic

fields of any geometry must be imported before running the multipactor

calculation. The steady-state EM fields should be computed using one of

the external compatible frequency domain electromagnetic solvers: FEST-

3D, CST Microwave Studio, or Ansys-HFSS. In this manuscript, ANSYS-

HFSS is used for solving the electromagnetic fields of the geometries in

the frequency domain.

Once fed into Spark-3D, the software performs an internal interpolation

to compute the fields at each mesh location of the region under analysis.

Spark-3D allows the user to analyse multipactor in the whole structure or

to define a multipactor analysis region: a parallelepiped box defined to

bound the region where multipactor analysis is performed
8
. By default,

the multipactor region is the complete imported structure.

Defining multipactor analysis region(s) is highly recommended as it

reduces the computational resources’ need and achieves higher seeded

electrons’ density than the whole structure’s analysis with the same

number of electrons. Besides improvements in the computational and

statistical performance of the simulation, defining multipactor analysis

regions for big-dimensional RF structures, such as the ones discussed in

this manuscript, allows for determining the multipactor critical area(s)

of the device under study.

As mentioned before, the initial number of seeded electrons is a user-

defined value, and these electrons are seeded only once at the beginning

of the simulation run. By default in Spark-3D, the initial seeded electrons

are non-uniformly distributed in the multipactor simulation region while

favouring high field regions, as they are multipactor-prone regions.

However, the user can choose a uniform distribution for the initial seeded

electrons within the multipactor region volume.

The non-uniform distribution could be problematic when exploiting the

highest multipactor threshold for a multipactor region and the complex

structures with standing wave patterns. These cases are tricky since it

was observed that the multipactor occurrence is no more restricted to
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9: From the 2021 version onward, multi-

material structures are allowed for mul-

tipactor simulations.

[39] Rudberg (1936)

high electric field regions. Consequently, in our simulations, the uniform

electron distribution is prioritised.

Spark-3D is a particle-in-cell (PIC) code and is, therefore, based on

macro-particles assumption while ensuring enough statistical quality

for the problem. Each macro-particle is equivalent to an integer number

of electrons. The latter is upgraded automatically at each time step,

depending on the number of existing electrons and their distribution

among all macro-particles. Furthermore, electrons and macro-particles

may coexist while having different sizes. When a macro-particle com-

posed of 𝑁 electrons impacts a surface mesh having a TEEY > 1, the

released macro-particle will be composed of 𝑁 × TEEY electrons. This

macro-particle may split, as well, into smaller macro-particles and/or

single electrons.

For a given geometry to be analysed, TEEY boundary conditions must

be defined for the structure’s surfaces. However, Spark-3D in its used

version does not allow the user to assign multiple TEEY data describing

the presence of multi-material structure
9
.

Spark-3D provides three different options for TEEY surface assignment:

▶ Import TEEY data curve in ASCII code format — for example,

obtained from TEEY measurement campaigns. A linear piece-wise

interpolation is used to determine the TEEY between two imported

data points, and outside the imported range of incident energies,

the TEEY is considered zero.

▶ Choose a TEEY data curve from predefined curves for a range of

widely used typical materials (copper, silver, aluminium, etc.). These

software-integrated curves are based on the modified Vaughan

model.

▶ Define the TEEY parameters: 𝐸1 (the first cross-over energy), 𝐸max

(electrons’ incident energy at the highest electron emission yield),

TEEYmax (maximum total electron emission yield), and TEEYlow

(electron emission yield for incident energies below the first cross-

over — for the elastically back-scattered electrons). Then, the TEEY

data curve is generated automatically from Vaughan’s modified

model.

The energy distribution of the emitted electrons is a Maxwell-Boltzmann

distribution [39] with the most probable energy of 4 eV. The angular

distribution for secondary electrons is a cosine law.

For our version of Spark-3D, only Continuous Wave (CW) single-carrier

operation is supported and defining a DC bias field is allowed. Moreover,

space charge effects are not taken into consideration.

Finally, we will introduce the statistical post-simulation data provided

by Spark-3D and used for the multipactor location’s determination —

multipactor susceptible zone. Spark-3D gives four types of statistical data

averaged over the simulation time. Each statistical data is given for each

surface mesh of the structure. Let 𝑘 be the index of the surface mesh of

surface 𝑠𝑘 for which the following statistical data are associated:

▶ Average secondary emission yield (SEY): 𝛿𝑘 referring to the average

secondary emission yield of the material at mesh 𝑘;
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Table 4.1: Main features’ comparison be-

tween Spark-3D and Ansys-HFSS.

Feature Spark-3D Ansys-HFSS
EM fields’
computation

Imported in

frequency domain

from: FEST-3D, CST,

or Ansys-HFSS

Computed directly

in frequency domain

TEEY data Modified Vaughan

or imported data

Modified Vaughan

or imported data

TEEY extrapolation Zero Constant value

Electrons’ seeding Uniform or

non-uniform

distribution without

re-seeding

Uniform distribution

without re-seeding

Simulation region Whole structure or

user defined

Whole structure or

user defined

Macro-particles Automatic electrons

and macro-particles’

grouping and

ungrouping

Macro-particles and

electrons coexistence

Sapce charge effects Not included Included

▶ Impact density: 𝜌𝑖
𝑘

referring to the electrons impact density [e/m
2
]

at mesh 𝑘;

▶ Average impact energy: 𝐸𝑖
𝑘

referring to the average impact energy

of electrons impacting surface mesh 𝑘 [eV];

▶ Emission density: 𝜌𝑒
𝑘

referring to the electron emission density

[e/m
2
] for mesh 𝑘, and it represents the number of emitted electrons

minus the number of absorbed electrons per unit surface.

Using these data, we can evaluate the average TEEY and the average

electrons’ impact energy [eV] given by the following:

𝛿avg =
ΣΩ𝜌𝑖

𝑘
𝑠𝑘𝛿𝑘

ΣΩ𝜌𝑖
𝑘
𝑠𝑘

(4.1)

𝐸avg =
ΣΩ𝜌𝑖

𝑘
𝑠𝑘𝐸𝑘

ΣΩ𝜌𝑖
𝑘
𝑠𝑘

(4.2)

where Ω is the set or subset of the simulated region’s surface meshes.

4.1.2 Ansys-HFSS Multipaction

Ansys-HFSS Multipaction package is a full particle-in-cell (PIC) simulator

providing a finite element approach to simulate multipactor in vacuum

devices and employing a leap-frog-based algorithm for electrons’ path

integration.

Conducting HFSS multipactor simulations requires time-harmonic fields

to be solved. Furthermore, it requires defining a multipactor analysis

region consisting of one or multiple objects.

In Ansys-HFSS, the initial number and velocity of electrons are user-

defined values. The electrons are seeded uniformly in the multipactor

simulation’s region and only once at the beginning of the simulation

run.
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10: In Ansys-HFSS, there is a built-in

optimisation for Vaughan’s modified

model.

[50] Chung et al. (1974)

For a given geometry to be analysed, TEEY boundary conditions must be

applied to vacuum-material interfaces, as electrons will be absorbed by

surfaces in contact with vacuum but not covered by TEEY boundaries —

such as port faces allowing the electrons to leave the simulation domain.

Ansys-HFSS permits the user to assign multiple TEEY data for the same

structure — a multi-material structure, which is an advantage over

Spark-3D.

In Ansys-HFSS, the user must specify if a surface is a dielectric to allow

the accumulation of positive surface charges after secondary electrons’

release or negative surface charges after primary electrons’ absorption.

Ansys-HFSS provides two different options for TEEY surface assign-

ment:

▶ Import TEEY data curve in ASCII code format — for example,

obtained from TEEY measurement campaigns. A linear piece-wise

interpolation determines the TEEY between two imported data

points. Outside the imported range of incident energies, the TEEY

is considered a constant equal to the TEEY entry of the lowest

(respectively highest) impact energy in the tabulated data.

▶ Define the TEEY parameters: 𝐸1 and 𝐸2 (the first and second

cross-over energy), 𝐸max (electrons’ incident energy at the high-

est electron emission yield), TEEYmax (maximum total electron

emission yield), 𝐸0 and TEEY0 (electron emission yield for inci-

dent energies between zero and 𝐸0). Then, the TEEY data curve is

generated automatically from non-classical
10

Vaughan’s modified

model.

The energy distribution of the emitted electrons is a Chung and Everhart’s
distribution [50], for which the work function is a user-defined value. The

angular distribution for secondary electrons is a cosine law. Moreover,

the elastic and inelastic scattering are accounted for in Ansys-HFSS.

For Ansys-HFSS, multiple-carrier operation and uniform DC biasing are

supported. Moreover, space charge effects are taken into consideration.

Table 4.1 summarises the main features of each of the described multi-

pactor tools.

4.2 Multipactor Decision Algorithm

In this section, we discuss the derived multipactor criterion that we ap-

plied in Spark-3D and Ansys-HFSS. Once we have admitted a multipactor

criterion, we developed a multipactor decision algorithm, which takes,

as a single input, the electron population time evolution generated by

any particle tracking simulator. As an output, it gives a binary value

indicating whether or not a multipactor discharge occurs for each tested

scaling factor — the second block in the generic multipactor simulation’s

block diagram of Figure 4.1.

First, we mention two widely used multipactor criteria in the literature.

Then, we describe the chosen criterion and show some results validating

its preference.
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[102] Plaçais (2021)

11: Geometries with non-uniform elec-

tric field were not tested in this work.

[103] Sounas et al. (2011)

Figure 4.2: In blue, the measured TEEY

data at normal incidence for a silver-

coated stainless-steel sample, baked at

190 °C for two hours. In orange, the mea-

sured TEEY data at normal incidence for

an as-received copper sample. Both mea-

surements are done at ONERA/DPHY.

[102] Plaçais (2021)

Two multipactor criteria derived from the electron population time

evolution are found in the literature to estimate if multipactor discharge

is likely to occur. In the following, we briefly describe each criterion:

▶ The threshold criterion — final number of electrons
At the end of the simulation time, the remaining number of electrons

is checked, and if it exceeds a certain threshold, a multipactor

discharge is assumed. The predefined threshold depends on the

number of electrons seeded at the beginning of the simulation and

is expressed as 𝑘 × 𝑁𝑒 ,0; where 𝑘 is an integer number, and 𝑁𝑒 ,0

is the initial number of electrons [102]. Plaçais et al. chose 𝑘 = 2

in their simulations, which mainly tested multipactor in parallel

plates geometries and rectangular waveguides
11

.

▶ The growth rate criterion
In this case, the multipactor threshold is determined based on

the calculated growth rate of the electron population. In [103], the

authors defined an exponential coefficient 𝑎 to predict an increase

of the electron population in the case of multipactor, given by:

𝑎 =
log

10
𝑁𝑒 , 𝑓 − log

10
𝑁𝑒 ,0

𝑡 𝑓 − 𝑡0

(4.3)

where 𝑁𝑒 , 𝑓 , 𝑁𝑒 ,0 are the number of electrons at 𝑡 𝑓 , a pre-selected

time, and the number of electrons at the initial time 𝑡0, respectively.

The multipactor criterion depends on 𝑎: if 𝑎 > 0, a multipactor

discharge is assumed. Otherwise, there is no multipactor.

We have tested both criteria to choose the one that corresponds more to

the type of geometries we are interested in checking its vulnerability to

multipactor, i.e., geometries with a non-uniform electric field, such as

cylindrical coaxial transmission lines. However, for the second criterion,

we calculated the coefficient 𝑎 such as it expresses the rate of growth or

decrease of electron population over the last 𝑁 periods, where 𝑁 is a

predefined number dependent on the geometry, and the software used

for generating the particle-time evolution data.

The tests correspond to a measured TEEY data curve of a stainless-

steel silver-coated sample representative of the ICRH antennas. First,

the sample was subjected to a baking phase for two hours at 190 °C.

Then, the TEEY data were measured at normal incidence using the

sample bias method detailed in Chapter 2. These measurements were

done in the framework of A. Plaçais’ thesis [102] at ONERA/DPHY,

and are represented in blue in Figure 4.2. The tested geometry is a

cylindrical coaxial transmission line of characteristic impedance 𝑍0 =

50 Ω — corresponding to 𝑏/𝑎 = 2.3, and an inter-electrode separation

distance of 4 cm. The frequency ranges from 10 to 150 MHz for a travelling

wave pattern case. The number of seeded electrons is 2000, and the

predefined threshold of the first criterion is 4000, two times the initial

electron number.

Figure 4.3 illustrates the multipactor voltage thresholds, obtained for

each tested criterion, as a function of the 𝑓 × 𝑑 product, where 𝑓 refers

to the frequency and 𝑑 to the inter-electrodes distance. Ten consecutive

similar runs are done for each tested case to avoid statistical errors.

The results corresponding to the threshold and growth rate criteria are

represented as green cross points and blue plain curves, respectively. The
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Figure 4.3: Simulated susceptibility data

for a coaxial transmission line of char-

acteristic impedance 𝑍0 = 50 Ω, and

inter-electrode distance 𝑑 = 4 cm. The

frequency of operation is varied in the

range [10 − 150] MHz. The plots are ob-

tained for the TEEY measured data of

a silver-coated stainless steel sample, il-

lustrated in blue in Figure 4.2. The mul-

tipactor decision is made using three

different criteria: i) the threshold crite-

rion represented as green cross points, ii)
the growth rate criterion represented in

plain blue line, and iii) the Spark-3D au-

tomatic solver’s estimated lowest multi-

pactor thresholds represented as orange

square points. The time-particle evolu-

tion data are obtained using Spark-3D.

12: In Spark-3D, there are various built-

in multipactor decision criteria suitable

for different types of signals, but they are

not described in this manuscript.

orange squares correspond to the lowest multipactor voltage thresholds

obtained by the automatic multipactor decision algorithm implemented

in Spark-3D.

The built-in multipactor criteria in Spark-3D
12

and Ansys-HFSS are based

on an exponential fitting for the electron population evolution in time

to check whether there is a positive or negative growth of the electron

number in time. Therefore, they are a software-property implementation

of the growth rate criterion.

First, we conclude on the good agreement between the multipactor

predictions obtained by the growth rate-based algorithm and that of the

automatic Spark-3D multipactor-decision implementation. The observed

agreement validated, hence, the validity of our developed algorithm.

Second, the growth rate criterion is more reliable than the threshold

criterion, especially at low and high 𝑓 ×𝑑 products. Indeed, no multipactor

is found for the second, third, and last two tested frequencies when using

the criterion based on the fixed number of electrons. The absence of

multipactor detection could be related to the slow electrons’ increase

with respect to the simulation time and predefined threshold since, for

the first few RF periods, a drop in the number of particles is observed

due to the loss of the out-of-phase electrons. Therefore, the simulation

ends before the electrons reach the predefined threshold.

We suggest two simple solutions to minimise the disparity between the

results obtained using the threshold criterion and those obtained using

the growth rate criterion:

▶ Increase the simulation duration to ensure that the simulation

duration is sufficient for the electron growth to reach the predefined

threshold 𝑘×𝑁𝑒 ,0, in case of multipactor occurrence. However, this

could be time- and resource-consuming.
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[95] Pérez et al. (2009)

[99] Romanov (2011)

[100] Romanov (2011)

Figure 4.4: Cylindrical coaxial transmis-

sion line geometry of length 𝜆/2 in

the wave propagation direction. 𝜆 cor-

responds to the wavelength at the fre-

quency of operation of the transmission

line.

▶ Reduce the predefined threshold, which could increase the proba-

bility of false positive multipactor detection, particularly in mixed

wave patterns. In these cases, we observed an initial increase in

the electron population during the first few RF periods, followed

by a subsequent reduction and extinction. This phenomenon is

primarily due to the force that attracts electrons towards regions of

low electric field, known as the ponderomotive force. This effect

has also been documented in previous studies [95, 99, 100].

Therefore, to avoid false positive and cumbersome simulations’ additional

requirements, we stick to the growth rate criterion for the multipactor

decision-based algorithm searching for the lowest and highest multipactor

thresholds.

4.3 Multipactor Thresholds under Standing
Waves

High-power RF systems, such as RF plasma heating antennas, can

be subject to standing waves. Indeed, as discussed in Section 1.3.3 of

Chapter 1, the ICRH system employed on a tokamak may be intrinsically

unmatched due to the frequency-dependent matching system and the

plasma impedance variation. In such a situation, the electromagnetic

fields’ amplitude is no longer longitudinally homogeneous, and the

electric field gradient affects the electron trajectories in non-linear ways.

For these reasons, predicting multipactor is more challenging for standing

waves than travelling wave cases. Indeed, there is an interest in developing

the lowest and highest multipactor thresholds that would not be affected

by the brutal change of the reflection coefficient within the various

antennas’ components. This interest is explained by our aim of predicting

the generators’ forward powers responsible for triggering the multipactor

phenomenon in the ICRH antennas, regardless of the plasma properties

and, hence, the induced reflected wave caused by its instabilities’ events.

In the following subsections, first, we propose a methodology based on

which we extracted two criteria for providing multipactor thresholds that

remain constant regardless of the variability of the reflection coefficient

within the frequency range of the ICRH antennas. However, the developed

methodology is valid, provided the frequency is low enough for electrons’

trajectories to be less affected by the ponderomotive force. Then, we

describe how this methodology is implemented within our multipactor

decision algorithm.

4.3.1 Methodology

To develop two criteria respectively for i) the ignition and ii) extinction

of the multipactor phenomenon, regardless of the value of the reflection

coefficient, we investigate the case of a coaxial transmission line for its

simplicity. Let us consider a coaxial transmission line, for which we

suppose that the multipactor conditions are simultaneously fulfilled at

a given frequency so that the multipactor voltage thresholds 𝑉mp,lower

and 𝑉mp,upper are known, as represented in Figure 4.5. The multipactor
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region — bounded by the dashed red lines of Figure 4.5 being the lowest

(𝑉mp,lower) and highest (𝑉mp,upper) voltage multipactor thresholds — is

constant regardless the wave pattern and is dependent solely on the

frequency, and geometry’s dimensions and material.

This coaxial geometry will be subjected to different wave patterns for

identifying relevant physical quantities for the lowest and highest multi-

pactor thresholds and the multipactor location from its ignition phase to

its extinction phase. Figure 4.5 represents different voltage magnitudes

for different wave patterns as a function of the position along the wave

propagation direction 𝑧 of the coaxial geometry represented in Figure 4.4.

Three wave patterns are considered:

1. Travelling wave (TW), i.e. 𝑅 = 0 illustrated in Figure 4.5a to

Figure 4.5c. The blue horizontal line represents the constant voltage

𝑉 .

2. Mixed wave (MW) illustrated in Figure 4.5d to Figure 4.5f. The

orange curve represents the voltage pattern of a coaxial line subject

to MW with 𝑅 = 0.5, and 𝜓 = 0
◦

(The voltage standing wave

ratio quantifying the reflected power is defined as VSWR =
𝑉max

𝑉min

=

1+𝑅
1−𝑅 = 3), so that the voltage’s minimum is

𝑉(1−𝑅)√
1+𝑅2

, and the voltage

maximum is
𝑉(1+𝑅)√

1+𝑅2

.

3. Standing wave (SW) illustrated in Figure 4.5g to Figure 4.5i. The

green curve represents the voltage in a coaxial transmission line

subject to a SW with 𝑅 = 1, and 𝜓 = 0
◦

(VSWR = ∞), so that

the voltage’s minimum is zero, and the voltage’s maximum is√
2𝑉 . 𝑉 is progressively increased when going from (Figure 4.5a

to Figure 4.5c), (Figure 4.5d to Figure 4.5f), and (Figure 4.5g to

Figure 4.5i).

For the TW case, when 𝑉 < 𝑉mp,lower, no multipactor occurs. When

𝑉mp,lower ≤ 𝑉 ≤ 𝑉mp,upper, the multipactor can take place along the

coaxial, as represented in Figure 4.5a to Figure 4.5c. For the MW and SW

cases, we can observe that once the peaks of the orange and green curves

reach the value 𝑉mp,lower (respectively in Figure 4.5d and Figure 4.5g),

the multipactor can take place in the vicinity of the maximal voltages

location only. The latter reveals that multipactor ignition is controlled

by the peak voltage on the line (i.e. peak electric field), regardless of the

wave pattern, and is localised in the maximal voltage’s vicinity.

Moreover, for the MW and SW cases, once the multipactor region inter-

sects the voltage pattern seen across the line (illustrated respectively in

Figure 4.5e and Figure 4.5h), the multipactor will be triggered in the

zones where the voltage is within the multipactor region. These zones

are dotted and hatched for the MW and SW cases and correspond to the

geometry’s parts where the multipactor conditions are fulfilled simulta-

neously. The latter reveals that for both MW and SW, as the voltage 𝑉

increases, a displacement in the location of the sustained-multipactor

phenomenon is observed. Therefore, the multipactor drifts from the max-

imal voltage’s vicinity toward the minimal voltage on the line. Moreover,

one can remark that for such cases, the maximal voltage observed on the

line is no more the relevant physical quantity, in terms of location and

value, for the developed multipactor.
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Figure 4.5: Different multipactor phases

for a given coaxial transmission line ex-

periencing three different wave patterns:

a travelling waveform: (4.5a to 4.5c); a

mixed waveform: (4.5d to 4.5f); and a

standing waveform: (4.5g to 4.5i).

(a) Ignition of multipactor

along the structure.

(b) Intermediate multipactor

phase along the structure.

(c) Extinction multipactor

phase along the structure.

(d) Ignition of multipactor

phase localised at the max-

imal voltage.

(e) Intermediate multipactor

phase drifting toward the

minimal voltage region.

(f) Extinction multipactor

phase localised at the mini-

mal voltage.

(g) Ignition of multipactor

phase localised at the max-

imal voltage.

(h) Intermediate multipactor

phase drifting toward the

minimal voltage region.

(i) Theoretically there is no

multipactor extinction phase

for standing wave pattern.

[104] Sorolla et al. (2015)

[105] Chen (2016)

Theoretically, for the MW case, the multipactor extinction takes place

when the minimum voltage across the line reaches a value higher than

𝑉mp,upper, as illustrated in Figure 4.5f. Therefore, the multipactor is lo-

calised in the minimum voltage’s vicinity before extinction. Nevertheless,

there is always a null voltage across the line for the pure SW case. The lat-

ter means that, in theory, the multipactor could always be sustained close

to the voltage nodes for SW cases. It should be noted that, in reality, due

to the space charge effects [104], non-linear effects such as ponderomotive

force [105], and the surface conditioning effects (reduction of TEEY), the

multipactor is no more sustained above a certain threshold, even for the

pure SW case.

As for generic and multi-ports complex geometries, it is sometimes not

possible to define a voltage unequivocally, and as the electric field is

the gradient of the voltage (®𝑬 = −∇𝑉), these criteria are expressed as

multipactor electric field thresholds rather than voltage thresholds.

Motivated by the coaxial transmission line analysis, we expect that

the maximal multipactor electric field’s magnitude of the multipactor

susceptible zone corresponds to the ignition of the multipactor and

remains almost the same for the three wave patterns (TW, MW, or SW).
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Figure 4.6: The steps summarising the

applied methodology for the determi-

nation of the multipactor electric field

thresholds, which are constant regard-

less of the standing wave ratio, for each

defined multipactor region.

Moreover, we expect that the mean (average) multipactor electric field’s

magnitude, calculated in the multipactor susceptible zone, corresponds

to the extinction of the multipactor and remains almost the same for

the three wave patterns. The multipactor susceptible zone corresponds

to the geometry’s part where the multipactor conditions are fulfilled

simultaneously. We expect that this principle is also true when working

with complex 3D geometries.

4.3.2 Implementation

For an imported geometry into Spark-3D, the total initial incident power

on all the ports of the geometry must be equal to 1 W. If the imported

geometry has one activated port, then the software will give, as output,

the multipactor incident power(s). Otherwise, if the imported geometry

has 𝑁-activated ports, where each port 𝑖 has an initial incident power

𝑃𝑖 , 𝑖 = 1, ..., 𝑁 and such that the total initial incident power is one watt,

i.e., Σ𝑛
𝑖=1

𝑃𝑖 = 1 W; the software’s output is a scaling factor 𝐹, which, once

multiplied by each port’s incident power (𝑃𝑖), gives the ports’ incident

powers triggering multipactor in the analysed geometry. In other terms,

to obtain the multipactor electric field in the geometry, each port will have

an incident power equal to 𝑃𝑖 × 𝐹, 𝑖 = 1, ..., 𝑁 . Note that if the geometry

has two multipactor thresholds, then the output of the multipactor

decision algorithm is two scaling factors, 𝐹min and 𝐹max, for the ignition

and extinction of the multipactor, respectively. As we deal with coaxial

transmission lines having two thresholds, we stick to 𝐹min and 𝐹max.

As varying the reflection coefficient can be obtained by changing the

initial incident power on the different geometry’s ports, the scaling factors

𝐹min and 𝐹max obtained by the multipactor software will vary as well. And

therefore, for each port and each reflection coefficient, we associate an

incident multipactor power, which is not practical, especially with multi-

port geometries of variable reflection coefficients. Therefore, defining

the multipactor thresholds as multipactor electric field thresholds rather

than multipactor incident power thresholds is crucial.

The proposed methodology is implemented as illustrated in Figure 4.6.

In the first step, the electromagnetic (EM) field cartography is calculated

by an electromagnetic solver. After choosing the initial power ports’

excitation and the appropriate TEEY curve, the electromagnetic field
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Table 4.2: Comparison between the mea-

sured multipactor power thresholds and

the simulated power thresholds for a

50 Ω coaxial transmission made of cop-

per.

Freq [MHz] Lowest multipactor power [W] Highest multipactor power [W]
Measurements Simulations Measurements Simulations

100 64 55 180 161

120 74 73 414 383

140 119 117 619 681

[106] Martinez et al. (2021)

is imported into the multipactor solver. In the second step, the scaling

factor 𝐹test is iteratively changed for decision-making on the existence

of a multipactor based on the number of electrons’ evolution in time.

The output of this step is the determination of 𝐹min and 𝐹max, as well as

the multipactor susceptible zones where the multipactor conditions are

simultaneously fulfilled (detailed in the next paragraph). After that, the

excitations of the ports are scaled with the multipactor scaling factors

to generate the multipactor electromagnetic field cartography. The final

step is the multipactor criteria evaluation proposed in Section 4.3.1.

The multipactor susceptible zone is the zone of the simulated region

where multipactor takes place for the lowest and highest multipactor

thresholds and, therefore, where the multipactor conditions are fulfilled

simultaneously. The multipactor susceptible zone is determined by

analysing the statistical data generated by Spark-3D. In particular, the

average TEEY and the average impact energy for each surface mesh in

the model are interesting statistical quantities for defining the susceptible

zone. The two conditions simultaneously imposed on a surface mesh to

be considered in the multipactor susceptible zone are the following: i) the

average TEEY of the surface mesh should be greater than or equal to one.

ii) The average impact energy 𝐸𝑖 should satisfy 𝐸𝑐,1 ≤ 𝐸𝑖 ≤ 𝐸𝑐,2, where

𝐸𝑐,1 and 𝐸𝑐,2 are respectively the first and second crossover energies of

the TEEY imported data.

4.4 Coaxial Transmission Line’s Results

4.4.1 Comparison with Experimental Data

In this section, we validate the growth rate multipactor decision crite-

rion and the associated algorithms determining the lowest and highest

multipactor thresholds. This validation is done by comparing measured

multipactor power thresholds to Spark-3D-based multipactor simulation

results.

In [106], a detailed description of a multipactor test-bed facility dedicated

to cylindrical coaxial transmission lines’ multipactor measurements is

provided. The lowest and highest multipactor power thresholds for a 50 Ω

copper coaxial line and an inter-electrode separation distance 𝑑 ≈ 1.1 cm

are given in Table 4.2 at the frequencies 100 MHz, 120 MHz, and 140 MHz.

The coaxial line was subjected to a travelling wave pattern.

To accurately simulate the multipactor power thresholds, electron emis-

sion characterisation is needed. For this reason, the TEEY of an as-received

representative sample of the coaxial transmission line was measured

at normal incidence at ONERA/DPHY and is represented as a dashed

orange curve in Figure 4.2. Then, the electron population evolution

was obtained for the same geometry using Spark-3D at the three tested
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Figure 4.7: A cut-view of a cylindrical

coaxial transmission line subject to a trav-

elling wave pattern propagating in the

𝑧-direction.

frequencies. The growth rate criterion was applied to deduce the lowest

and highest multipactor power thresholds, given in Table 4.2.

A good agreement between the measured and simulated multipactor

power thresholds is evidenced. Indeed, the difference between the simu-

lation results obtained by averaging the multipactor predicted thresholds

from ten similar runs and the measured thresholds did not exceed 15 %,

validating hence the validity of the growth rate criterion and the devel-

oped algorithms scanning the scaling factors to determine the lowest and

highest multipactor thresholds.

4.4.2 Scaling Laws’ Validation

This section aims to verify the two scaling laws predicted by Woo for the

cylindrical coaxial transmission lines and developed in Section 3.8.3.1 of

Chapter 3.

The measured TEEY data for the silver-coated stainless-steel represen-

tative sample of the WEST ICRH antennas are used for the simulations

discussed here. The TEEY data curve is illustrated in blue in Figure 4.2

and is imported into Spark-3D for the electron population versus time

evolution’s evaluation. In all the simulations, the vacuum region of a 50 Ω

cylindrical coaxial transmission line is initially seeded with 2000 electrons,

and the developed algorithm relying on the electrons’ growth rate is

applied.

We note that no DC magnetic field is applied during multipactor simula-

tions. There is no reflection in the coaxial transmission line — matched

situation, where only one port of the geometry is excited. The thresholds

are given in voltage rather than power as further studies will focus on

unmatched configurations — where multi-ports are excited — for which

voltage, or equivalently electric field, is more meaningful than incident

powers on the different powered ports.

As the travelling wave pattern is studied, the length of the cylindrical

coaxial transmission line in the wave propagation direction does not

affect the multipactor results. The latter is explained by the constant

voltage along the propagation direction since there is no electric field

variation in the axial direction — being the 𝑧-direction in our case. An

illustration of the travelling wave pattern is given in Figure 4.7.

Figure 4.8 represents the lowest and highest multipactor thresholds

versus the 𝑓 × 𝑑 product. Each multipactor threshold is expressed

as the maximal voltage seen on the line. For these simulations, the

frequency is varied between 10 MHz and 150 MHz for a 50 Ω coaxial

transmission line of two different separation distances. The black dotted

curve corresponds to the voltage multipactor thresholds and error bars

for a coaxial transmission line of separation distance 𝑑 = 2 cm. The orange

dashed curve corresponds to the average voltage multipactor thresholds

and the error bars for a coaxial transmission having a separation distance

𝑑 of 4 cm. Each marker, being one multipactor threshold, results from

ten consecutive simulations to avoid possible minor statistical errors —

seen as error bars on the figure.
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Figure 4.8: Simulated susceptibility data

for a cylindrical coaxial transmission line

of characteristic impedance 𝑍0 = 50 Ω

subjected to a travelling wave pattern,

and inter-electrode distance 𝑑 = 4 cm (or-

ange) and 𝑑 = 2 cm (black), while vary-

ing the frequency in the range [10 − 150]
MHz. The plots are obtained for the

TEEY curve of the silver-coated mate-

rial in Figure 4.2 (blue curve), using the

multipactor prediction algorithm based

on the growth rate applied on the time-

particle evolution results of Spark-3D.

[64] Woo (1970)

[72] Woo (1968)

Figure 4.9: ( 𝑓 𝑑)𝑝 fitting for the multi-

pactor voltage thresholds of the 50 Ω

coaxial transmission line of 𝑑 = 2 cm.

The black markers are from Figure 4.8.

In blue, the fitting of the highest multi-

pactor voltage thresholds. In orange and

green the fitting of the lowest multipactor

thresholds.

[64] Woo (1970)

Inside the region bordered by the multipactor threshold points, the

multipactor is triggered for this geometry. On the contrary, outside of it,

no multipactor can take place.

The results — obtained for the multipactor prediction algorithm based

on the rate of growth of electrons — have a shape similar to the ones

found by Woo. Nevertheless, the multipactor thresholds obtained by

numerical simulations are not quantitatively comparable to the measured

multipactor thresholds, given in [64, 72]. Indeed, their measured multi-

pactor thresholds are those of a copper coaxial of undetermined TEEY,

whereas our simulations correspond to a silver-coated coaxial. Only the

global shape of the multipactor thresholds versus the 𝑓 × 𝑑 product is

comparable.

Furthermore, it can be observed that varying the inter-electrode separa-

tion distance 𝑑 while keeping the 𝑓 × 𝑑 product constant does not affect

the predicted multipactor thresholds. Indeed, the lowest and highest

multipactor thresholds for 𝑑 = 2 cm overlap with those for 𝑑 = 4 cm. The

latter validates that two coaxial cables of different dimensions and fixed

characteristic impedance exhibit the same multipactor thresholds at a

fixed 𝑓 × 𝑑 product.

Now, we want to confirm the dependence stated by Woo and further

authors: for the highest multipactor voltage thresholds, the dependence

law is ( 𝑓 𝑑)2, whereas, for the lowest multipactor voltage thresholds, the

law is proportional to ( 𝑓 𝑑)𝑝 , where 𝑝 is a fitting parameter, ranging

between 1 and 2, and determined for each multipactor mode. For that,

we fitted with a power law ( 𝑓 𝑑)𝑝 the multipactor voltage thresholds for

the results corresponding to 𝑑 = 2 cm, and 𝑑 = 4 cm. The data are fitted

separately for the highest multipactor voltage thresholds, and for each

mode of the lowest multipactor voltage thresholds — the passage to

higher multipactor order is indicated by a discontinuity in the curve,

as observed by Woo [64]. The results are illustrated in Figure 4.9 and

Figure 4.10, from which we can conclude that the fitting parameter 𝑝
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Figure 4.11: In orange and black, the sim-

ulated susceptibility data were obtained

by varying the frequency, and fixing the

separation distance 𝑑. The curve in blue

corresponds to the simulated suscepti-

bility data when the separation distance

𝑑 is varied in the range [0.4 − 3] cm, and

the frequency is fixed to 100 MHz. Plots

are obtained for the TEEY curve, of the

silver-coated sample (Figure 4.2), for a

coaxial transmission line of characteristic

impedance 𝑍0 = 50 Ω.

Figure 4.10: ( 𝑓 𝑑)𝑝 fitting for the mul-

tipactor voltage thresholds of the 50 Ω

coaxial transmission line of 𝑑 = 4 cm.

The orange markers are from Figure 4.8.

In green, the fitting of the highest multi-

pactor voltage thresholds. In black and

blue the fitting of the lowest multipactor

thresholds.

[64] Woo (1970)

ranges between 1 and 2, for all the voltage multipactor thresholds.

According to the second scaling law proposed by Woo [64], for a coaxial

transmission line of fixed characteristic impedance, the multipactor

thresholds should be the same for a given 𝑓 × 𝑑, independently of the

choice of the frequency and the inter-electrode distance. To prove that this

is indeed the case for the simulated multipactor thresholds independently

of the scanned parameter ( 𝑓 or 𝑑), the maximum multipactor voltage

thresholds obtained for a 50 Ω coaxial transmission line of variable

separation distance 𝑑 and operating at a fixed frequency of 100 MHz, are

represented in blue in Figure 4.11 (the orange and black data points of

Figure 4.8 are re-plotted here for comparison purpose). The results show

that, in the 𝑓 × 𝑑 product range [20 − 600] MHz · cm, the multipactor

voltage thresholds for the 50 Ω coaxial of fixed distance 𝑑 and variable

frequency are in good correspondence with the multipactor voltage

thresholds obtained for a 50 Ω coaxial of variable distance and fixed

frequency.

4.4.3 Conditioning Effect on Multipactor Thresholds

In this section, we investigate the effect of the WEST-relevant conditioning

phase on the multipactor voltage thresholds for a coaxial transmission

line geometry of characteristic impedance 50 Ω, and 30 Ω. The operational

conditioning effects are studied by carrying out simulations using two

extreme TEEY measurements’ curves represented in Figure 4.12: before

impacting the surface with an electron beam — non-conditioned, and

after an impact with a cumulative electron dose of 2338 µC mm
−2

—

fully-conditioned. The considered TEEY measurements are those of a

silver-coated stainless-steel sample representative of the WEST ICRH

antennas — discussed in Section 2.4.3 of Chapter 2. We recall that the
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Figure 4.13: The blue (respectively or-

ange) plots are the simulated suscep-

tibility voltage multipactor data for a

coaxial transmission line of characteristic

impedance 𝑍0 = 50 Ω (respectively 𝑍0 =

30 Ω), and inter-electrode distance 𝑑 = 4

cm (respectively 𝑑 = 4.5 cm), while vary-

ing the frequency in the range [10 − 150]
MHz. Plots are obtained for the TEEY

curves represented in Figure 4.12, corre-

sponding to the non-conditioned case, and

the fully-conditioned case, after impacting

the sample with a cumulative electron

dose of 2338 µC mm
−2

.

Figure 4.12: TEEY measurements for a

baked WEST ICRH representative silver-

coated sample, maintained at 70 °C. In

red, the TEEY data are measured be-

fore any conditioning treatment; and in

black, the TEEY data are measured after

a full conditioning treatment of the sur-

face (with a cumulative electron dose of

2338 µC mm
−2

).

[93] Somersalo et al. (1998)

sample was, first, baked at 200 °C for three days and then maintained at

a temperature of 70 °C during TEEY measurements.

In Figure 4.13, the simulated lowest and highest maximal multipactor

voltage thresholds and the error bars, evaluated from 3 consecutive runs,

for a matched coaxial transmission line of characteristic impedance 50 Ω

and a separation distance 𝑑 of 4 cm, are plotted in blue. Similarly, the

simulated multipactor voltage thresholds and the error bars for a coaxial

transmission line of characteristic impedance 30 Ω and a separation

distance 𝑑 of 4.5 cm are plotted in orange. The maximum multipactor

voltages are plotted as a function of the 𝑓 × 𝑑 product, for the TEEY

curves corresponding to the non-conditioned and the fully-conditioned
measurements, are represented in Figure 4.13 in plain and dashed lines

respectively. The frequency is scanned in the range [20 − 150] MHz. It

is found that the conditioning both increases the lowest multipactor

thresholds and decreases the highest multipactor thresholds. The latter

decreases the overall region area where the multipactor is expected to

be triggered in the coaxial transmission line. Moreover, the conditioning

suppresses the multipactor occurrence at low 𝑓 × 𝑑 products, as shown

in Figure 4.13. These effects could be explained by the increase in the first

crossover energy and the decrease in the maximum TEEY values.

Owing to the ICRH high voltage operational conditions, the multipactor

region should be bypassed by achieving an RF rise time less than the

multipactor rise time. This jump in the RF voltage is known as "multipactor

push-through," as the multipactor is not sustained in the antenna since

there is no sufficient time for it to be developed. Therefore, reducing the

multipactor region affects the reduction of the efforts needed to achieve

the push-through.
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Figure 4.14: The lowest and highest mul-

tipactor scaling factor 𝐹min and 𝐹max; ob-

tained by Spark-3D for the three wave

patterns: travelling wave (TW), mixed

wave (MW), and standing wave (SW) rep-

resented in plain purple, dotted black,

and dashed red respectively. The green

crosses and blue circles correspond to

the scaling laws proposed by Somersalo
et al. [93] respectively for the MW case

and the SW case.

Figure 4.15: The relevant physical quan-

tity for the multipactor’s ignition which

is the maximum electric field’s magni-

tude evaluated in the multipactor suscep-

tible zone of the coaxial line, when the

initial ports’ excitation are scaled by the

multipactor scaling factor 𝐹min. The low-

est multipactor electric field thresholds

are evaluated for the three wave patterns

travelling wave (TW), mixed wave (MW),

and standing wave (SW) and are repre-

sented in plain purple, dotted black, and

dashed red respectively.

4.4.4 MW and SW Results

First, we want to look at the scaling factors given by the Spark-3D

software for a 50 Ω coaxial transmission line to check its variability with

the reflection coefficient, i.e., its dependence on the ports’ excitation.

Figure 4.14 represents the lowest and highest scaling factors 𝐹min and

𝐹max obtained for the different wave patterns: TW (plain violet curve),

MW (black dotted curve), and SW (dashed red curve) in the frequency

range [25 − 1500] MHz.

Moreover, the scaling laws of [93], mentioned in Section 3.8.3.2 of
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Figure 4.16: The relevant physical quan-

tity for the multipactor’s extinction

which is the mean electric field’s mag-

nitude evaluated in the multipactor sus-

ceptible zone of the coaxial line, when

the initial ports’ excitation are scaled by

the multipactor scaling factor 𝐹max. The

highest multipactor electric field thresh-

olds are evaluated for the three wave pat-

terns travelling wave (TW), mixed wave

(MW), and standing wave (SW) and are

represented in plain purple, dotted black,

and dashed red respectively.

[93] Somersalo et al. (1998)

[95] Pérez et al. (2009)

Chapter 3, for the MW and the SW cases as a function of the multipactor

input power obtained for a TW case are represented respectively in blue

circles and green crosses. The scaling laws are proposed for the lowest

multipactor thresholds.

The first dashed-dotted grey vertical line represents the threshold

(700 MHz · cm) suggested by Pérez et al. [95]. In this manuscript, above

this threshold, we found that the ponderomotive force affects only the

highest multipactor thresholds’ results. Moreover, we found a second

threshold at 1200 MHz · cm, higher than the first one, above which the

non-linear force affects the lowest multipactor thresholds’ results. The

latter is motivated by observing that the multipactor initiates near the

maximal electric field corresponding to a null ponderomotive force’s

magnitude. As the multipactor threshold increases, a displacement to-

ward the electric field’s node is observed, correlated with an increase in

the ponderomotive force — details are given in Appendix A. Therefore,

intuitively, the effect of the ponderomotive force should be observed first

for the highest and then the lowest multipactor thresholds.

Figure 4.14 shows that the scaling factors 𝐹min and 𝐹max, corresponding

to the ignition and extinction of multipactor, vary with the variability of

the reflection coefficient. In addition to that, we remark that: i) below the

second threshold (1200 MHz · cm), the 𝐹min for the MW and SW cases

(the lowest branch respectively for the black dotted curve, and the dashed

red curve), show a good agreement with the proposed scaling laws by

Somersalo et al. [93] (respectively the green crosses, and the blue circles).

i) Above the second threshold, the proposed laws are no longer in good

agreement with their corresponding simulated scaling factors. The latter

is explained by the ponderomotive force’s effect.

Second, the methodology explained in Section 4.3.1 is applied for the three

wave patterns to prove that, below a certain frequency, the developed
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Figure 4.17: Top Figure — Electric field

representation (corresponding to the

colour map on the left) for a standing

wave propagating in the coaxial transmis-

sion line. Middle (Bottom) Figure — Mul-

tipactor susceptible zone located near the

maximal (minimal) electric field for the

lowest (highest) multipactor threshold.

The colour map of the susceptible zones

is represented on the right side.

[93] Somersalo et al. (1998)

multipactor electric field criteria are constant regardless of the variability

of the reflection coefficient.

The relevant physical quantity for the ignition (respectively extinction)

of multipactor, corresponding to the lowest (respectively highest) scaling

factor 𝐹min (respectively 𝐹max), for the TW, MW, and SW is represented in

Figure 4.15 (respectively Figure 4.16). As suggested in Section 4.3.1, this

criterion is the maximum (respectively mean) electric field’s magnitude

evaluated in the multipactor susceptible zone after scaling the ports’

excitation by 𝐹min (respectively 𝐹max).

Below 700 MHz · cm (respectively 1200 MHz · cm), the results show that

the obtained highest (respectively lowest) multipactor electric field thresh-

olds are constant for the different tested reflection coefficients, proving

that the proposed methodology is valid below 700 MHz · cm. Conse-

quently, the ponderomotive force does not affect the electrons’ dynamics

below 700 MHz · cm.

Nevertheless, the non-linearity effect of the ponderomotive force is more

pronounced above 700 MHz · cm for the highest multipactor thresholds

as we remark that the multipactor electric field responsible for the

extinction of multipactor in the SW case is smaller than that of the TW

case, as the extinction takes place easier when there is a significant force

pushing the electrons toward the nodes of a null electric field. Moreover,

above 1200 MHz · cm, it affects the lowest multipactor thresholds, where

we notice that the multipactor electric field responsible for the ignition

of multipactor in the SW case is higher than that of the TW case, as more

power is needed to trigger multipactor since the ponderomotive force is

attracting the electrons toward the electric field nodes without having

enough energy to maintain a multipactor in the nodes’ vicinity.

Our results agree with Pérez et al. [95], except for having two non-

linearity-triggering thresholds for the highest, then the lowest multipactor

thresholds. The non-linearity-triggering 𝑓 × 𝑑 product for the highest

multipactor thresholds is lower than that of the lowest ones.

It should be noted that the results of Figure 4.15 and Figure 4.16 cannot

be quantitatively compared as they refer to different quantities evaluated

in different susceptible zones.
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Below 4000 MHz · cm, the multipactor’s susceptible zone, for the lowest

(respectively highest) multipactor thresholds, is in the vicinity of the

maximal (respectively minimal) electric field on the line as expected for

the coaxial transmission line as represented in Figure 4.17.

Figure 4.18: Top Figure — Electric field

representation (corresponding to the

colour map on the left) for a standing

wave (SW) propagating in the coaxial

transmission line, for an 𝑓 × 𝑑 product

above 4000 MHz · cm. Middle (Bottom)

Figure — Multipactor susceptible zone

located near the minimal electric field for

the lowest (highest) multipactor thresh-

old. The colour map of the susceptible

zones is represented on the right side.

Nevertheless, above 4000 MHz · cm, the ponderomotive force in the axial

direction outperforms that in the radial direction over a wide range

of the coaxial — as the distance between the maximum of the electric

field and its node is reduced — so that the electrons are pushed to

the direction of the electric field node before initiating any multipactor

process. Subsequently, the ignition and extinction of the multipactor are

in the electric field’s nodes’ vicinity, as illustrated in Figure 4.18. The

latter could explain the low difference between the lowest and highest

multipactor scaling factors — where the lowest scaling factor tends to

overlap with the highest scaling factor triggering the multipactor in the

geometry — for the 𝑓 × 𝑑 products of 4000 MHz · cm and 6000 MHz · cm

seen in Figure 4.14.

4.5 Chapter Summary and Perspectives

In this chapter, we proposed a multipactor detection algorithm to deter-

mine the lowest and highest multipactor voltage thresholds bounding

the range of voltages where the multipactor is triggered in any coaxial

transmission line. We compared the multipactor power thresholds ob-

tained by our decision-making algorithm to the multipactor measured

experimental results obtained for a 50 Ω coaxial line made of copper.

In addition, we validated the scaling laws proposed for this type of

geometry. Moreover, we studied the effect of the TEEY properties’ vari-

ations resulting from the conditioning on the multipactor thresholds.

In particular, we used two different TEEY curves for the representative

material of the ICRH antennas: before conditioning the sample and after

conditioning it with a cumulative electron dose of 2338 µC mm
−2

. We

showed that the baking and the dose-effect reduce the 𝑓 × 𝑑 product

range over which the multipactor is triggered inside the geometry and

reduce the multipactor’s zone for each 𝑓 × 𝑑 product.

On the other hand, to account for the standing wave patterns, we proposed

two multipactor electric field-based criteria for the ignition and extinction

of multipactor regardless of the wave patterns, i.e. reflection coefficients.

We found that regardless of the ports’ number and excitation, the lowest

multipactor threshold depends on the maximum electric field, and the

highest multipactor threshold depends on the mean electric field. The

proposed criteria were validated for a 50 Ω coaxial transmission line below

700 MHz · cm. The obtained results agree with the proposed scaling laws

of previous findings for the lowest multipactor voltage thresholds and

the sustainability of the multipactor near the nodes of the SW pattern

before its extinction.

In the following chapter, we will apply the methodologies for the multi-

pactor analysis of complex structures such as the ion cyclotron resonance

heating (ICRH) antennas of the experimental tokamak WEST, operating

in the frequency range [46 − 65] MHz which are subject to standing

waves.
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When you learn, learn with a mind that

desires to nourish its knowledge, & not a

mind that merely desires to pass it a long...

For many are the conveyors, but rare are the

nourishers.

Ali Ibn Abi Taleb

In this chapter, we describe the generic methodology applied to determine

the generators’ forward powers triggering multipactor in the various

components of the WEST ICRH antennas (Section 5.1). Then, we evaluate

the multipactor electric field thresholds in the RF structures of the

WEST ICRH antennas (Section 5.2) and the generators’ forward powers

responsible for triggering multipactor in one ICRH antenna during

its RF conditioning phase (Section 5.3) and during the WEST ICRH

system’s operation during plasma scenarios (Section 5.4). The last part

is dedicated to the multipactor analysis of a complex double-branch

resonator (Section 5.5).

5.1 Methodology Description

During the WEST ICRH antennas’ operation, the operator has to make

the following decisions:

▶ Choosing the number of active antennas;

▶ Choosing the frequency at which each operating antenna is matched,

i.e., at which the circuit is resonant;

▶ Choosing the forward power of each activated generator;

▶ Tuning the capacitors of the antenna(s) — or each side of the antenna

— at its (their) frequency(ies) of interest. Two main situations are

found: i) the capacitors are tuned to match the antenna — or one

antenna side — and are called tuned capacitors. ii) The capacitance

of each capacitor is set to 120 pF — highest capacitance value —

and they are called detuned capacitors, as the antenna (or antenna

side) is no more resonant.

During RF conditioning, the ICRH operators control the total forward

power per antenna side and the phase shift between the sides of one
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Figure 5.1: Illustration of the main three

steps used to solve the problem for a

given frequency. The blue lines corre-

spond to the multipactor electric field

thresholds, the black lines correspond

to the excited electric fields, and the red

lines correspond to the resultant gener-

ators’ forward powers triggering multi-

pactor inside the geometry.

antenna, usually in dipole mode with 180°. During plasma operations,

power and phase are controlled by the plasma control system in real

time.

During plasma operations, when an antenna is powered, both sides are

powered, and the four capacitors of the antenna are tuned to make it

resonant at the frequency of interest. In contrast, we are interested in

powering only one side of an antenna during its RF conditioning phase,

where matching the capacitors amounts to tuning the two capacitors of

the side.

In this chapter, our goal is to i) determine the generators’ forward powers

and capacitor states that can trigger multipactor inside the different sides

and components of the antennas at each frequency of interest; ii) deduce

the best strategies to reduce or avoid multipactor in different operational

scenarios. In this case, the operator could choose the setup parameters

— generators’ forward powers and capacitors’ state — avoiding the

multipactor causing operational problems.

To achieve our goals, we divided the problem’s analysis into three main

parts, illustrated schematically in Figure 5.1 for a given frequency:

1. Determining the electric fields responsible for triggering multi-

pactor inside the different components of the antenna (blue lines

in Figure 5.1). The multipactor electric fields are determined ac-

cording to our methodology, detailed in Chapter 4. We applied it

to the main components of the WEST ICRH antennas: T-junction,

impedance transformer, and the RF feed-through in the frequency

range [46 − 65] MHz. These thresholds are called the multipactor
electric fields thresholds and are determined while considering the

measured ICRH-relevant operational material secondary emission

properties.

2. Solving for the electric field in the antenna sections, using a full-

wave and a circuit solver (ANSYS Electronics). The latter accounts

self-consistently for the generator powers, the capacitor states, and

the coupling between both sides (between antennas) for vacuum

(plasma conditions). Thus, this step leads to the determination of

the excited electric fields in all components of the antenna (black lines

in Figure 5.1).
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Figure 5.2: Left — The design of the

T-junction, where in red the inner con-

ductor is represented, in blue the vac-

uum volume, and in dashed black the

outer conductor. Right — The cut view

representation of each of the T-junction

multipactor regions. The T-junction is

divided into three different multipactor

regions: (1) — Region A, (2) — Region B,

and (3) — Region C.

Figure 5.3: Top — The design of the

impedance transformer, where in red

the inner conductor is represented, in

blue the vacuum volume, and in dashed

black the outer conductor. Bottom — The

cut view representation of each of the

impedance transformer multipactor re-

gions. The impedance transformer is di-

vided into four different multipactor re-

gions: (1) — Section 1, (2) — Transition 1,

(3) — Section 2, and (4) — Transition 2.

Figure 5.4: TEEY measurements for a

baked WEST ICRH representative silver-

coated sample, maintained at 70 °C. In

red, the TEEY data are measured be-

fore any conditioning treatment; and in

black, the TEEY data are measured after

a full conditioning treatment of the sur-

face (with a cumulative electron dose of

2338 µC mm
−2

).

3. Comparing the multipactor electric fields thresholds to the excited
electric fields. It leads to the determination of the forward generators’

powers — lower and upper thresholds, triggering multipactor

inside the different components of the antenna (red points in

Figure 5.1).

In the following section, we elaborate on the first step in detail.

5.2 Multipactor Electric Fields Thresholds’
Determination

To accurately determine the multipactor thresholds in the T-junction,

impedance transformer, and RF feed-through components, which are

complex 3D geometries, we have split each into separate multipactor

analysis regions. The multipactor regions are chosen such that the

electromagnetic fields and/or the geometry are as much as possible

homogeneous.

The WEST ICRH antennas are resonant antennas and, hence, are subject

to standing wave patterns. In standing wave conditions, it is relevant

to determine the multipactor thresholds in terms of the electric fields,

following the methodology detailed in Chapter 4. For each of the defined

regions, we have determined two multipactor electric field thresholds:

the lowest multipactor electric field threshold, responsible for the ignition of

the multipactor regime in the region, and the highest multipactor electric
field threshold above which the multipactor extinguishes in the region.

5.2.1 T-junction and Impedance Transformer

The geometry of the T-junction (represented in Figure 5.2) is divided

into three regions: Region A being close to a parallel-plates-like geometry,

Region B a coaxial geometry of elliptical cross-section and Region C being

the two regions connected to the capacitors, joined by a parallel-plates-like

geometry. The geometry of the impedance transformer (represented in

Figure 5.3) is split into four regions: two circular coaxial transmission lines

regions of characteristic impedance 5.5 Ω (Section 1) and 17.4 Ω (Section
2), and two complex tapered transition geometries called Transition 1 and

Transition 2.

For these two components, the multipactor thresholds are evaluated

for two TEEY curves corresponding to the non-conditioned and the fully-
conditioned measurements — two extreme cases for the material properties

under relevant WEST ICRH operational conditions, represented in Fig-

ure 5.4.

Figure 5.5 and Figure 5.6 represent, for each tested TEEY, the lowest and

highest multipactor electric field thresholds for the multipactor analysis

regions of the T-junction and impedance transformer respectively. The

DC magnetic field of the tokamak WEST is not accounted for. The results

correspond to the average of various reflection coefficients — different

ports’ excitation. Indeed, we have found that our methodology is valid

in the frequency range of the ICRH antennas. The maximal electric

field (respectively average) evaluated in the multipactor susceptible zone
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Figure 5.5: The multipactor electric field

thresholds for the three multipactor anal-

ysis regions of the T-junction: Region A,

Region B, and Region C represented in

blue, orange, and green respectively. The

lowest and highest multipactor electric

field thresholds are determined for the

non-conditioned (plain lines) and fully-
conditioned (dotted lines) TEEY curves.

The DC magnetic field is not accounted

for.

Figure 5.6: The multipactor electric field

thresholds for the four multipactor anal-

ysis regions of the impedance trans-

former: Section 1, Section 2, Transition 1,

and Transition 2 represented in blue, or-

ange, green, and red respectively. The

lowest and highest multipactor electric

field thresholds are determined for the

non-conditioned (plain lines) and fully-
conditioned (dotted lines) TEEY curves.

The DC magnetic field is not accounted

for.

1: Region A of the T-junction and Section
2 of the impedance transformer are not

analysed in detail. Indeed, Region A is a

parallel-plates-like geometry with a uni-

form electric field. And Section 2 is a cylin-

drical coaxial transmission line subject to

a standing wave pattern. Therefore, once

the multipactor conditions are fulfilled,

the multipactor ignition (respectively ex-

tinction) is in the vicinity of the high

(respectively low) electric field zone.

is a relevant criterion for the lowest (respectively highest) multipactor

threshold, remaining constant regardless of the variability of the reflection

coefficient.

The figures show that, for the T-junction, Region A — only in the frequency

range [64 − 65] MHz — and Region C of the T-junction are prone to

multipactor for the non-conditioned TEEY case. In contrast, only the Region
C is prone to multipactor when using the fully-conditioned TEEY case.

For the impedance transformer, the regions Section 2 and Transition 2 are

problematic when using the non-conditioned TEEY, and only the Transition
2 remains problematic when it comes to the fully-conditioned TEEY.

Furthermore, we can remark that for 3D complex geometries, the con-

ditioning effect on the multipactor electric field thresholds is the same

as observed for a cylindrical coaxial transmission line in Chapter 4. In

particular, a reduction in the multipactor electric field range is observed

when the surface is conditioned: i) the lowest multipactor electric field
threshold is higher for the fully-conditioned case than that for the non-
conditioned case. ii) The highest multipactor electric field threshold is lower

for the fully-conditioned case, than that for the non-conditioned case.

Now, we are interested in investigating the multipactor susceptible zones

for the non-conditioned and fully-conditioned TEEY data in two of the

multipactor analysis regions
1
. In particular:

▶ Region C of the T-junction. Figure 5.7 illustrates the various mul-

tipactor susceptible zones for the lowest and highest multipactor

thresholds of each tested TEEY data curve, in the WEST ICRH
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Figure 5.7: (1) (respectively (2)) — The

multipactor susceptible zone correspond-

ing to the lowest (respectively highest)

multipactor threshold when the non-
conditioned TEEY is used. This zone re-

mains the same in the frequency range

[46 − 65] MHz. (3) (respectively (4)) —

The multipactor susceptible zone cor-

responding to the lowest (respectively

highest) multipactor threshold when the

fully-conditioned TEEY is used. This zone

remains the same in the frequency range

[46 − 65] MHz.

2: This could be explained by the in-

crease of the first crossover energy and

the reduction of the maximum TEEY.

frequency range [46 − 65] MHz. For the non-conditioned case, we

remark that the ignition of multipactor takes place in the vicinity of

the maximal electric field zone — the coaxial-like zones connected

to the capacitors of the antenna —, while its extinction is near the

minimal — the parallel-plates-like geometry — electric field zone

(Sub-figures (1) and (2)). For the fully-conditioned case, the multi-

pactor conditions are no more satisfied
2

near the coaxial zone of

the region. Therefore, the ignition and extinction of the multipactor

take place near the parallel-plates-like zone (Sub-figures (3) and

(4)).

▶ Transition 2 of the impedance transformer. Figure 5.8 illustrates the

various multipactor susceptible zones for the lowest and highest

multipactor thresholds of each tested TEEY data curve in the

WEST ICRH frequency range [46 − 65] MHz. The discontinuity in

the plain red curve representing the lowest multipactor electric

fields thresholds for the non-conditioned TEEY data observed in

Figure 5.6 is explained herein. As Transition 2 is made of two

different inter-electrode separation distances 𝑑1 (𝑑1 = 19.5 mm) and

𝑑2 (𝑑2 = 37.8 mm) — 𝑑1 < 𝑑2, we found that in the frequency range

[46 − 54] MHz the 𝑓 × 𝑑1 product is too small for the multipactor

occurrence and the multipactor ignition and extinction take place

near the 𝑑2 zone for the non-conditioned case (Sub-figures (1) and (2)).

However, in the frequency range [55 − 65] MHz the 𝑓 × 𝑑1 product

was sufficient for sustaining multipactor, and the multipactor

ignition is near the 𝑑1 zone, while its extinction is near the 𝑑2

zone for the non-conditioned case (Sub-figures (3) and (4)). For the

fully-conditioned case, the multipactor conditions are not fulfilled in

the 𝑑1 zone, and the multipactor ignition and extinction are in the

vicinity of the 𝑑2 zone (Sub-figures (5) and (6)).

Therefore, it is worth mentioning that the lowest and highest multipactor

electric field thresholds of Figure 5.5 and Figure 5.6 cannot be quantita-

tively compared as they refer to different quantities evaluated in different

susceptible zones.
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Figure 5.8: (1) (respectively (2)) — The

multipactor susceptible zone correspond-

ing to the lowest (respectively highest)

multipactor threshold when the non-
conditioned TEEY is used. This zone re-

mains the same in the frequency range

[46 − 54] MHz. (3) (respectively (4)) —

The multipactor susceptible zone cor-

responding to the lowest (respectively

highest) multipactor threshold when the

non-conditioned TEEY is used. This zone

remains the same in the frequency range

[55 − 65] MHz. (5) (respectively (6)) —

The multipactor susceptible zone cor-

responding to the lowest (respectively

highest) multipactor threshold when the

fully-conditioned TEEY is used. This zone

remains the same in the frequency range

[46 − 65] MHz.

Figure 5.9: Left — The design of the RF

feed-through, where in red the alumina

ceramic is represented, in grey the inner

conductor, and in black the outer conduc-

tor. Right — The cut view representation

of each of the RF feed-through multi-

pactor regions. The RF feed-through is

divided into two different multipactor re-

gions: (1) — Pre-Window of silver-coated

stainless steel material, (2) — Window of

multi-material structure (alumina and

silver-coated stainless steel).

Figure 5.10: In blue, the TEEY data for an

as-received alumina sample (measured

at ONERA/DPHY). In orange, the TEEY

data for a conditioned alumina sample.

The conditioned TEEY data are extracted

from (Bira (2021)).

5.2.2 RF feed-through

The geometry of the RF feed-through, illustrated in Figure 5.9, is split into

two regions: a conical silver-coated transmission line region (Pre-Window)

and a multi-material region composed of a silver-coated conductor and

the alumina ceramic (Window). The analysis has shown that the Pre-
Window region is not prone to multipactor for the non-conditioned and

the fully-conditioned TEEY data curves of a silver-coated stainless steel

representative sample of the ICRH antenna (red and black curves of

Figure 5.4).

As the Window region is a multi-material region, we determined the

multipactor electric field thresholds using the Spark-3D software while as-

signing a single TEEY data curve at a time for all the surfaces constituting

the region:

1. The non-conditioned TEEY data of a WEST representative silver-

coated stainless steel sample — red curve of Figure 5.4.

2. The fully-conditioned TEEY data of a WEST representative silver-

coated stainless steel sample — black curve of Figure 5.4.

3. An as-received alumina’s TEEY data — blue curve of Figure 5.10.

4. A conditioned TEEY data of an alumina sample — orange curve of

Figure 5.10.

The multipactor simulations have shown that when the TEEY data curves

(2) and (4) are assigned to the surfaces, no multipactor is triggered.

Therefore, only the results of (1) and (3) are represented in blue and

orange, respectively, on Figure 5.11.

In Figure 5.11, the Spark-3D results show that the as-received alumina

TEEY assignment (3) triggers multipactor over the WEST ICRH fre-

quency range, while the non-conditioned silver TEEY assignment (1)

triggers multipactor for frequencies above 60 MHz. The same surface

material assignments are tested at 55 MHz using Ansys-HFSS and have

shown different results. In particular, (1) shows the presence of multi-

pactor (bold blue markers), and (3) shows a wider range of multipactor

than the Spark-3D case (bold orange markers). The difference between

Spark-3D and Ansys-HFSS results could be attributed to the particle

tracking implementation and the difference in the electron emission

distribution function. Nevertheless, it is not possible to conclude on the
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Figure 5.11: The multipactor electric

field thresholds for the Window multi-

pactor analysis region of the RF feed-

through: The blue (respectively orange)

plain lines correspond to the lowest and

highest multipactor electric field thresh-

olds obtained by Spark-3D when the non-
conditioned TEEY corresponding to the

silver-coated WEST ICRH representative

sample (respectively the TEEY of an as-

received alumina sample) is assigned.

The bold blue (respectively orange) mark-

ers correspond to the lowest and highest

multipactor electric field thresholds ob-

tained by Ansys-HFSS at 55 MHz for the

same TEEY assignment of Spark-3D.

Figure 5.12: The multipactor electric field

thresholds for the Window multipactor

analysis region of the RF feed-through

using multi-material TEEY data. For the

plain blue lines the non-conditioned silver

and the as-received alumina are used

and for the dotted blue lines the fully-
conditioned silver and the conditioned

alumina are assigned to the region’s sur-

faces.

out-performance of one over the other since there are no benchmark data

for comparison.

Moreover, we conducted multi-material simulations using Ansys-HFSS

where we assigned first the non-conditioned silver data (red curve of

Figure 5.4) along with the as-received alumina TEEY data (blue curve

of Figure 5.10), and then the fully-conditioned silver data (black curve

of Figure 5.4) with the conditioned alumina data (orange curve of

Figure 5.10). The multipactor electric field thresholds for the first and

second cases are shown respectively as plain and dotted blue lines in

Figure 5.12. For the conditioned silver and alumina data, there is no

multipactor in the region, and the multipactor electric field thresholds

are null.

It should be noted that we used the multipactor electric fields obtained
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[34] Hillairet et al. (2021)

by Ansys-HFSS for the determination of the generators’ forward powers

triggering multipactor in the RF feed-through of the ICRH antennas.

Moreover, the lowest and highest multipactor electric field thresholds

are not quantitatively compared as they refer to different quantities.

5.3 Multipactor during WEST ICRH RF
Conditioning

During the RF conditioning step — introduced in Section 1.4.3 of Chapter 1,

pressure rises are measured inside the antenna by the vacuum gauges

connected to the rear of each impedance transformer. In addition, visible

light, RF sub-harmonics, and reflected power are observed [34]. We expect

that the multipactor is responsible for some of these observations.

During this RF conditioning phase, there is no plasma in the vacuum ves-

sel, and we will assume that no toroidal magnetic DC field is present. As

the antennas face vacuum-loading, they have a very low coupling under

these conditions, and only a very small fraction of the generators’ power

is coupled into the vacuum vessel. The forward power of the generators

during this phase is, in practice, limited to the range [5 − 20] kW per

antenna side, and applied during 20 ms maximum, to avoid exceeding

the voltage and current limits of the variable capacitors.

During the first phase of the antenna’s RF conditioning, one antenna

side is energised at a time while the other generator remains off. Once

the nominal voltage across the capacitors (28 kV) is reached, the same

process is repeated for the other side. Once both sides are conditioned

independently on short pulses, then both sides are powered in dipole

configuration. Once achieving 28 kV on both sides of the antenna on

short pulses, the duration of the RF pulse is progressively increased,

up to 5 s. As the cross-talk between the two sides of one ICRH antenna

can also trigger the multipactor into the non-energised side, we should

determine the multipactor-triggering conditions and the locations where

the multipactor is initiated on both powered and non-powered sides of

one antenna.

During its RF vacuum conditioning phase, operators of the ICRH an-

tennas control, for a given frequency, the RF power of the generators

feeding one or both sides of the antenna and the four internal variable

capacitors. The three antennas are identical, and the coupling between

the antennas is negligible when facing the vacuum. The latter means we

can neglect the coupling between antennas during the RF conditioning

phase. Nevertheless, the coupling between the sides of one antenna

remains significant. Therefore, we studied three operational cases for one

ICRH antenna:

Case 1: The generators of both sides of the antenna are on, and the

capacitors of both sides are tuned. The antenna is operated in

dipole — with a 180° phase difference between both sides.

Case 2: The generator of one side of the antenna (right or left) is on, the

generator of the other side is off, and capacitors of both sides are

tuned.
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Figure 5.13: Circuit model of one ICRH

antenna, during its RF conditioning

phase, where both sides of the antenna

are modelled to take into account the RF

coupling. Each side of the antenna is com-

posed of (1) — one generator that could

be in one of two possible states (on or off),

(2) — one RF ceramic feed-through win-

dow, (3) — one impedance transformer,

(4) — one T-junction, (5) — two variable

capacitors. Both sides of the ICRH an-

tenna are connected through (6) — one

front face. The operator of the antenna

could only configure the RF frequency,

powers and phases of the generators and

the values of the capacitors.

[107] Hillairet (2020)

Case 3: The generator of one side of the antenna is on, and that of the

other is off. The capacitors of the powered generator are tuned,

while the capacitors of the off-mode side are detuned.

We apply our methodology described in Section 5.1 for each operational

case. In particular, for the first step of it, we use the results given in

Section 5.2. The second and third steps are elaborated in the following

subsections.

5.3.1 Determination of the Antenna Electric Fields

The circuit model of one ICRH antenna during its RF conditioning is

represented in Figure 5.13. In this circuit model, all the components

(T-junction, impedance transformer, and RF feed-through) of the left
and right sides of the antenna are taken into consideration using their

full-wave models in ANSYS Circuit, except for the capacitors that are

modelled using an equivalent lumped circuit determined from a fitting

of a full-wave model [107]. The series resistor is set to zero (respectively

infinity) when a generator is on (respectively off) and the shunt resistor

to infinity (respectively zero). The latter is done to mimic the operational

situation while accurately modelling the forward impedance seen from

the RF window’s side when the generator is off.

At a particular frequency of interest, and for each side: i) generator

state is chosen —- on or off, and the forward power(s) of the on-mode

generator(s) is (are) set. ii) Capacitors’ state is chosen — tuned or detuned
along with the capacitance values for the tuned side(s). Then, solving the

self-consistent simulation leads to the determination of the excited electric
fields in each multipactor region of the T-junction, impedance transformer,

and RF feed-through components. The excited electric fields are evaluated

in two susceptible zones: the susceptible zone corresponding to the lowest
multipactor electric field threshold, and the one corresponding to the highest
multipactor electric field threshold, as obtained in Section 5.2.
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Figure 5.14: The generators’ forward

powers, as a function of the ICRH fre-

quency range, responsible for triggering

the multipactor in its corresponding an-

tenna side (the figure of the left (respec-

tively right) corresponds to the results

of the left (respectively right) side of the

antenna). The red (respectively black)

curves correspond to the minimal and

maximal forward powers triggering mul-

tipactor in one antenna side for the non-
conditioned (respectively fully-conditioned)

TEEY cases represented in red (respec-

tively black) in Figure 5.4. The dashed

grey band corresponds to the nominal

RF conditioning operational powers.

Figure 5.15: Left (respectively Right) —

In solid lines, the generators’ forward

powers, as a function of the ICRH fre-

quency range, responsible for triggering

multipactor in the multipactor-prone re-

gions (Region A and Region C) of the

T-junction for the left (respectively right)
side of the antenna. The solid lines are

the results for the non-conditioned TEEY

case. In dashed lines, the generator’s for-

ward powers, as a function of the ICRH

frequency range, responsible for trigger-

ing multipactor in the multipactor-prone

region (Region C) of the T-junction for

the left (respectively right) side of the an-

tenna. The dashed lines are the results for

the fully-conditioned TEEY case. Region A
is not prone to multipactor for the fully-
conditioned TEEY case (The blue dashed

line is zero-valued and is not visible in

the logarithmic scale.).

5.3.2 Multipactor-Triggering Generators’ Forward
Powers

In this section, multipactor regions are bounded by the lower and upper

generators’ forward powers triggering multipactor on each antenna side

as a function of the antenna frequency range. Red curves represent the

results of the non-conditioned TEEY for the left and the right sides of the

antenna. Black curves represent the results of the fully-conditioned TEEY.

The nominal generator forward power range during RF conditioning is

represented as a grey band.

We note that, when examining the generators’ forward powers triggering

multipactor in various regions, such as the T-junction, impedance trans-

former, and RF feed-through, the zero-valued multipactor electric field
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Figure 5.16: Left (respectively Right) —

In solid lines, the generators’ forward

powers, as a function of the ICRH fre-

quency range, responsible for triggering

multipactor in the multipactor-prone re-

gions (Section 2 and Transition 2) of the

impedance transformer for the left (right)
side of the antenna. The solid lines are the

results for the non-conditioned TEEY data

curve. In dashed lines, the generator’s for-

ward powers, as a function of the ICRH

frequency range, responsible for trigger-

ing multipactor in the multipactor-prone

region (Transition 2) of the impedance

transformer for the left (respectively right)
side of the antenna. The dashed lines are

the results for the fully-conditioned TEEY

data curve. Section 2 is not prone to multi-

pactor for the fully-conditioned TEEY case

(The blue dashed line is zero-valued and

is not visible in the logarithmic scale.).

thresholds shown in Figure 5.5, Figure 5.6, and Figure 5.12 will not be

visible. This is because we will represent the generators’ forward powers

triggering multipactor on a logarithmic scale for readability.

5.3.2.1 Results — Case 1

In this first case, both generators are powered with the same forward

power, and both capacitors’ sides are tuned. Because of the antenna

symmetry and vacuum loading (isotropic), it is expected to obtain similar

multipactor power thresholds on both sides. The thresholds illustrated

in Figure 5.14 confirm this expectation as, for both TEEY cases, left
generator’s forward powers triggering multipactor on its side are the

same as for the right side.

Surface conditioning reduces the generators’ forward power multipactor

thresholds, as for the multipactor electric field thresholds in Section 5.2.

In particular, it tends to increase the lower generators’ forward power

thresholds and decrease the upper generators’ ones, thus reducing the

multipactor domain.

The regions where multipactor takes place are deduced by looking at

the generators’ forward powers responsible for triggering multipactor

in each component. The T-junction’s, impedance transformer’s, and RF

feed-through’s different multipactor regions, corresponding to the right
and left sides of the antenna, are represented in Figure 5.15, Figure 5.16,

and Figure 5.17 respectively. The solid lines correspond to the results

for the non-conditioned case (red curve of Figure 5.4), while the dashed

lines correspond to the fully-conditioned case (black curve of Figure 5.4).

Results of the left side of the antenna are identical to those of the right
side. In addition, the multipactor zone is reduced within the Region C of

the T-junction and the Transition 2 of the impedance transformer for the

fully-conditioned case.
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Figure 5.17: Left (respectively Right) —

In solid lines, the generators’ forward

powers, as a function of the ICRH fre-

quency range, responsible for triggering

multipactor in the multipactor-prone re-

gion (Window of the RF feed-through)

for the left (respectively right) side of the

antenna. The solid lines are the results

for the non-conditioned TEEY data curve.

Window is not prone to multipactor for

the fully-conditioned TEEY case (The blue

dashed line is zero-valued and is not vis-

ible in the logarithmic scale.).

Figure 5.18: The right-side generator’s

forward powers, as a function of the

ICRH frequency range, responsible for

triggering the multipactor in the differ-

ent antenna sides (the figure of the left

(respectively right) corresponds to the re-

sults of the left (respectively right) side of

the antenna). The red (respectively black)

curves correspond to the minimal and

maximal forward powers of the on-mode

generator, triggering multipactor in one

antenna side for the non-conditioned (re-

spectively fully-conditioned) TEEY data

curve represented in red (respectively

black) in Figure 5.4. The dashed grey

band corresponds to the nominal RF con-

ditioning operational powers.

5.3.2.2 Results — Case 2

In the second case, only the generator of the right side is energised. Hence,

multipactor-triggering powers correspond to the right side generator’s

forward powers. In other terms, we are interested in determining the

forward powers for the right generator triggering multipactor in both

the powered side (right) and the non-powered side (left), the latter being

caused by the cross-talk between antenna sides.

Figure 5.18 represents the minimal and maximal forward powers, trig-

gering multipactor in the left and the right sides of the RF-conditioned

antenna, for the non-conditioned TEEY in red, and the fully-conditioned
TEEY in black. This figure reveals that, in the RF-conditioning nominal

power range and within the ICRH frequency range, leaving the off-mode

side’s capacitors tuned leads to the trigger of multipactor in both sides of
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Figure 5.19: Left (respectively Right)

— In solid lines, the on-mode genera-

tor’s forward powers, as a function of

the ICRH frequency range, responsible

for triggering the multipactor in the

multipactor-prone regions (Region A and

Region C) of the T-junction for the left
(respectively right) side of the antenna.

The solid lines are the results for the non-
conditioned TEEY data curve. In dashed

lines, the on-mode generator’s forward

powers, as a function of the ICRH fre-

quency range, responsible for trigger-

ing multipactor in the multipactor-prone

region (Region C) of the T-junction for

the left (right) side of the antenna. The

dashed lines are the results for the fully-
conditioned TEEY data curve. Region A
is not prone to multipactor for the fully-
conditioned TEEY case (The blue dashed

line is zero-valued and is not visible in

the logarithmic scale.).

Figure 5.20: Left (respectively Right)

— In solid lines, the on-mode gener-

ator’s forward powers, as a function

of the ICRH frequency range, respon-

sible for triggering the multipactor in

the multipactor-prone regions (Section
2 and Transition 2) of the impedance

transformer for the left (respectively right)
side of the antenna. The solid lines are

the results for the non-conditioned TEEY

data curve. In dashed lines, the on-mode

generator’s forward powers, as a func-

tion of the ICRH frequency range, re-

sponsible for triggering multipactor in

the multipactor-prone region (Transition
2) of the impedance transformer for

the left (right) side of the antenna. The

dashed lines are the results for the fully-
conditioned TEEY data curve. Section 2
is not prone to multipactor for the fully-
conditioned TEEY case (The blue dashed

line is zero-valued and is not visible in

the logarithmic scale.).

Figure 5.21: Left (respectively Right)

— In solid lines, the on-mode genera-

tor’s forward powers, as a function of

the ICRH frequency range, responsible

for triggering the multipactor in the

multipactor-prone region (Window of the

RF feed-through) for the left (respectively

right) side of the antenna. The solid lines

are the results for the non-conditioned
TEEY data curve. Window is not prone

to multipactor for the fully-conditioned
TEEY case (The blue dashed line is zero-

valued and is not visible in the logarith-

mic scale.).
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Figure 5.22: CASE DESCRIPTION. Same

caption as Figure 5.18 but for Case 3. The

non-visible lines have values higher than

the maximum value readable on the 𝑦-

axis coordinate.

Figure 5.23: CASE DESCRIPTION. Same

caption as Figure 5.19 but for Case 3.

the antenna, for the non-conditioned TEEY measurements. Nevertheless,

the probability of triggering the multipactor on the non-powered side is

reduced when the surface of the antenna is fully conditioned.

Therefore, the very remarkable similarity between Case 1 and Case 2,

especially for the non-conditioned TEEY curve, is explained by the state

of the capacitors. In particular, for the TEEY measurements before any

conditioning, the multipactor-triggering generator’s powers for the T-

junction of the right (on) and left (off) sides of the antenna (represented

in Figure 5.19) are very comparable even though one of the sides is not

even powered. When the capacitors of the off-mode side are tuned, the

power is coupled to the off-mode side and is responsible for triggering

the multipactor in the T-junction, the nearest component to the front

face, due to the sides’ cross-talk. Nevertheless, this is not the case for the

impedance transformer and the RF feed-through, as shown in Figure 5.20
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Figure 5.24: CASE DESCRIPTION. Same

caption as Figure 5.20 but for Case 3.

Figure 5.25: CASE DESCRIPTION. Same

caption as Figure 5.21 but for Case 3.

and Figure 5.21 respectively. At a given frequency, the forward power

needed to trigger the multipactor inside the impedance transformer of

the off-mode side (left) is higher than for the on-mode side (right) as the

impedance transformer and the RF feed-through are farther from the

capacitors than the T-junction.

5.3.2.3 Results — Case 3

In this last case, the capacitors of the off-mode (left) side are detuned while

the capacitors of the on-mode (right) side are tuned. On-mode generator’s

forward powers, responsible for triggering multipactor, are illustrated

in Figure 5.22. This figure shows that, for the non-conditioned case, in

the nominal power range for RF-conditioning, and within the frequency

range [46 − 63] MHz, multipactor can be triggered only in the on-mode

side and not the off-mode side. Nevertheless, within [63 − 65] MHz,

multipactor can still be triggered inside the components of both sides

of the antenna. Moreover, for the fully-conditioned case, within the ICRH
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frequency range, the multipactor is only triggered on the on-mode side,

while the off-mode side is not prone to multipactor.

The differences between Figure 5.22 and Figure 5.18 are attributed to the

capacitors’ states of the off-mode side, which are respectively detuned,

and tuned. This result reveals the necessity of having detuned capacitors

to avoid or reduce multipactor on the non-powered side. This conclusion

is particularly relevant to operation, as safety interlocks do not depend

on the off-mode side during RF conditioning on a single side.

For Case 3, the forward powers needed to trigger multipactor inside

the T-junction, impedance transformer, and RF feed-through (shown in

Figure 5.23, Figure 5.24, and Figure 5.25) of the non-powered side are

higher than those seen in Case 2, as the cross-talk to the off-mode side is

reduced when the capacitors are detuned.

5.3.3 Conclusion on the Results

The results indicate the best strategy for the RF operators to follow to

minimise risks associated with multipactor during the RF conditioning

phase. The latter is to detune the capacitors of the off-mode side of the

ICRH antenna when only one side is active. In addition, the TEEY’s re-

duction associated with the surface conditioning reduces the multipactor

power domain or even totally suppresses it. The latter could be related

to the experimental observation of the pressure rise level decrease after

many RF conditioning shots.

5.4 Multipactor during WEST ICRH Plasma
Scenarios

In this section, we want to investigate the multipactor’s responsibility for

the pressure rise measured in the non-powered ICRH antennas when

only one antenna is powered — detailed in Section 1.5 of Chapter 1.

In such scenarios, the antennas facing plasma have a high coupling

depending on the plasma properties, and a noticeable fraction of the

generators’ power is coupled to the plasma. The forward generators’

power during plasma scenarios is within the [100 kW − 1.5 MW] range

per antenna side, and applied during a few seconds. During plasma

scenarios, when an ICRH antenna is powered, both sides are powered —

with the same power — in dipole configuration.

During plasma operation, operators of the ICRH antenna system control,

for a given frequency, the RF power of the generators feeding both sides

and the four internal variable capacitors of all three ICRH antennas. We

studied the following two operational cases:

Case 1: One ICRH antenna is on — the generators of both sides are

powered — and the four capacitors are tuned at 55 MHz. The

antenna is operated in dipole — with a 180° phase difference

between both sides. The remaining two antennas are off, and

their capacitors are tuned at 55 MHz.
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Figure 5.26: Circuit model of the three

WEST ICRH antennas facing plasma,

where both sides of each antenna are

modelled. The WEST representative

plasma scenario is represented by a

(12 × 12) S-matrix to take into account

the RF coupling between the ICRH an-

tennas.

Case 2: One ICRH antenna is on — the generators of both sides are

powered — and the four capacitors are tuned at 55 MHz. The

antenna is operated in dipole — with a 180° phase difference

between both sides. The remaining two antennas are off, and

their capacitors are detuned.

5.4.1 Determination of the Antennas Electric Fields

The circuit model of three ICRH antennas during plasma scenarios is

represented in Figure 5.26. Similarly to Section 5.3.1, each antenna side’s

components are modelled. Moreover, an S-matrix representative of a

WEST plasma scenario is obtained by a full wave model of the WEST torus

with the three ICRH front faces. Therefore, this matrix is of dimension

(12 × 12) as each antenna front face is a four-port passive component.

As in Section 5.3.1, at the frequency of interest the operators choose

i) the generators’ state of each antenna and the forward power of the

on-mode generators — the same power is applied for the left and right
side generators, and ii) the four capacitors’ state of each ICRH antenna

— tuned at a given frequency (could be different from the frequency of

the on-mode generators) or detuned. Then, solving self-consistently the
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Figure 5.27: The forward powers of one

generator triggering the multipactor in

the T-junction, impedance transformer

and RF feed-through of each antenna

𝑄1, 𝑄2, and 𝑄4. The blue (respectively

black) vertical lines correspond to the for-

ward powers triggering multipactor in

the components of the left (respectively

right) side of each antenna. The grey

hatched region corresponds to the nomi-

nal operational power range of one pow-

ered generator. The results correspond

to Case 1.

3: The forward power of the generator

of one side of the powered antenna.

simulation leads to the determination of the excited electric fields in all the

WEST ICRH antennas.

5.4.2 Multipactor-Triggering Generators’ Forward
Powers

In this section, we determine for each component of each antenna side

the lower and upper one side generator forward powers triggering the

multipactor at the frequency of 55 MHz.

5.4.2.1 Results — Case 1

In this first case, both generators of the antenna 𝑄1 are powered with the

same forward power, and the four capacitors are tuned for the antenna to

resonate at 55 MHz. 𝑄2 and 𝑄4 are non-powered with their capacitors

tuned at 55 MHz.

First, we considered the non-conditioned TEEY data curve (red curve of

Figure 5.4) of the silver-coated components and the as-received TEEY

data curve of the alumina ceramic (blue curve of Figure 5.10). The results

are illustrated in Figure 5.27 where we represented the range of forward

generator’s power
3

triggering the multipactor in each antenna component

— T-junction, impedance transformer and the RF feed-through. The blue

(respectively black) vertical lines correspond to the forward powers trig-

gering multipactor in the components of the left (respectively right) side

of each antenna. The grey hatched region corresponds to the operational

nominal power range of one powered generator [100 kW − 1.5 MW].

It is seen that within the operational range of one generator of WEST

ICRH antennas, the multipactor is triggered in all the components of the

non-powered antennas (𝑄2 and 𝑄4) except for the T-junction and RF feed-

through of the left side of the 𝑄2 antenna as the electric field observed in

their multipactor regions, within the [100 kW − 1.5 MW] power range,

is not enough for the multipactor to be triggered in these components.
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Figure 5.28: The electric field cartogra-

phy in the various components of the

three WEST ICRH antennas. Only 𝑄1 is

powered with a forward power of 1 MW

per antenna side. The components where

the multipactor is triggered are indicated

with red arrows.

4: The reduction of the multipactor

range when the capacitors are detuned

was also observed in the RF conditioning

phase of one ICRH antenna.

The latter could be attributed to the anisotropic characteristics of the

non-symmetrical S-matrix of the simulated plasma.

As an illustrative example, Figure 5.28 represents the electric field car-

tography in the WEST ICRH antennas for a forward power of 1 MW for

both generators of the antenna 𝑄1. In this figure, the red arrows refer to

the components where the multipactor is triggered.

Second, we considered the fully-conditioned TEEY data curve (black curve

of Figure 5.4) of the silver-coated components and the conditioned TEEY

data curve of the alumina ceramic (orange curve of Figure 5.10). The

results are illustrated in Figure 5.29. There is no forward power range for

which the multipactor is triggered in the RF feed-through component

since there is no multipactor in this component for the conditioned TEEY

data.

Figure 5.29 shows that the conditioning reduces the multipactor range in

the various components of the WEST ICRH antennas and that within the

[100 kW − 1.5 MW] forward power range, there is almost no multipactor-

trigger in the non-powered antennas when compared to the results of

Figure 5.27 except for the impedance transformer of 𝑄4 when the forward

power is approximately equal to 1.5 MW.

5.4.2.2 Results — Case 2

In this second case, both generators of the antenna 𝑄1 are powered

with the same forward power, and the four capacitors are tuned for the

antenna to resonate at 55 MHz. 𝑄2 and 𝑄4 are non-powered with their

capacitors detuned. The results corresponding to the non-conditioned

TEEY data curves are represented in Figure 5.30. The latter shows that,

due to the capacitors detuning
4
, there is almost no multipactor-trigger in

the non-powered antennas when compared to the results of Figure 5.27
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Figure 5.29: Same caption as Figure 5.27

but for fully-conditioned TEEY data for

silver-coated and alumina surfaces.

[108] Bernard et al. (2011)

except for the impedance transformer of the 𝑄4’s left side when the

forward power is approximately equal to 1.5 MW. The multipactor is

completely non-triggered when the conditioned TEEY data are used.

5.4.3 Conclusion on the Results

The results indicate that when only one antenna of the WEST ICRH system

is powered, while the remaining two are off, the multipactor is triggered

in the various components — T-junction, impedance transformer, and RF

feed-through — of the non-powered antennas due to the inter-antennas

coupling. The latter indicates that the multipactor-trigger could be the

internal pressure rise’s cause, which was observed experimentally in

the non-powered antennas. Furthermore, the results show that the

multipactor range is reduced when the surfaces are conditioned, and

the capacitors of the off-mode antennas are detuned. The latter finding

was evidenced during the RF conditioning phase and under plasma

operation.

5.5 Multipactor on TITAN’s Resonator

TITAN [108] is a test-bed facility devoted to ion cyclotron resonance

heating (ICRH) sub-assembly testing, built at CEA-Cadarache in France.

Within this test-bed facility, the under-test component is connected to a

high-power RF generator, delivering up to 2 MW in the frequency range

46 to 65 MHz. An RF resonator was used to reach relevant RF performance

in vacuum, i.e., a voltage in the order of a few tens of kilo-volts and current

in the range of thousands of amperes. This resonator was made of two

coaxial transmission lines fed with a T-junction. One of these branches

is connected to the device under test, followed by a variable-matching

short circuit. The other one is also connected to a variable-matching short

circuit. For a given generator’s frequency, the matching point is achieved

by optimising the electric lengths of the coaxial transmission lines, being
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Figure 5.30: Same caption as Figure 5.27

but for Case 2.

[31] Hillairet et al. (2015)

[6] Graves et al. (2006)

the two variable-matching components. This resonator operated at levels

up to (50 kV - 3 kA) to mimic the operating voltage and current of the

devices under test (for a single frequency) [31]. The resonator is fed by an

RF generator with a 30 Ω coaxial transmission line. As an under-vacuum

device, it is therefore prone to multipactor.

The main specificity of the double-branch resonator is its operation with a

high standing waves ratio (SWR). The benefit of the resonators’ operation

under standing waves is that we can achieve high voltages or currents at

specific target locations within the resonator branches with relatively low

input power. Nevertheless, the remaining components of the resonator

are subject to low voltages or currents.

In TITAN, RF components are tested at high voltage (or current) densities

in ranges possibly above the highest multipactor thresholds. Therefore,

in practice, the multipactor power bands of the different parts of the

resonator are bypassed during operation. However, it requires ramping

up the RF power sufficiently fast to minimise the time spent in the

multipactor regions to avoid multipactor to develop and detune the RF

system [6]. Therefore, it is necessary to determine the lowest and the

highest multipactor thresholds for all the resonator’s parts.

5.5.1 TITAN’s Resonator Description

The resonator is a 3-port passive RF geometry, constituted of two coaxial

branches as illustrated in Figure 5.31. Port 1 is the input port of the

geometry and is connected to the RF generator. Port 2 and Port 3 are

connected to two short circuits of variable lengths and resistance, adjusted

for a standing wave pattern to be created. On the left side of Figure 5.31, the

inner (bottom figure) and outer (top figure) conductors of the resonating

loop are shown. Different colours refer to various materials: green for

silver-coated conductors, light red for copper-coated conductors, and

violet for stainless steel conductors.
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Figure 5.31: Left — Resonator inner (bot-

tom) and outer (top) conductors mate-

rials. Green refers to silver, light red to

copper, and light violet to stainless steel.

The numbers refer to the different multi-

pactor sections. The underlined red sec-

tions’ number refer to the sections that

are found to be prone to multipactor.

Right — The resonator’s electric field

plot, where the ports’ excitation corre-

sponds to the one obtained from the cir-

cuit analysis, leading to a standing wave

with a minimised reflected power on the

RF generator port (Port 1).

Figure 5.33: The resonator circuit used

to minimise the reflected power back to

Port 1 at the frequency of interest, while

the other two ports are short-circuited

to create a standing wave pattern. The

variable parameters are 𝑑𝐷𝑈𝑇 and 𝑑𝐶𝐸𝐴
being the physical length of the variable

coaxial terminations.

Figure 5.32: The TEEY data for a silver-

coated, copper and stainless steel sam-

ples.

The total electron emission yields (TEEY) used for the different materials

are measured at ONERA/DPHY and are given in Figure 5.32. As Spark-

3D’s version only supports a single TEEY, the sections having multiple

TEEY will be analysed for each TEEY, composing the section separately.

Herein, the resonator’s frequency of interest is 63 MHz. Therefore, to

minimise the reflected power back to the RF generator (𝑆11 parameter

at Port 1) at the frequency of interest, the physical length of the two

variable-matching coaxial transmission lines connected to Port 2 and

Port 3 is optimised. To do so, we use ANSYS Electronics as shown in

Figure 5.33, where two resistors are added to Port 2 and Port 3 to model

the connected resistive shorts. Once the lengths minimising the reflected

power at Port 1 are determined, the electric field pattern in the resonator

is similar to the plot on the right of Figure 5.31, where it is seen that the

wave is a standing wave consisting of a resultant from an incident and

reflected waves.

To perform multipactor analysis for such configurations, we create

numerous multipactor sections of homogeneous geometry and/or electric

field. For the resonator, 19 sections are chosen, whose location of each is

indicated with numbered arrows in Figure 5.31. Details on each section’s

type and material are given in Table 5.1.

5.5.2 Multipactor Resonator Results

The methodology developed in Chapter 4 is applied to find the maximal

(respectively mean) multipactor electric field evaluated in the susceptible
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Figure 5.34: The relevant physical quan-

tities for the multipactor’s ignition and

extinction when the initial ports’ excita-

tion are scaled by the multipactor scal-

ing factor 𝐹𝑚𝑖𝑛 and 𝐹𝑚𝑎𝑥 . The horizontal

lines are the physical quantities obtained

for a TW in coaxial transmission lines of

different characteristic impedance. Silver

material sections are considered.

region corresponding to the ignition (respectively extinction) of multi-

pactor in each resonator’s section. The analysis is performed for each

material type separately. The sections having the same geometries and

materials but different electric fields (as illustrated in Figure 5.31) are

comparable. Moreover, the coaxial transmission lines’ sections’ results

are compared to the reference TW case results.

Figure 5.34, Figure 5.35 and Figure 5.36 represent respectively the

lowest and highest multipactor electric field thresholds obtained by

our methodology for the silver, copper, and stainless steel material

sections. Each point of the figures is the averaged result obtained by three

simulations run.

As represented in Figure 5.34, the silver-coated tapered geometries S9

and S12 are not prone to multipactor (red markers). The lowest and

highest multipactor electric field thresholds of 50 Ω coaxial transmission

line geometries S8 and S13 (orange markers) are within at most 15 % of

the ones obtained for the same geometry subject to TW (orange plain

and dashed horizontal lines). The same is observed for the 30 Ω coaxial

transmission line S19 (green). The electric field thresholds of S10 and S11

are represented as bold green markers since the geometries are not typical

30 Ω coaxial transmission lines, yet their thresholds are comparable to

the ones of a typical 30 Ω coaxial transmission line.

Similarly as illustrated in Figure 5.35, the copper-coated tapered geome-

tries (S1, S3, S7, S12, S14, and S18) are not prone to multipactor. The lowest

and highest multipactor electric field thresholds for the 18.74 Ω (S2), 30 Ω

(S4, S6, S15, and S17), and 50 Ω (S8 and S13) coaxial transmission lines are

at most within 15 % of the multipactor thresholds obtained for the same

geometry subject to a TW pattern. The outer conductor bellows 30 Ω (S5

and S16) are not prone to multipactor (bold green markers).

The same conclusion is applied to the stainless steel 30 Ω coaxial trans-
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Table 5.1: The different multipactor-

analysis sections of the resonator struc-

ture. The type of the geometry, section’s

name, inner and outer conductors sur-

face material, and the in-plane vacuum

illustration are given.

Geometry Section(s)
Inner
con-

ductor

Outer
con-

ductor

Vacuum
Illustration

∼18.74 Ω coaxial

geometry

S2 Copper Copper

50 Ω coaxial

geometry

S8 & S13 Silver Copper

30 Ω coaxial

S4, S6 & S15 Copper Copper

S17 Copper Inox

geometry

S19 Silver Silver

Tee-junction 30 Ω

coaxial geometry

S10 Silver Silver

Bend 30 Ω coaxial

geometry

S11 Silver Silver

Helical (bellows)

30 Ω coaxial

geometry

S5 & S16 Copper Copper

Tapered geometry

S7 Copper Copper

S12 Silver Copper

(50 Ω - 30 Ω) S9 Silver Silver

S14 Copper Copper

Tapered geometry

S1 Copper Copper

(30 Ω - ∼18.74 Ω) S3 Copper Copper

Tapered geometry

(30 Ω - 26 Ω)

S18 Copper Inox

mission line (S17) as shown in Figure 5.36. It was found that the stainless

steel material tapered geometry S18 is prone to multipactor, and its

multipactor thresholds are determined.

It should be noted that the lowest and highest multipactor electric

field thresholds of Figure 5.34, Figure 5.35, and Figure 5.36 cannot be
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Figure 5.35: Same caption as Figure 5.34.

Copper material sections are considered.

Figure 5.36: Same caption as Figure 5.34.

Stainless Steel material sections are con-

sidered.

quantitatively compared as they refer to different quantities evaluated in

different susceptible zones.

These results show that our methodology is also valid for the resonator’s

complex structure operating at 63 MHz as the multipactor of the sections

having the same geometries are almost similar regardless of the wave

pattern. Once the multipactor conditions are met for the analysed sections,

the ignition (respectively extinction) of the multipactor is in the vicinity

of the high (respectively low) electric field magnitude seen on the section.

The sections that are prone to multipactor are marked with underlined

red numbers in Figure 5.31.
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5.6 Chapter Summary and Perspectives

In this chapter, we detailed the methodology used to determine the

generator’s forward power range triggering the multipactor in the vari-

ous components of one ICRH antenna during its RF conditioning phase

in three different operational cases. Moreover, we applied the same

methodology to determine the generator’s forward power range trig-

gering multipactor in the WEST ICRH system during plasma scenarios

when only one antenna is powered, where we have seen that the pressure

rise could be attributed to the multipactor triggered in the non-powered

antennas. Consequently, we showed that detuning the capacitors and

conditioning the surfaces reduce the multipactor range in all operational

cases — under vacuum and facing a plasma. We should note that the

multipactor electric field thresholds of the ICRH antennas’ complex

components are determined without accounting for the existence of a

DC magnetic field responsible for altering the trajectories of the electrons

when analysing the multipactor occurrence.
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Settle for nothing but the stars, if you vent-

ure for a noble aim. — Whether a great or a

trifling death, the bitter cup tastes the same.

Al-Mutanabbi — Arabic Poetry

The goal is to estimate the pressure rise caused by the multipactor

avalanche whenever it takes place in the ICRH antennas’ system of WEST.

The estimated pressure rise will be compared to that observed during

the experimental campaign on the tokamak WEST.

We start by formulating the pressure rise problem (Section 6.1), and then

we estimate the pressure rise caused by the multipactor phenomenon

(Section 6.2). Later, the experimental pressure rise observations are

summarised (Section 6.3) to conclude with a comparison between the

evaluated pressure rise caused by the multipactor and the experimental

observations (Section 6.4).

6.1 Problem Formulation

6.1.1 Formulation 1 — Steady State Assumption

We assume that the steady state is reached when a pressure rise is

observed on an ICRH antenna since the time needed for the pressure

to rise on the system is much greater than the rebounding time of the

desorbed particles. Indeed, in such a case, it is possible to establish a

balance equation between the rate of desorption and the rate of pumping

— Rate of desorption = Rate of pumping, resulting in a constant pressure of

the desorbed molecules in the system — comparable to the one observed

experimentally.

Consequently, the molecular desorption balance equation is given by

+𝑅 − 𝜙 · 𝑆𝑝 = 0 (6.1)

where
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▶ 𝑅 is the surfaces’ molecular desorbed rate (caused by multipactor)

expressed in [(#molecules) /s].
▶ 𝜙 is the pump-impinging molecular flux defined as the number of

molecules crossing a surface-unit during a time-unit, and expressed

in

[
(#molecules) /

(
m

2
s

) ]
.

▶ 𝑆𝑝 is the pumping effective surface

[
m

2

]
, depending on the pump

system design.

Therefore, we have to evaluate 𝑅 — using the multipactor simulation

results — and 𝜙.

6.1.1.1 Pump-impinging molecular flux evaluation 𝜙

Knowing that the molecular distribution is spatially uniform and non-

uniform in the velocity space, the molecular flux can be expressed as —

details about the formula’s derivation could be found in Appendix B:

𝜙 =
1

4

𝑛⟨𝑣⟩ (6.2)

where, 𝑛 is the molecular volume density and ⟨𝑣⟩ is the gas molecules’

mean speed.

We assume we are dealing with a rarified gas to evaluate the molecular

volume density. Consequently, the thermodynamics properties are gov-

erned by the ideal gas state equation: 𝑝𝑉 = 𝑁𝑘𝐵𝑇, where 𝑝 is the gas

pressure, 𝑉 is the gas volume, 𝑁 is the total number of molecules, 𝑘𝐵 is

the Boltzmann constant, and 𝑇 is the gas temperature. The molecular

volume density is then

𝑛 =
𝑁

𝑉
=

𝑝

𝑘𝐵𝑇
. (6.3)

The mean speed of gas molecules ⟨𝑣⟩ is calculated by the Maxwell–Boltzmann

distribution and is given by

⟨𝑣⟩ =
√

8𝑘𝐵𝑇

𝜋𝑚
(6.4)

where 𝑚 is the mass of the desorbed molecules.

Putting Equations (6.3) and (6.4) in Equation (6.2), we obtain

𝜙 = 𝑝

√
1

2𝜋𝑚𝑘𝐵𝑇
. (6.5)

6.1.1.2 Surfaces’ molecular desorbed rate 𝑅

In Chapter 2, we simulated the RF surface conditioning phase of the WEST

ICRH antennas by an in-situ electron bombardment for a representative

sample of the antenna surfaces. Moreover, we monitored the constituent

elements of the components’ surface using XPS. Therefore, we relied

on these data and related them to the multipactor simulation results to

estimate the molecular desorbed rate 𝑅.

We stick to the carbon-based molecular desorbed rate evaluation, as the

carbon atom is one of the chemical atoms detected by XPS. Furthermore,
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as in general, the volatile molecules are the most desorbed molecules

during electron beam bombardment, we consider only the methane-

desorbed molecules.

The evaluation of 𝑅, relying on the XPS experimental data and the multi-

pactor simulations, results from six steps summarised in the following:

1. Exploitation of the XPS data obtained after each in-situ condition-

ing phase to calculate the percentage of desorbed carbon atoms

per electron dose. The evaluated quantity is denoted 𝑚𝐶 and is

expressed in

[
%Carbon/

(
C m

−2

) ]
.

2. Evaluation of the electron dose caused by the multipactor discharge.

The latter is denoted 𝑑 and is expressed in

[
C m

−2

]
. The multipactor

electron dose quantity is evaluated from the Spark-3D statistical

data, giving the average multipactor electrons’ impact density 𝑖

expressed in

[
e/m

2

]
. 𝑑 is related to 𝑖 through the elementary elec-

tron’s charge |𝑞 | = 1.6 × 10
−19

C, where 𝑑 = 𝑖 × 𝑞.

3. Evaluation of the desorbed carbon atoms’ percentage caused by

multipactor, obtained by multiplying the percentage of desorbed

carbon atoms per electron dose 𝑚𝐶 by the electron dose caused

by the multipactor 𝑑. The quantity is denoted 𝑝𝐶 = 𝑚𝐶 × 𝑑 and is

expressed in [%Carbon].

4. Calculation of the number of carbon #Carbon𝑆𝑀𝑃
present on the

surface contributing to the multipactor avalanche. The surface

contributing in multipactor is evaluated from Spark-3D, and is

denoted as 𝑆𝑀𝑃

[
m

−2

]
.

5. Calculation of the number of desorbed carbon due to multipactor:

#desorbed(Carbon)𝑆𝑀𝑃
= #Carbon𝑆𝑀𝑃

× 𝑝𝐶 .

6. Evaluation of the molecular desorbed rate:

𝑅 =
#desorbed(Carbon)𝑆𝑀𝑃

𝑡

where 𝑡 is the time needed for the desorption to take place that we

will consider equal to the multipactor simulation time — the time

for the multipactor discharge to be sustained.

Now that the pump-impinging molecular flux 𝜙 and the molecular

desorbed rate 𝑅 are evaluated, we get back to the balance equation and

express the pressure rise (in [Pa]) caused by multipactor by the following

𝑝 =
𝑅
√

2𝜋𝑚𝑘𝐵𝑇

𝑆𝑝
. (6.6)

A representative example of the pressure rise estimation in the WEST

ICRH antennas is presented in Section 6.2.
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Figure 6.1: The percentage of desorbed

carbon per cumulative electron dose re-

ceived by the WEST ICRH representative

sample.

6.1.2 Formulation 2 — Transient State Assumption

We suppose that the steady state assumption does not hold. Therefore,

the pressure and the number of molecules are time-dependent. In this

case, the molecular desorption flow equation is given by:

+𝑅(𝑡) − 𝑝(𝑡) 1√
2𝜋𝑚𝑘𝐵𝑇

𝑆𝑝 =
𝑑𝑁(𝑡)
𝑑𝑡

(6.7)

As the thermodynamic properties are governed by the ideal gas state

equation 𝑝(𝑡)𝑉 = 𝑁(𝑡)𝑘𝐵𝑇, the time variation of the total number of

molecules is expressed by

𝑑𝑁(𝑡)
𝑑𝑡

=
𝑉

𝑘𝐵𝑇

𝑑𝑝(𝑡)
𝑑𝑡

Equation (6.7) becomes

𝑘𝐵𝑇

𝑉
𝑅(𝑡) −

𝑆𝑝

𝑉
𝑝(𝑡)

√
𝑘𝐵𝑇

2𝜋𝑚
=

𝑑𝑝(𝑡)
𝑑𝑡

. (6.8)

Therefore, in this formulation, the pressure rise is estimated by solving

this first-order differential equation with a second member.

The transient state formulation might offer improved accuracy, but it

introduces a challenge because the molecular desorption rate 𝑅 on the

surfaces needs to be time-dependent. However, the statistical results

obtained from Spark-3D are based on averaged statistical data throughout

the simulation time, and detailed data at each time step is unavailable.

6.2 Multipactor Pressure Rise Estimation

We start by estimating the surface molecular desorbed rate 𝑅 by following

the steps summarised in Section 6.1.1.2.
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1: We have chosen to linearly interpolate

the first two data points as the electron

dose estimated by the multipactor simu-

lations lies within this range of values.

2: By averaging over the surface meshes

satisfying a TEEY > 1 and impact energy

lying between the first and second cross-

over energies.

1. Estimation of 𝑚𝐶 — We exploited the contaminants’ desorption

in Chapter 2 by monitoring the chemical surface modifications of

the studied representative sample of the WEST ICRH antennas.

Indeed, the XPS spectra, acquired at the different conditioning

phases, showed the presence of contaminants such as carbon and

oxygen. In particular, from the concentration of carbon at each

electron dose received by the sample (Figure 2.18 of Chapter 2),

we can extract the corresponding percentage of desorbed carbon

elements. These data are given in Figure 6.1 and are limited to the

electron doses for which we notice a decrease in the concentration

of carbon.

We estimate 𝑚𝐶 , the percentage of desorbed carbon atoms per

electron dose, by linearly interpolating
1

the first two percentages

of desorbed carbon:

𝑚𝐶 =
Δ%𝐶

Δ𝑑𝑜𝑠𝑒
= 0.264%. (6.9)

2. Multipactor electrons’ impact density 𝑖 — We are interested in

evaluating the multipactor electrons’ impact density 𝑖. As one of

Spark-3D simulations’ outputs is the statistical data averaged over

the simulation time, we define the average electrons’ impact density

as the relevant quantity needed for the pressure rise evaluation.

Nevertheless, 𝑖 should be estimated after the saturation of the

multipactor phenomenon, i.e., the development of the electron

cloud caused by the multipactor in the antennas’ components. The

latter is a limitation of the Spark-3D tool since it does not take

into account the saturation mechanisms. Yet, if the simulation is

forced for a long time, it could reach that time with a numerical

plateau region in the number of electrons. Or even stops once the

number of electrons reaches a maximum threshold — simulator

internal parameter as the simulations are resource-demanding.

Consequently, Spark-3D is not the best tool for evaluating such a

quantity.

For example, simulating the T-junction of the WEST ICRH antenna

at 55 MHz for 10 000 ns, with the non-conditioned TEEY data curve

leads to a numerical saturation. The average multipactor electrons’

impact density
2

evaluated in this case is: 𝑖 = 1.284 × 10
14

e/m
2
.

Consequently, the multipactor dose is 𝑑 = 2.05 × 10
−5

C m
−2

.

3. The desorbed carbon atoms’ percentage is: 𝑝 = 0.5412 × 10
−5

%.

4. As we are considering methane molecules, we can assume that

one carbon atom exists per 10
−20

m
2
. The number of carbon can

be expressed as: #Carbon𝑆𝑀𝑃
= 𝑆𝑀𝑃 × 10

20
. 𝑆𝑀𝑃 for the T-junction

component is ∼ 0.85 m
2
. Therefore, #Carbon𝑆𝑀𝑃

= 0.85 × 10
20

.

5. The number of desorbed carbon by the multipactor effect is

#desorbed(Carbon)𝑆𝑀𝑃
= 0.46 × 10

13
.

6. Using the simulation time, the surfaces’ molecular desorbed rate is

estimated as 𝑅 = 4.6 × 10
17 (#molecules) /s.

Now, we can evaluate the pressure rise caused by the multipactor

avalanche triggered in the T-junction of a WEST ICRH antenna us-
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Figure 6.2: The effective pump surface

of one side of the WEST ICRH antennas.

[109] Peysson et al. (2022)

ing Equation (6.6). For this, the temperature is taken equal to that of

the antenna during its operation, 70 °C or 343 K. The mass 𝑚 is that of

the methane molecules. As we will account for methane fragments and

methane molecules with oxygen elements, the molar mass of methane is

then: 10 g mol
−1 ≤ 𝑀 ≤ 50 g mol

−1

, and the methane mass is bounded

by 1.67 × 10
−26

kg ≤ 𝑚 ≤ 8.34 × 10
−26

kg.

The pumping surface of one side of the WEST ICRH antenna is illustrated

in Figure 6.2, and the total effective pump surface of one ICRH antenna

is 𝑆𝑝 = 7560 mm
2
.

Therefore, the pressure rise (calculated from Equation (6.6)) caused by

the multipactor triggered in the T-junction geometry is

1.35 mPa ≤ 𝑝 ≤ 3 mPa.

As the Spark-3D does not account for the space charge effects, we have

conducted a simulation for the Transition 2 region of the impedance

transformer of the WEST ICRH antenna using a multipactor tool called

SPIS that accounts for the space charge effects [109]. The simulation

is performed at the frequency of 55 MHz for the non-conditioned TEEY

data curve of the ICRH representative sample. It was found that the

average current density of this geometry at the saturation level is 9 A m
−2

.

Consequently, the evaluated molecular desorbed rate for the region in

question is 𝑅 = 7.6 × 10
17 (#molecules) /s.

Consequently, the pressure rise (calculated from Equation (6.6)) caused by

the multipactor triggered in the Transition 2 of the impedance transformer

is

2.2 mPa ≤ 𝑝 ≤ 5 mPa.

6.3 Experimental Pressure Rise

One possible way to evaluate the surfaces’ molecular desorbed rate

resulting from the pressure rise observed on the WEST ICRH antenna is
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Table 6.1: Data from plasma shots, where only one ICRH antenna is active: shot number, antennas’ states (ON/OFF), antennas’ frequency,

antennas’ capacitors’ states ([T/D] for [Tuned/Detuned]), pressure rise of the non-activated antennas, and expected molecular desorbed

rates.

Shot#

Antenna State Antenna Frequency Capacitors State ∼Pressure Rise ∼Desorbed Rate

[MHz] [Pa] [(#molecules) /s]
𝑄1 𝑄2 𝑄4 𝑓𝑄1

𝑓𝑄2
𝑓𝑄4

𝐶𝑄1
𝐶𝑄2

𝐶𝑄4
Δ𝑝1 Δ𝑝2 Δ𝑝4 𝑅𝑄1

𝑅𝑄2
𝑅𝑄4

56469 OFF ON OFF 55.65 55.8 55.5 D T D 10
−4

- 10
−4

10
16

- 10
16

56485 OFF ON OFF 55.65 55.8 55.5 T T T 10
−3

- 10
−3

10
18

- 10
18

57658 ON OFF OFF 54.225 55.575 57 T D T - 10
−4

10
−3

- 10
17

10
18

57694 ON OFF OFF 54.225 55.575 57 T T T - 10
−3

10
−4

- 10
18

10
16

to fit the pressure rise data by an exponential function to determine its

time variation function: 𝑝(𝑡) = 𝑎𝑒𝑏𝑡 + 𝑐, then evaluate the experimental

molecular desorbed rate 𝑅(𝑡) using Equation (6.8) of the transient state

assumption — Formulation 2. In this equation, the volume 𝑉 is taken

equal to the pumped volume of the WEST ICRH antenna.

We evaluated the pressure rise — according to the fitted pressure data

— and the experimental molecular desorbed rate 𝑅(𝑡) for four different

shots where only one of the antennas is activated. A summary of the most

relevant data is given in Table 6.1. In particular, we list the shot number,

antennas’ states (on or off), antennas’ frequency, antennas’ capacitors’

states — whether the capacitors are tuned or detuned, approximate

pressure rise level of the non-activated antennas, and the evaluated

experimental molecular desorbed rates for the non-activated antennas.

In particular, we have chosen two groups of shots: i) a slight shift in the

frequency of operation of the three antennas (56469 and 56485), and ii) a

higher shift in the frequency of operation of the three antennas (57658

and 57694).

From the data represented in Table 6.1, we notice that on average, the

pressure rise of the non-activated antennas ranges between 10
−4

Pa and

10
−3

Pa with a lower pressure rise for the case of detuned capacitors.

Furthermore, in average the molecular desorbed rate ranges between

10
16 [(#molecules) /s] and 10

18 [(#molecules) /s]. It should be noted that

the maximal pressure value measured could reach a factor ten times

higher than the average value. Therefore, the analysis is approximated to

a factor of ten.

6.4 Discussion

At this step, we can compare the experimental pressure rise of Section 6.3

to the multipactor pressure rise evaluated in Section 6.2 by the formulation

developed in Section 6.1.1. Although the numerical saturation is not

physical for Spark-3D, there is a good agreement between the estimated

pressure rise (10
−3

Pa) obtained via the multipactor simulations and

the experimentally measured pressure rise (ranging in the interval

[10
−3 −10

−2] Pa) once fitted to an exponential function. This agreement is

also evidenced when a multipactor tool accounting for the space charge

effects is used.

Therefore, not only the multipactor is triggered in the non-powered

antennas when only one antenna is active (as seen in Section 5.4 of
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Chapter 5), but also the pressure rise observed on the ICRH antennas

when only one antenna is active could be attributed to the multipactor

phenomenon, as it agrees with the estimated multipactor pressure level.



1: During this work, we tested Ansys-

HFSS [Version 2023 R2] for a cylindrical

coaxial transmission line geometry and

compared the results to Spark-3D where

a good agreement was shown. Moreover,

the results were compared to multipactor

measurements for a travelling wave case,

and a good similarity is shown.

7 General Conclusion and Perspectives

If you fear something, expose yourself to it;

for you suffer more in imagination than in

reality.

Ali Ibn Abi Taleb

7.1 Conclusions

The results from this work lead to several important conclusions about the

multipactor analysis in complex multi-ports components that are subject

to various wave patterns and its impact on the operation of the ICRH

antenna system for auxiliary plasma heating on the tokamak WEST —

applicable to other high-power RF systems suffering from multipactor.

We developed a methodology — using available numerical multipactor

tools — to determine the lowest and highest multipactor thresholds

for any RF component subject to the multipactor phenomenon. It was

also extended to account for the variability of the wave pattern within

the RF component up to a standing wave with a total reflection. The

developed methodology was applied using the Spark-3D software on

cylindrical coaxial transmission lines of various characteristic impedance,

the impedance transformers, the T-junctions, and the RF feed-through of

the WEST ICRH antennas and the T-resonator structure of the TITAN

facility at IRFM. Although the methodology was applied using Spark-3D

and Ansys-HFSS, it should be noted that any other multipactor software

could be used.

Some of the presented results — such as those of the RF feed-through —

are preliminary for the following reasons:

1. There are no benchmark cases to validate the simulation results for

multi-material structures.

2. The available version of Spark-3D does not account for multi-

material assignment and does not recognise dielectric TEEY, which

means there is no consideration for the developed DC electric field

caused by the multipactor taking place on the dielectric surface of

the structure.
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3. Ansys-HFSS has recently included the multipactor tool and is not

largely tested
1

nor compared to other available software, especially

for multi-material structures.

To account for various wave patterns, we defined the lowest multipactor

electric field thresholds (being the maximal electric field’s magnitude

evaluated in the multipactor zone) corresponding to the ignition of the

multipactor and the highest multipactor electric field thresholds (being

the mean electric field’s magnitude evaluated in the multipactor zone)

corresponding to the extinction of it, remaining constant regardless of the

variability of the reflection coefficient. The latter developed criteria are

valid up to an 𝑓 × 𝑑 product above which the non-linear ponderomotive

force — pushing the electrons toward low electric field regions — becomes

more noticeable and affects the electrons’ trajectories depending on the

wave pattern.

The first geometry analysed was the cylindrical coaxial transmission line

for which we compared numerically determined multipactor thresholds

to experimentally measured data for a travelling wave pattern. Then,

we analysed the geometry for mixed and standing wave patterns and

validated the electric field criteria. Furthermore, we found that the surface

conditioning reduces the multipactor range — increases (respectively

decreases) the lowest (respectively highest) multipactor threshold —

caused by the higher first cross-over energy and the decrease of the

maximum TEEY of the material.

The non-linearity effect was found negligible for the geometries and

frequencies under study, and the developed methodology is valid within

the ICRH frequency range. Consequently, for each component of the

WEST ICRH antennas (T-junctions, impedance transformers and RF feed-

throughs), we determined the lowest and highest multipactor electric

field thresholds.

As the electric fields are out of monitoring during ICRH operations, we

developed a methodology to compare the excited electric fields within

the antenna components — obtained by solving the circuit model of

the antenna while accounting for the coupling between the sides of one

antenna and the coupling between the antennas — to the multipactor

electric fields thresholds. The latter comparison leads to the determination

of the generator forward power range triggering multipactor in the

various components of the antenna.

Consequently, we determined the generator’s forward power range

triggering multipactor on both sides of one ICRH antenna during its RF

conditioning phase. Three cases were studied: i) two sides are powered,

and the four capacitors are tuned; ii) one side is powered, and the

four capacitors are tuned, and iii) one side is powered, and only its

corresponding capacitors are tuned while detuning the capacitors of

the non-powered side. We found that the multipactor is triggered on

the off-mode side due to the coupling between the sides and that the

capacitors should be detuned to reduce the multipactor-trigger. Moreover,

we studied the effect of surface conditioning on multipactor reduction.

In addition, we determined the generator’s forward power range trigger-

ing multipactor in the ICRH antenna system when only one antenna is

powered on plasma while the remaining two are non-powered. In such



7.2 Perspectives and Future Works 113

[74] Fil (2017)

2: The RF feed-through surface state

could be checked as it could suffer from

metallisation.

cases, it was found that the multipactor is triggered in the off-mode anten-

nas due to the inter-antennas’ coupling. The latter could be reduced by

conditioning the surfaces and/or detuning the capacitors of the off-mode

antennas, as in the RF conditioning phase.

Finally, we formulated the pressure rise problem by establishing a balance

equation between the pumping rate and the molecular desorbed rate

caused by the multipactor phenomenon and found that the multipactor

is a high-probability reason behind the internal pressure rise observed

experimentally in the off-mode antennas when only one antenna is active.

The latter is concluded from the agreement between the experimental

pressure rise level and the one resulting from the formulated problem.

7.2 Perspectives and Future Works

Several axes could be elaborated as future works:

▶ For the RF conditioning phase’s analysis, one future axis is to

account for the toroidal magnetic field for the multipactor electric

field thresholds’ determination of the different components of

the ICRH antennas. Indeed the presence of a DC magnetic field

transverse to the direction of the wave propagation is known

to affect the TEEY properties of the material [74] and alter the

electrons’ trajectories and the multipactor thresholds. Subsequently,

the generator’s power range triggering the multipactor in the ICRH

antenna during its RF conditioning phase could be re-determined

following the developed methodology presented in Chapter 5 of

this manuscript.

▶ For the plasma case analysis, one future axis is to account for the

helical magnetic field — due to the presence of the toroidal and

poloidal magnetic fields — when determining the multipactor elec-

tric field thresholds. Therefore, the DC magnetic field consideration

may alter the results of the forward power range responsible for

triggering multipactor in the off-mode antennas.

▶ For the analysis presented in this work, we used typical alumina

TEEY data when analysing the multipactor in the RF feed-through

of the ICRH antenna. Nevertheless, a better way is to measure

the TEEY data before and after fully conditioning for an alumina

representative sample of the RF feed-through while accounting

for the ICRH operational conditions such as baking time and

temperature, operation temperature, and RF conditioning phase.

The latter is crucial because the TEEY depends on the morphology,

surface treatments, and sample conditions, as discussed in this

manuscript.

▶ The results of this work suggest that the multipactor is problematic

in the Region C of the T-junction geometry of the WEST ICRH

antenna in almost all the studied cases. Being close to the tuneable

capacitors of the antenna emphasises the importance of demounting

one ICRH antenna and checking the state of the ceramics
2
, whether

the multipactor has been causing any metallisation for the ceramics

due to a glow discharge induced by the multipactor or any other

possible damage. Indeed, the capacitors’ temperature is maintained

at 20 °C due to the manufacturing constraints of the capacitors, and
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the neighbourhood surfaces are not subject to any baking phase,

which could degrade the surface properties in this region.

▶ Revisit the RF conditioning phase of the WEST ICRH antennas. This

phase aims to condition the surface via RF waves responsible for

removing some impurities by wave-material interactions. Neverthe-

less, we have seen that, in standing wave scenarios, the multipactor

— one of the phenomena responsible for cleaning the surfaces

during this phase via the associated electrons’ bombardment — is

not triggered everywhere and is subject to displacement dependent

on the applied power. Therefore, one can question whether we

are conditioning all the surfaces homogeneously or missing some

antenna regions. Moreover, one can investigate whether there is a

better way to follow, enhancing the RF conditioning phase’s impact

on the surfaces’ properties of the antennas.

▶ Study the effect of the pumping system’s performance and char-

acteristics, such as the pumping velocity and pumping effective

surface, on the internal pressure rise’s reduction. Moreover, to

suggest some enhancements if there are any.

▶ Extrapolate the same methodologies developed herein to study the

multipactor’s effect on different antennas used on other nuclear

fusion devices, such as the case of the ITER ICRH antennas. Indeed,

on the tokamak ITER, two ICRH antennas are supposed to be

deployed, each composed of 8 modules. Therefore, once not all

the modules are powered, multipactor could be problematic in the

non-powered modules of the same antenna, but also on the other

antenna due to possible coupling.

▶ Conduct an experimental campaign on a multipactor test-bed facil-

ity to study the multipactor behaviour for a simple geometry such

as the cylindrical coaxial transmission line subjected to various

wave patterns. An interesting aspect of such a campaign is the ob-

servation of the multipactor displacement from the neighbourhood

of the maximal electric field region to the minimal electric field

region.
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A
Appendix A

From the expression of the ponderomotive force, it is seen that this force

has a component in the radial direction due to the non-homogeneity of

the electric field in a coaxial transmission line, and an axial component

that exists only if the electric field is non-homogeneous in the wave prop-

agation direction 𝑧. Therefore, the axial component of the ponderomotive

force is non-zero in the case of a mixed wave (MW) or a standing wave

(SW).

We exploit herein the case of a SW, where the electric field can be

expressed as

®𝑬(®𝑟, 𝑡) =
√

2𝑉

𝑟 ln

(
𝑏
𝑎

) cos(𝜔𝑡) cos(𝛽𝑧)®e𝑟 = ®𝑬𝑆(®𝑟) cos(𝜔𝑡)

where ®𝑬𝑆(®𝑟) is the spatial vector of the electric field.

From the derivation of the ponderomotive force [105], we can find that

the averages of the radial and axial components, over one time period,

are expressed by

®𝑭 𝑟 =
𝑞2

𝑚𝜔2

| ®𝑬𝑆 |2
𝑟

®e𝑟

®𝑭 𝑧 =
𝑞2

𝑚𝜔2

| ®𝑬𝑆 |2
𝛽 sin(𝛽𝑧)
cos(𝛽𝑧) ®e𝑧

Figure A.1 to Figure A.4 represent the average radial and axial components

of the ponderomotive force averaged over one time period corresponding

to the highest multipactor threshold of the coaxial transmission line at

the 𝑓 × 𝑑 products

▶ 120 MHz cm: an 𝑓 × 𝑑 for which the proposed methodology is

valid;

▶ 700 MHz cm: an 𝑓 ×𝑑 threshold above which the proposed method-

ology is non-valid for the highest multipactor threshold;

▶ 1200 MHz cm: an 𝑓×𝑑 threshold above which the proposed method-

ology is non-valid for the lowest multipactor threshold;

▶ 4000 MHz cm: an 𝑓 × 𝑑 for which the proposed methodology is

non-valid for the lowest and the highest multipactor threshold.

For the lowest multipactor thresholds, the two components of the pon-

deromotive force have the same shape but different values and are not

plotted for clarity purposes.

At 120 MHz cm, the radial component’s magnitude is larger than that of

the axial component, i.e., the force pushing the electrons toward the node

of the electric field is negligible with respect to its radial counterpart.
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Figure A.1: The magnitude of the axial

and radial components of the pondero-

motive force versus the wave propaga-

tion direction 𝑧. The plots correspond to

the highest multipactor threshold, but

have the same shape for the lowest mul-

tipactor threshold with slightly lower

values, and therefore are omitted. The

plots correspond to 120 MHz cm.

Figure A.2: Same caption as Figure A.1.

The plots correspond to 700 MHz cm.

Figure A.3: Same caption as Figure A.1.

The plots correspond to 1200 MHz cm
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Figure A.4: Same caption as Fig-

ure A.1.The plots correspond to

4000 MHz cm.

Hence, there is no effect for this non-linear force at such low frequencies,

and the proposed methodology is valid.

At 700 MHz cm, the radial component’s magnitude is larger than that of

the axial component, except for the region in the vicinity of the electric

field node (center of the coaxial transmission line ∼ 7% of the coaxial).

Hence, the effect of this non-linear force is more pronounced on the

highest multipactor threshold but still insufficient for affecting the lowest

multipactor threshold, for which the multipactor is triggered near the

maximal electric field. At higher 𝑓 × 𝑑, we observe that the region over

which the axial component exceeds the radial one is wider (∼ 12% of

the coaxial at 1200 MHz cm, and ∼ 36% of the coaxial at 4000 MHz cm).

Therefore, the non-linear effect will be seen on the lowest and highest

multipactor thresholds.





Figure B.1: The elementary volume

formed by the molecules approaching

an elementary surface.

B
Appendix B

The distribution of the molecules is uniform in space, yet this is not the

case for their distribution in the velocity space (𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧). Therefore, we

introduce the velocity distribution function 𝐺(𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧) satisfying the

normalisation ∭ +∞

−∞
𝐺(𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧) 𝑑𝑣𝑥 𝑑𝑣𝑦 𝑑𝑣𝑧 = 1.

The number of molecules 𝑑𝑁 with velocities within the elementary

volume 𝑑𝑣𝑥 𝑑𝑣𝑦 𝑑𝑣𝑧 = 𝑑3𝑣 = 𝑑v around the velocity vector (𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧) is

expressed by:

𝑑𝑁 = 𝑁𝐺(𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧) 𝑑𝑣𝑥 𝑑𝑣𝑦 𝑑𝑣𝑧
where 𝑁 is the total number of molecules.

As the directions of the molecular velocities are distributed uniformly,

𝐺(𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧)depends only on the norm of the velocity, 𝑣 =

√
𝑣2

𝑥 + 𝑣2

𝑦 + 𝑣2

𝑧 .

Therefore, in the spherical coordinate system, the elementary number of

molecules is written as

𝑑𝑁 = 𝑁𝐺(𝑣)𝑣2 𝑑𝑣 𝑑Ω

where 𝑑Ω = sin𝜃𝑑𝜃𝑑𝜑 is the elementary solid angle.

The number of molecules within the spherical shell of width 𝑑𝑣 is 𝑑𝑁 =

4𝜋𝑁𝐺(𝑣) 𝑣2 𝑑𝑣, where 4𝜋 is the integral of the solid angle. Let us define

the distribution function over molecular speeds as 𝑓 (𝑣) = 4𝜋𝐺(𝑣) 𝑣2
.

Then, the elementary number of molecules is expressed as

𝑑𝑁 = 𝑁 𝑓 (𝑣) 𝑑𝑣 𝑑Ω

4𝜋
.

The molecular flux is defined as the number of molecules 𝑑𝑁 crossing a

unit surface in one direction during a unit of time, 𝜙 = 𝑑𝑁/(𝑑𝑆𝑑𝑡). As

the molecules approach the elementary surface 𝑑𝑆 from all the azimuthal

and elevation directions, we should, therefore, consider the number of

molecules 𝑑𝑁𝜃,𝜑 coming from a particular direction 𝜃, 𝜑 within the solid

angle 𝑑Ω around it (as illustrated in Figure B.1).

From these molecules, we take the molecules with speeds in the inter-

val 𝑑𝑣, thus obtaining 𝑑𝑁𝑣,𝜃,𝜑. The volume of this cylinder is 𝑑𝑉 =

𝑑𝑆𝑣 cos𝜃𝑑𝑡, with a total number of molecules in it equal to 𝑑𝑁𝑉 = 𝑛𝑑𝑉 .

Therefore

𝑑𝑁𝑣,𝜃,𝜑 = 𝑑𝑁𝑉 𝑓 (𝑣) 𝑑𝑣 𝑑Ω

4𝜋
= 𝑛 𝑣 cos𝜃 𝑓 (𝑣) 𝑑𝑣 sin𝜃 𝑑𝜃 𝑑𝜑

4𝜋
.
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And the molecular flux is

𝜙 =

∫
𝑑𝑁𝑣,𝜃,𝜑

1

𝑑𝑆 𝑑𝑡

=
1

4𝜋
𝑛

∫ ∞

0

𝑣 𝑓 (𝑣)𝑑𝑣 ×
∫ 𝜋

2

0

cos𝜃 sin𝜃𝑑𝜃 ×
∫

2𝜋

0

𝑑𝜑

=
1

4

𝑛⟨𝑣⟩.
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