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Introduction

This document is meant to be an overview of myaede activity dedicated to the
magnetization dynamics of ferromagnetic systemsngonty calledmicromagnetic modelling
My initiation to the micromagnetism have begun vitle PhD period in January 1999. | had
spent three years developing a micromagnetic cadeoBD (single processor version and MPI
version). It was really the beginning of numericatromagnetism, at that time, only few codes
were available in the world most of them homemautk \without free access. The Micro3D
solver was benchmarked successfully against tmelatd problems proposed at that time by
the micromagnetic communityufIAG. The numerical schema implemented proved to be
accurate, robust and flexible. The code was useddueral static studies for 2D and 3D
systems. The topics addressed by the modelling wepgred by the experimental studies
carried on by my colleagues at IPCMS at Strasbougpllaborators such as LPN or Siemens-
Erlangen. Three topics have been addressed degenulithe shape of the systems:

1) periodic stripe structures in Co continuous thilmé& with perpendicular
magnetocrystalline anisotropgiels200}, domain wall structure in epitaxial Co layers
with in-plane uniaxial anisotropyfejbeanu200p

2) magnetic stable states in circular dots and ring@sd1, Buda2002Natali2002 Ebels2003

3) domain wall structures in rectangular cross-seati@amowires with magnetocrystalline
anisotropy parallel or perpendicular to the axighefwire Prejbeanu200p

In February 2002, | joined Spintec from the verygibeing as a post-doc working on the
modelling of multitrack magnetoresistive readingte in collaboration with J.Ch. Toussaint
from Institute Néel in the framework of the PhDdiseof loana FirastrawFifastrauPhD. This
was my first contact with the spintronic world tigbuthe magnetic field sensors. My activity
turned towards the manipulation of the magnetiraklip the spin transfer torque as shown on
the evolution chart below listing the stages ofletion of the Micro3D micromagnetic solver.

1999 2001 2003 2007 2012 2015

I I | -
o ! l !

main validation STT STT-DW DMI GPU version
structure Micro3D Sloncsweski-like  adiabatic Spin Hall effect  toolkits
Temperature non adiabatic Rashba effect

Progressively different terms were phenomenolobyicaicluded in the Landau-
Lifshitz-Gilbert equation in the Micro3D solver foling very closely the trends from the
most recent publications. It was thus possibletudysthe impact of the spin transfer torques
(adiabatic, non-adiabatic) on the depinning angh@gation of magnetic domain walls in nano-
stripes perpendicularly magnetizeslfrows2010 Garcia201Q Mihai2011]. The interface related
phenomena such as Rashba effect was addressedddokithe mechanism responsible of
very large magnetic domain wall velocitiesopre201]. This topic evolved very fast with the
introduction of spin-orbit torques and chiral exaeha (Dzyaloshinskii-Moriya interaction,
structural inversion asymmetry) allowing to enligtplenty of phenomena in HM/FM/Ox
(heavy metal/ ferromagnet / oxide) trilayer struesuBoulle2013 Pizzini2014 Safeer201h

Simultaneously, macrospin based solvers were imgiéed for one isolated layer or
several layers including thermal fluctuations anditiples couplings between layers. The
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strength of the macrospin approach consists inigiry rapidly results but only applicable for
some particular conditions. Cross-checking betwaegmomagnetism and macrospin allows to
set the precise limit of the validity of the magis approximation Houssameddine2007,
Firastrau200§. The macrospin tools were extensively appliedttady the spin-torque transfer
nano-oscillators (STNO), this activity being comaled at Spintec by Ursula Ebels in the
framework of several French and European grante €Rtraction of the linewidth
corresponding to a steady-state or the noise agmhggjuests long time traces (few tens of us),
in these conditions even the macrospin simulatistast to be very time consuming. One
alternative for the numerical studies is the deweient of simplified analytical models based
on spin-waves theoryc{model [lavin2009) which allow to preserve the main physical
phenomena and provide a straightforward intergoetatf the observed behavior. For in-plane
magnetized layer, themodel was adapted for analyzing the synchroninaiica STNO by an
RF current pieudonnéPhih. This extended model was successfully applied dts the
modulation of the STNO by an externally applied R&gnetic field Purbawati201$. The c-
model was further extended to two layers coupledRBXY interaction and by mutual spin
transfer torque allowing to identify the main raisbehind the unusual blueshift behavior
observed experimentally in such STT oscillat®&era201h

The concepts developed for STNO stand also fomt@gnetic random access memories
(MRAM). The focus is in that case on stabilizindestst two well identified stable states at rest
and being able to commute between them fast, detistin and with low power consumption.
The precessional MRAM study was part of Adrien \&ys PhD thesis initiated in
collaboration with Bernard Dieny. The micromagnesicnulations were supporting the
experimental observations and confirmed that amgidhe dipolar coupling is reducing the
magnetization switching stochasticity and the mégagon reversal is occurring in sub-ns
regime paysset201}l The structural inversion asymmetry (SIA) off@arpromising opportunity
to build memories based on SOT in a three termigaismetry of interested for cache
memories. In collaboration with the spin-orbitraniteam coordinated by Gilles Gaudin.
Modelling of such cell was performed showing thine mmagnetization reversal is driven by
deterministic DW nucleation even for pulses of 20(Qpikuszeit201% The macrospin tools
served also as base to the implementation of commpadel for Cadence tools for the design
of SOT-MRAM [Jabeur2014.

The modelling at SPINTEC is a transverse activitypporting the experimental
investigations, helping to find new routes to exelan developing/optimizing devices and
concepts, understanding the measurements. My codldys provide plenty of challenges and
open questions requesting evolution of the solvenplementation of new techniques, and
development of models. Running micromagnetic sitmua is like performing experiments:
the interpretation of the results need more thanroce picture or animation. The results must
be checked and rechecked, looking for well-foundieglments to be sure at the end that the
predictions are faithful. My research activity l@okke a puzzle, you need many individual
pieces to build at the end a realistic frame; somes a piece is missing but inspired by the
others, the interconnections are activated anddherete scenario is finally written. My final
purpose is not to have the most sophisticated softlut to have one robust, flexible and used
it to explore new paths, looking for practical s@uos by transposing ideas from one topic to
another.

A synthesis over my activity will be provided stag with an overview of the models
and their implantation in the chapter 1. The statid dynamic studies carried on the magnetic
domain walls are presented in the chapter 2. Th& dane for the spin-torque nano-oscillators
(STNO) is reported in chapter 3. The writing of amory cell by spin—transfer torque (STT)
and spin-orbit torque (SOT) are summarized in arapt The last chapter is listing several
topics for my future activity.



Chapter I: Models overview and implementation

This chapter summarizes the basic concepts of magnetic theory, used extensively for
modelling ferromagnetic nanostructured systemguding thin films, wires, and nanopillars.
In the first section, the assumptions used in nm@gnetism are listed and the ingredients
needed for the general equations governing the miagally stable state and the magnetization
dynamics (interactions, energies, fields) are idtroed.

Micromagnetism is a continuum description of feremmnetic materials that exhibit a
spontaneous magnetizatidvi, below a critical temperatur€. . A ferromagnetic system is

rarely uniformly magnetized. In most of the casesonsists of several regions with uniform
magnetization vectoM (magnetic domains) separated by transition redioagnetic domain
walls), inside of which the orientation of the magimation changes with position. To describe
such entities, several concepts were developed &ig3Nveiss190fy and Landau and Lifshitz
[Landau193f but it was Brown who unified all of them in a tary theory known as
micromagnetismiBrown1957.

Magnetic moments and magnetic order have quantuahanéal origin, but such an
atomistic description is replaced in micromagnetigncontinuous functions, which thus limits
the smallest scale of applicability to few nanometén a ferromagnet the individual magnetic
moments are strongly coupled through exchangeadtiens that tend to align neighboring
moments parallel, thus creating a local magnetmafl (a net magnetic moment per unit

volume) with a uniform magnitud®l . The magnetizatioM (r,t) is a continuous function that
depends on space and time, related to the uniovetr,t):
{M (r,t) =M m(r,t)

Im(r, 1) =1 (1)

.~ P =-U-M

Fig.1.1 Continuous representation of a ferromagmnsyistem in micromagnetism. The sample has a voluamel
a free surface S of normal vectorThe distribution of individual spins is replacega continuous magnetization
and magnetic charges.

The magnitude of the magnetizatidis is a temperature-dependent material parameter.
However the orientation of the magnetizationgr,t) cannot be determined based only on the
exchange coupling. The sources of non-uniform mizgteon distribution are forces due to
coupling with the crystalline structure, dipolardes arising from magnetostatic charges, and
forces due to external magnetic fields. Theses®perturb the parallel alignment imposed by
the exchange coupling, yielding variations in tmemtation of the magnetization vector. In
micromagnetism, the magnetization is assumed pgradually in space. Particular cases such
magnetization discontinuities must be addresset pigcaution. Depending on the forces,
external and internal, acting upon a magnetic systdifferent equilibrium magnetization
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configurations are foreseeable. Micromagnetic theemables one to predict the spatial
orientation of the magnetization under a set ofddons. A magnetic state corresponds to a
local minimum of the total energy of the systeme Témperature is assumed to be uniform in
the material and for an isothermal process, theogpiate energy functional is the Gibbs free
energy Brown1963.

1.1Gibbs free energy

The free energy of a ferromagnetic system of voliirend under the influence of an external
magnetic field contains several terms: exchangeggnemagnetocrystalline anisotropy energy,
demagnetizing energy, and Zeeman energy:

Etot = Igtotdv = Eex + Eanis + Edem + Eapp (12)
Y

The exchange interaction is a interaction couptimg neighboring spins. It arises from the
guantum mechanical principle of exchange symmaetiych states that no observable physical
guantity should change after exchanging two indggtishable particles. The Hamiltonian of
the exchange interaction can be writteneasdhow201B

He==2D3;S [5, (1.3)
(D)

whereJj is the Heisenberg exchange integral. Since it $ha@t-range interaction, one can
consider the sum being over the nearest neighlidys Bhe sign of ijJ determines whether the

material is ferromagnetic (parallel alignment izdeed) or antiferromagnetic (antiparallel

alignment). For a constant modulus of the s@s|[5| = S, and small misalignment between
neighboring spins, the scalar prod6ct S can be expressed as:

S 5 = 32{1—%[@] D]])m(ri)]z} , (1.4)

wherer; is the distance between the two neighboring sifinge shift from a discrete to a

continuous description and consider an isotropeharge interactionJ{=J), the following
Hamiltonian may be derived:

Heo = IS?Y ﬂ_Ari Mm,(r,) [ + LAri Eﬂ]my(ri)J2 +| Ar, Eﬂ]mz(ri)f}+ C (1.5

Dropping the additive constant C and summing olle¢ha spins leads to the expression of
the exchange energy:

E,, = [ AJLOm, () >+ 0my(r) |2 + | Omy(r) P} (1.6)

whereAex is the exchange stiffness constant, having thedsions of energy per unit length.
Typical values ofdexare on the order of I8 J/m. In the case of a simple cubic lattice with

lattice parametea, A, = JS'/a.

The environment of a magnetic moment acts on ientation to favor certain directions
in space. The charge distribution of the ions thiah the crystal lattice generate an anisotropic
electrostatic field that influences the orbital alag momentum of the electrons. Due to the
spin-orbit coupling, this in turn generates preddrorientations of the spins and therefore of
the magnetization along particular directions iacg(called the easy axis of magnetization).
This coupling between magnetization and crystal ppetis is quantified by the
magnetocrystalline anisotropy energy. Its expogsgiepends on the symmetry of the
crystalline structureHubert199§. For instance, one can define uniaxial, cubichexagonal



magnetocrystalline anisotropy. The most common saf&t of uniaxial anisotropy for which
the corresponding energy has the expression,

Eome = [ K1 [u, t(n)] o (1.7)

whereuk is a unit vector along the direction of the eadg andKy is the temperature dependent
anisotropy constant, expressed in3/m thin films and multilayers, other anisotrogyrhs of

surface or interfacial origin can have a majoruafice. This surface anisotropy arises from
surface or interfacial phenomena such as electtymiadization, stress, or symmetry breaking,
An effective anisotropy constais is then expressed as the sum of the bulk andcsurfa

anisotropiesK ; = K, + (K + K, )/t , whereKs: andKs; are the surface anisotropy constants

that correspond to the top and bottom interfaceshef magnetic layer antlis the layer
thickness.

A ferromagnetic material contains several magndbeains pointing in different
directions. The exchange interaction yields aligninef the magnetic moments inside a
domain, but it does not explain why domain walks farmed. In fact, a long-range interaction,
the magnetostatic interaction, accounts for thealonrstructure. Each magnetic moment in the
ferromagnet is a dipole that produces a field erpeed by other magnetic moments. Thus, a
pair of dipoles driven only by the magnetostatteiaction will minimize its energy by pointing
in opposite directions. Thus, in a ferromagnethaxge and magnetostatic interactions are in
competition, the former aligning the moments in sa@ne direction, and the latter creating
oppositely aligned domains over long distancemllibws that the typical size of the domains
results from the relative strengths of these tweractions. Unlike the exchange interaction,
which is local, the magnetostatic field at a gip@mt is a sum over the contributions of all the
magnetic moments in the whole magnetic volume. &giosntly, the numerical computation of
this field is much more time-consuming than thadibfer fields.

In absence of any electrical current, the expressidhe magnetostatic fieldm can be
derived from three fundamental equations: the imahip betweeim andM given by

B=po(H, +M) (1.8)
and the two Maxwell equations,
Om=0
: (1.9)
UxH, =0

Hereuo = 4n x 107 H/m is the vacuum permeability The dipolar fietdiirotational, which
means thaHm is a conservative vector field. Therefore, therestexa scalar potentialg,
(magnetic scalar potential) such thdt, = g, . The magnetostatic problem is reduced to
Poisson’s equation,

0%, =-0M, (1.10)
complemented by the radiation condition at infinity, (r — «) - 0. Atthe interface between
two regions of the space (e.g., 1 and 2), the ntagysealar potentiaky, is a continuous
function but its normal derivative is discontinupus

Bos = B2
, 1.11
0%, 0%, =—(|\/|1—|\/|2)Dh (1.11)
on on

wheren is the normal vector pointing from region 1 toiceg2. By analogy with electrostatics,
p.,=0OIM represents the volume magnetic charge densityagnd —M [n represents the
surface magnetic charge density, respectively. mhgnetostatic Egs. (1.10) and (1.11) may
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be solved by Green’s method. The magnetic scak@npal for a three-dimensional sample is
given by the integral expression,

a.(r) :_[G(r -r)o,(r)dr +jG(r ~r)o(r Jr, (1.12)

where G(r -r')= is the associated Green’s function. The magnetosfeld

_ 1
Arir ~r'|
evaluation is straightforward:

H (r)= —j 0G(r -r)p, (r )dr —IG(r - o, (r )dr

=06 0p,|r)-[0G T, |(r)
wherelis the convolution product. Various names aremgieethe magnetostatic field. For the
sake of clarity, it will be called stray fieldstay outside the material and demagnetizing field
Hd inside.The demagnetizing energy that quantifiesnteraction of the magnetization with
the magnetostatic field created by itself, is gibgrthe integral

E -—%uostm(r)EHd(r)dr. (1.14)

, (1.13)

dem —

Following the pole-avoidance principlBiown1963 the demagnetizing energy is minimized
if the magnetic charges are minimized. This oceungn the magnetization follows closed
paths as illustrated oRig.1.2 The formation of domains leads to a reduced magtegic
energy at the expense of increased exchange er@ngg surface magnetic charges are located
at the boundaries, the magnetization tends to aigmg the edge. The so-called shape
anisotropy is therefore ascribed to the magneiostderaction.

1

Fig.1.2 Magnetostatic field generated by a ferrometic sample. From left to right: single-domain figaration,
two-domain configuration, four domain configuratjcemd flux closure domains. The magnetostatic gnérg
decreased by dividing the sample into several m#&gdemains. The surface magnetic chargestlisappear
for the flux-closure case, but volume magnetic gharform at the domain walls. The black arrows espnt the
magnetization within each domain.

Generally the demagnetizing field is non-uniforneevf the magnetization is uniform.
However, in the particular case of a body whosdasearis of second degree, a uniform
magnetization implies a uniform demagnetizing fickdr Cartesian coordinates along the

y z

2 2 2
principal axes of the system, the equation of tirease boundary iggj +(Bj + (Ej =1,

wherea, b,andc are the semi-axis lengths. ¢f — o, the surface is an infinite cylinder of
elliptical cross-section. I&, b, andc all take finite values, the body is an ellipsokr a
uniformly magnetized ellipsoid with only surface gnatic charges, the demagnetizing field is
also uniform. One can define a demagnetizing teNssuch that

Hy=-NIM . (1.15)
The demagnetizing field does not require heavy adatpn for uniform magnetization,
contrary to the general case of non-uniform magagtn, since the tensd¥ is diagonal if
expressed in the basis of the principal axes:

9



N 0O O

XX

N=[ 0 N, O | (1.16)

yy

0 0 N,

The demagnetizing coefficienkéx, Ny andNz; are positive, since the fields demagnetizes
the sample. Moreover, the traceMfis equal to 1, i.eNx + Nyy + N.z= 1. The analytical
expressions of the demagnetizing coefficients agk-kmown for the three types of ellipsoids
of revolution: (1) sphera = b = c, (2) oblate spheroid = b > c, (3) prolate spheroid = b <

c. The case of the sphere is the most simple, With= N, =N,, =1/3, due to the symmetry.

The formulas in the two other cases can be foui@@sinorn. In the limit o&, b >> cone obtains
the case of a continuous thin fill,, =N, =0 andN,, =1.

If a magnetic fieldHapp is applied, the magnetization M experiences a ®@rgthich
tends to align it parallel to the applied fieldedition. Due to the misalignment betweespp
andM, a supplementary contribution has to be includeithé total energy,

Eapp:—pojlvlsm(r,t) [H,, (r, r, (1.17)
\%

The externally applied field can be time dependsrd non-uniform in space. Most studies
consider the basic case of an applied magnetid, fregardless of its source. However, two
cases are of particular interest: a magnetic jeloerated by an external magnet and a magnetic
field generated by an electrical current.

Case 1) The first case is typical in magnetic ndlasp composed of several
ferromagnetic layers coupled through magnetostateractions. Using the formalism of the
previous paragraph one might evaluate the strag #&, . (r) acting on a particular layer

generated by the external magnets (e.g., the athgnetic layers of the stack).

Case 2) In the second case, an electrical curistntbaition surrounding the magnetic
sample, or even flowing through it, generates timreraonly called Oersted or Ampére magnetic
field. This situation is common in MRAM where theite field is generated by electric current

pulsesJ,, (r,t) injected in the write lines.

The Oersted fielH ,.(r) is the solution of the Maxwell equation,

OXHge(r,t)=J,,(r,1). (1.18)
Integration over a conto@ yields Ampere’s circuital law,

§H Oe H_M = l enclosed (119)

C

wherelenciosediS the current flowing through lodp.

In the very particular case of an infinite cylindefr circular cross-section traversed by a
rotationally-symmetric current (e.g., uniform cuntle the Oersted field is directed along .
Then, for a circular contou€ centered about the cylinder axis, the amplitudéhefOersted
field is

Ho.(1) :'2—]'ﬂd (1.20)

wherer is the radius ofC. If r is larger than the cylinder radil& then the Oersted field
decreases asrl/
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For a uniform current densitlpp inside the cylinderHq(r) = J,,r /2 whenr <R.

The Oersted field is maximum at the edge of thendgr, equal tdapp RI2. Therefore, for a

given current density, the maximum intensity of @ersted field inside a nanopillar depends

on its lateral size (sekig. 1.3. For the general case (specific shape of the wtiod
nonuniform current distribution) one has to use

© the formalism based on the magnetic vector
Hoe potential A from which the Oersted field is
Ja
" 1 derived: HOQ:iD xA . This requires a
Mo
Ki)nm solution of Poisson’s equation for the magnetic
§ vector potentiaA,
1 2 -
. = r O°A = —Hod pp , (1.21)

complemented by the radiation condition at

Fig.1.3 An electric currentad, flowing through infinity H,.(r — o) — 0. This equation must be
an infinite cylindrical conductor generates the Oe

Oersted field e with characteristic space solved numerically for non-uniform current
dependence. R is the radius of the cylinder, r thdistributions.
radial coordinate. The list of the energies presented here is
not exhaustive; other contributions might be
included in the free energy functional dependingh@nadditional interactions exhibited by the
sample (e.g., coupling with an antiferromagnet, &owhn-Kittel-Kasuya-Yosida (RKKY)
exchange interactions, chiral exchange,...).

1.2 Magnetic stable state and equilibrium equations

The free energy functional might have several log@ima; each of them is corresponding to
a possible magnetically stable state. Accordinthéovariational principle, at equilibrium, the

magnetization distribution inside the samtha(r ,t)|r OV, m(r ,t)| = l} satisfies simultaneously
o (m)=
O*E(m)>0

where &, (m) = E_ (m+ dm)- E_ (m)is representing an infinitesimal variation of tmeggy

induced by a small change in the magnetization One might show that the energy variation
for a sample with uniaxial magnetocrystalline atmsjy takes the following relation:

the following conditions: (1.22)

X, (m uojM 2P o 4 2K (u, On)u, +H,, +H, | MV
p—OM s HOM S
. (1.23)
+¢2A | mx— [dS
§&{ 2y
The quantity between the brackets from the fingshteepresents an effective field,

He = Za 0%m + 2K, (uk Dm)uk + Happ +Hy, (1.24)
HoM HoM ¢
defined in general case as the variational dexigawf the free energy density,,

Eo = J'etmdv with respect to the magnetization,
\

Heg = ——— L _5£t0t (1.25)

WM, dm
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To obtain the equilibrium condition, both the sedaand volume integrals from (1.23) must
vanish. This is possible only if simultaneously teanditions are fulfilled:

IM_y oros
on

m(r,t)xH,, (r,t)=0 Or OV

These conditions were deduced by Brown and thexefor called the Brown equations. Their
solution specifies the equilibrium state. The foee is a Neumann boundary condition, which
forces the magnetization to be stationary neas#meple surfac& The second equation states
that for a magnetization distribution to be at éfjtium, the torque acting om due to the
effective field must be zero everywhere (the maigagon is aligned with the effective field).

(1.26)

1.3 Equations of magnetization motion

The Brown equations are completely defining theildgium state of a magnetic system, but
they do not specify how the system reaches thie.sfde magnetization dynamics can be
accessed through the Landau-Lifshitz-Gilbert equmafi he starting point is represented by the
well-known equation of Larmor,

om

E:—y(m><|_1oH) , (1.27)

Which describes the magnetization’s gyrotropic tieacin the presence of the magnetic field
H. Herey is the gyromagnetic ratio of the free electrorv§lx 10'* s'TY). The Larmor
equation is conservative. Its solution correspan@smagnetization which precesses endlessly,
with constant precession angle and energy. Howewerreal ferromagnetic materials,
dissipation processes cause the system to minitsie@ergy and to reach, after certain time, a
stable statedm/odt =0). In order to take account of dissipation, a téias to be added to Eq.
(1.27), allowing the magnetization to reach staticilibrium. Gilbert ilbert1955, Gilbert200k
suggested introducing magnetic damping as a vistwsas proportional to the time-derivative
of the magnetization according to the Rayleighigegson functional. The Gilbert equation of
motion includes precession and relaxation:

%—T:—yo(mXHeff)+a(m xaa—TJ : (1.28)
The dampinga is a dimensionless phenomenologic '
constant, arising from all dissipation processes. (€ Her Her
magnon-magnon scattering, magnon-phor  a) b)

scattering, Eddy currents) ang =y, . The meaning | v o/

and the measurement of is an intricate matter, sinct
its value depends not only on the material, but als
experimental conditions. For most comm
ferromagnetic materialg is a scalar ranging from>6
10%t0 0.1. \ x
Since magnetization magnitude is conserved duhiag Fig.1.4 Precession of the magnetization
motion, if a « 1, the Gilbert equation can b vectorM about the fieltHer (a) without
transformed in an equivalent form, previous 92mpingand (b)wihadamped motien (
introduced by Landau and Lifshitz >0)

/
QY

%—T:—yL(mxHeﬁ)Hl mx(mxH_,) (1.29)
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numerical resolution since the time derivativarofs directly expressed as functionrofand
Hett. The magnetization motion is illustrated eig. 1.4

here, y, = and A :1;;0_0'2- The Landau-Lifshitz equation is of great interést

1.4 Length scales in micromagnetism

In micromagnetic modelling, particular attentiorsha be paid to length scales in order to
always comply with the fundamental hypotheses efrthicromagnetic model. The simulated
system is divided into elementary cells and therom@gnetic equations are solved in each of
these elements. The accuracy of the result depgnaisgly on the element size; the smaller,
the more accurate, but also the longer the sinmafiherefore, an appropriate cell size has to
be chosen. Since the exchange interaction hashtbréest range, its strength with respect to
other forces determines the typical scale over white magnetization can vary. Two
characteristic lengths can be defined: the exchéength A, and the Bloch lengthl, . The

competition between the exchange interaction ardddmagnetizing energy is measured by
the exchange length defined as:

a = /uzf/l%xz (1.30)
0'"'s

Usually the exchange length is giving the widthradgnetic vortex core. The Bloch length is
the typical width of a Bloch wall (transition betere two magnetic domains antiparallel
orientated over which the magnetization rotatepgmadicularly to the plane of the wallplike
the Néel wall where the rotation is within the m@aof the domain wall It is given by the
relative strength of the exchange interaction dkermagnetocrystalline anisotropy:

= A
Jo = \/: (131

For accurate micromagnetic simulations, the elensezg has to be smaller than these two
lengths. For instance, in Permalloy §i¥iexo), the cell dimension is limited by the exchange
length, which is about 5 nm. Therefore an accusateulation requires a typical cell size of

about 2.5 nm.

1.5Modification related to spin polarized current

The dynamic Eq. (1.28) or (1.29) is suitable fosa&ing the evolution of a micromagnetic
system excited by an external magnetic field. Havgesince the first evidence of the effect of
an electric current on magnetization, this phenanegalled spin-transfer torque (STT), has
attracted more and more interest. In order to desc¢his new kind of interaction, the Landau-
Lifshitz-Gilbert equation has to be adapted. Th& §&nerated by a spin-polarized current on
the magnetization is represented by an additi@nal that should be added to the magnetization
equation of motion, Eq. (1.28). The debate aboriettact expression for the STT is still under
consideration, but the most used models are bne#gented below.

For the case of nanopillars, spin-dependent trahsgheory predicts two terms
[Slonczewski1996, Berger1996

(a—mj = —yoa,mx(mxp) - yob, (mxp) (1.32)
0t Jsrr

The vectop represents the direction of the pinned layert{efgolarizer), supposed to be fixed.
Both terms are current dependent, sincena k are more or less complicated functions of the
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injected current. The term iy ban be included in the expression of the effectield; it is
therefore calledfield-like torque. In contrast, the term in & often referred to as the
Slonczewski torque or the in-plane torque or dampbike. In metallic spin valves and
multilayers, the pterm is usually much smaller than théeam. However, in magnetic tunnel
junctions, thdield-like term can be of the same order of magnitude as 3oveki torque and
should be also taken into account to have an atruascription of the magnetization
dynamics. It is interesting to note that the effexfield term in the LLG equation is deriving
from an energy, whereas the in-plane spin torqueaibe associated to any energy since the
system is continuously excited. It actually behalilke a damping or antidamping term,
depending on the current direction.

If the current flows through a magnetic nanowirataming a domain wall parallel to
the wire cross-section, the spin of the conductiigetrons interacts with the magnetization of
the magnetic domain wall. Two torque terms modasl ithteraction fhiaville200§: an adiabatic
term and a nonadiabatic term,

[6_mj = —(um)m - gm x[(u m)m]. (1.33)
ot STT
The vectoru has units of velocity; it is parallel with the éation of the electron flow:

app (here, g = 2 is Landé factor of the free electganis the Bohr magneton, P is

S

the current polarization fraction (0 < P < 1), and the electron charge).

Novel out-of-equilibrium transport phenomena haiso &een demonstrated, such as
current induced spin-orbit torques induced by thsHda spin-orbit coupling (SOC) and/or the
spin Hall effect, leading to current induced magaion reversalNiiron2011, Liu201% This
phenomenon might be included in the equation ofienddy a SOC contribution proportional
to the electric current:

om N N
(Ej = yOCFL‘]app[m X (UJ X Z)] + yOCDLJappm X [m X (UJ X Z)] (1'34)
SOC
CrL and G are sample-dependent coefficients,is unitary vector of the current direction and
Z is unitary vector of z-axis (symmetry axis). Qisly this list of physical phenomena that
can be included in micromagnetic studies is noaestive. A very interesting and absolutely
necessary step to understand the behavior of aetiadgrody is the study of thermal effects.

1.6 Thermal fluctuations

Magnetic properties are strongly dependent on teatypes. In micromagnetism, the thermal
fluctuations are taken into account, according tov’s theory, by a random magnetic field
H,, when the temperature of the sample is much lessttieCurie temperature (the transition
temperature between the ferromagnetic and the @ayaetic states)Brown1963. The mean
value of the thermal field is zet(drlth (ri,tk)> =0and its auto-correlation function is given by:

<ch (rl’tl) Dch (rz’t1)> = Dd(rl - rZ)J(tl _tz) (1-35)
20k, T
HoM Vs,
distribution centered about zero with a variancepprtional to the temperature T and the

damping factof , and inversely proportional to the magnetic voluvhelhe thermal field is

added to the effective fieldett in the Landau-Lifshitz-Gilbert Eq. (1.28); in thdase Eq. (1.28)
becomes a Langevin equation. Sihkbe is a random field, it accounts for non-determiwisti

D is the variance expressed Bs= . Consequently, the thermal field has a Gaussian

14



(stochastic) processes. Therefore, running the sammilation several times at finite
temperature leads to a distribution of magnetiratiajectories; the larger the temperature, the
broader the distribution.

1.7 Numerical micromagnetism

The typical length of magnetization variation ie #xchange lengtil,, (or the Bloch length
Ag , whichever is the smallest). Therefore, if thelat size of a ferromagnetic sample is on the

order of, or only a few times, the exchange lenilth magnetization can be considered uniform:
m(r,t) =m(t). This approximation is called macrospin approxiorat(or single-domain
approximation, ouniform-modeapproximation). Instead of using the complicated @&.13),
the mean demagnetizing field and the magnetostagcgy can be easily calculated with an
equivalent demagnetizing tensor, Egs. (1.15) antbj1l The macrospin approximation is of
great utility in building simple analytical modelMoreover, the LLG equation need be solved
only for one single macrospin, which makes macrosgimulations much faster than
micromagnetic computations. The energy landscape bea plotted within the macrospin
approximation since the state of the system iy fgiven by two independent parameters (the
third one being deduced from the conservation efrtbrm, e.g., the polar anglésg¢ ). This is

particularly useful to gain an insight into dynamrocesses, such as magnetization reversal for
example. Simple models can also be constructedsalved analytically, such as the Stoner-
Wohlfarth model §toner194B to explain magnetic hysteresis during switchiagd the Kittel
law [Kittel194¢, which gives the ferromagnetic resonance (FMByfrency of the uniform mode
as a function of the applied field.

In most cases, the macrospin model is, howeveera rough approximation; three-
dimensional micromagnetic simulations, e.gn(r,t), are required for a description of

nonuniform magnetization. There are two types otromagnetic simulations: either the
equilibrium state is sought, or a complete timeyiragy computation is run to study the
magnetization dynamics. Usually, the equilibriuratstis needed to initialize the dynamic
simulation. The most common method to find the onitagnetic equilibrium state is to relax
the system with a large Gilbert damping ) value. In this case, the path described by the
magnetization (the intermediate states) has no igdlysneaning; only the final state
corresponds to the physical state potentially reddyy the system.

The resolution of the micromagnetic equations (ocal, integral equations) is
demanding in terms of computational power. Time space are discretized and the effective
field is calculated in each element (or cell) athetime step. An approximate solution is given,
but it has to converge to the exact result wheretement size and the time step go to zero. A
typical time step is about 0.1 ps (for a typicall si&ze of a few nanometers). The input
parameters of any micromagnetic simulation ares#fteration magnetizationdvthe exchange
constant Ay, and the anisotropy constang. ®Woreover, the temperature T can be included, as
well as a current densitypd and the spin polarization.

The micromagnetic solvers are based on differeptagdmations and implementation
methods. The finite difference method (FDM) is thest common numerical method for
micromagnetic simulations because it is easieffastér than the finite element method (FEM).

The most widely used micromagnetic code utilizihg DM is certainly thé®bject
Oriented Micromagnetic Framewoil®OMMF) software but many other software programs
can be cited, such as theG Micromagnetic Simulatdoy M. R. ScheinfeiniMicroMagusby
D. V. Berkov and N. L. Gorriylagsimusby J. Oti,MuMaxby A. Vansteenkiste and B. Van de
Wiele, GoParallel by L. Torres and E. Martinez, amdicroMagnumby A. Drews. The last
three use graphics cards (GPUs) whereas the atinem single CPU processofsDM]
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Fig 1.5 Exempla of configurations 2D and 3D witidawithout periodicity issued from Micro3D solver.

Among other micromagnetic solvers based on thé¢efieiement method, one can cite
Nmagby H. Fangohr, M. Franchin and T. FischbacMagparby W. ScholzFEMME by D.
Suess and T. SchreffetraMAGby R. Hertel FastMagby V. Lomakin, andsallyMM by O.
Bottauscio and A. Manzin.

The studies reported hereafter were obtained usiegMicro3D solver, a finite
difference code, applied to explore the magnetlabmr of magnetic nanosize samples such
as thin films, dots, and nanowires. Various typesample are illustrated on théy.1.5 Some
of the studies were carried on in parallel with &M solver feeLLGood in collaboration with
with J.Ch. Toussaint from Néel Institute in thenfiof several PhD thesis (H. Szambolics, E.
Kritskis, A. Vaysset).

After setting the main elements of the models,rthee is illustrated hereafter through

condensed summaries. | prefer a topic driven omgdioin instead a chronological one,
revealing that topics are continuously evolving #tr@imodels should continuously be adjusted.
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Chapter Il: Magnetic domain walls

As a general definition the magnetic domain waitks lacal deformations of the magnetization
in a ferromagnetic sample at the boundary sepagativo uniformly magnetized domains. They
are very interesting magnetic objects. Firstly,ithaternal structure is intimately related to
the properties of the magnetic sample (intrinsicapaeters but also shape), they can be imaged
by various magnetic microscopy techniques and aflae to probe the sample. Secondly, the
magnetic domain walls react once a magnetic fisldpplied, they might propagate and thus
contribute to the magnetization process of the sanfurthermore, a spin polarized current
can transfer spin angular moment to the magnetmoaio wall, induces changes of its internal
structure and eventually drives the motion of tmdin wall. The possibility to manipulate the
magnetic domain wall by spin polarized current lasched plenty of innovative concepts for
memory and logic devices. For all these reasores,0kV topic represents a large part of my
activity from the very beginning and the major lesare summarized hereatfter.

The Bloch and Néel domain walls are known from tegtbooks, they might be
addressed analytically under some assumptions. t#mwpure Bloch or Néel walls are quite
rare and, most of the time, the lateral confinenudra ferromagnetic sample has a big impact
on the magnetization distribution and especiallytioa structure of the domain wall. This
impact has been investigated for thin films bubdts nanowires according to the time chart
from Fig. 2.1 Progressively various features have been incliud#dte micromagnetic solver in
order to study the behavior of DW under the inmctof spin polarized current (STT) and
structural inversion symmetry related effects (SOW]I).

thin films nanowires
1 Hoop > Ja
————————— pp
’ Ha'op app/
static configuration Spin transfer torque Spin transfer torque
Dzyaloshinskii-Moriya interaction
Spin orbit torques R
1999  DYNASPIN, MAGNOISE 2009 ISTRADE, DYNAWALL 2014 ESPERADO

Fig. 2.1 Time evolution of the DW topic and theoagsed grants. The key phenomena included in the
micromagnetic model are indicated.

2.1 Domain wall structure in thin films

The internal structure of magnetic domain wallsthim films has been a topic of
predilection from the very beginning of my PhD. Thet version of the micromagnetic solver
has been dedicated to such 2D systems (translayonmetry along one axis). The
micromagnetic solver have been mainly used firsttyy for static computation both for
periodic (2D stripes) and non-periodic samples.ri§atontinuous single crystal thin films of
Co have been investigated characterized by thegelanagnetocrystalline anisotropy.
Depending on the substrate, the hexagonal compactwe of the Co might have tloeaxis
laying longitudinal or perpendicular to the thiinfiplane. For both cases the magnetization
inside the sample is strongly influenced by thekhess as depicted Fig. 2.2a Magnetic
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domains walls are stabilized between the magneticains having a hybrid structure between
the standard Bloch and Néel walls. Such structaresthe obvious result of a competition
between internal interactions: exchange and amigpimagneto-crystalline and shape). In the
middle of the layer the DW has a Bloch-like watusture. However the magnetostatic effects
behind the shape anisotropy are strongly affecygtid size (here the thickness) of the sample.
Thus, the magnetization prefers to be aligned whth surface of the sample to reduce the
induced magnetic surface charges. The fact thadah&in wall acquires a Néel-like structure
at the surface proximity is a clear signature efitiagnetostatic interaction. As a consequence
one might expect having Néel walls in very thin l@gers with in-plane magnetocrystalline
anisotropy (t<10nm) or suppressing completely tbenain wall for the perpendicular case
(t<28nm). The predicted variation of the domainlwalcture in these films was found in good
agreement with experimental observation by MF¥jpeanu200pand FMR Ebels200}.
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Fig. 2.2 a) Cross-sections showing the evolutiothefdomain wall internal structure with the thielss of the Co

layer if the magnetocrystalline c-axis is layingtlire plane or perpendicular to the plane of thmfilThe arrows

are associated to projection of the magnetizatiector on the cross-section plane. b) Modificatiéthe domain
wall structure in a bi-layer sample combining reggowith different anisotropy.

This balance between effective anisotropy and exghanteraction on the magnetization
pattern is illustrated also in the case of a tlapel composed of two different materials
[Bollero201]. A very thin NiFe soft layer is deposed on togRtCo] multilayer with out-of-
plane anisotropy. One might notice that the NiF& kyer is favoring the closure of the
magnetic flux inside the sample. The presence @fignetic domains from [Pt/Co] leads to
a shift of the hysteresis loop of an adjacent Nifia film with in-plane anisotropy, in an
analogous manner to the exchange bias phenomengicalty observed in
ferromagnetic/antiferromagnetic systems. Playiniy Wie sample parameters the suitable type
of magnetic domain wall can be selected, the irlestructure and width can be tuned.
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2.2 Domain wall depinning assisted by current and agnetic field

The number of publications related to the magnétimain walls in ferromagnetic
nanowire is huge and a real boom followed oncecthieent induced domain wall propagation
have been proved. The large choice of materiaks,ctintrol of the sizes and fabrication
techniques allow the access to a large varietyaofpdes. The first classification is done with
respect to the relative orientation of the easy afithe magnetization with the longitudinal
axis of the nanowire. As a consequence, in the o&dlat nanowires (i.e. nanotracks) the
internal structure of the domain walls is very @ifint: longitudinal configuration favors wide
domain walls (~100nm, transverse wall or vortexlwahile for perpendicular configuration
the domain walls are very sharp approaching ~10mineaen below.

The theoretical investigations based on diffusivedel of spin-dependent transport
have converged to the following phenomenologicablLéquation (seeq 1.33:

om

E:_V(mXUoHeff)"'a(mxaa_Tj_(u D]])m—ﬁmX[(u Dﬂ)m]

The adiabatic torque(t [0)m, which accounts for transport processes in whiehspin of the

conduction electrons follows the local spatial metgration variation by remaining either the
in majority or minority state, is well understooddahas been reproduced by a number of
different transport theories. In contrast, the moigbatic contributiongm x[(ud)m],

characterized by a dimensionless paramgtehave been the subject of much debate. Various

mechanisms have been put forward to explain itgimrisuch as momentum transfer, spin
mistracking or spin-flip scattering. It is predidtéhat large nonadiabatic effects should appear
in narrow domain walls because of large magnetimagradients, whereby the wall width
becomes comparable to important transport scalels as the spin-diffusion length or the
Larmor precession length, which are of the ordex fefv nm in ferromagnetic transition metals.

The presence of a non-adiabatic term is of fundaamhemportance, because its
existence implies that current-driven wall motismbssible for any finite current in a perfect
system, even in the absence of an applied magfiekit The value of this non-adiabatic
parameter appears as key question both for expetatsts and theoreticians. The
experimental results (domain wall velocities, dejg field,...) have divided the community
in two parts: one defending the scenario of smallies for the§ constant while the another
part expects rather large values forThe agreement between various groups has been not
obvious from the very beginning for two main raison

i) difficulty in characterizingf experimentally therefore stems in part from beibte
to distinguish between extrinsic sources of walhing, due to structural defects, for example,
from the intrinsic finite threshold current predidtfor 5=0.

i) additional phenomena related to structural isi@n asymmetry of the samples but
at that time missing from the interpretation of ghedies.

A main objective for us has been the estimatiorthef value of the non-adiabatic
constanys for narrow domain wall having a Bloch-like intetrsructure. The general study
has been carried out in the frame of the ISTRAD&qmt focused on systems characterized by
strong magnetocrystalline perpendicular anisotreyggh as FePt and CoNi layers. This study
is part of the PhD thesis of Helga Szambolics tsdiby the Felipe Garcia-Sanchez. The
associated experimental investigations have beere d former NM lab from INAC
[Mihai2011] and respectively IEBurrowes2009. The first common feature for these materials is
the stabilization of very narrow domain walls sepiag out-of-plane magnetized magnetic
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domains. The second feature of these samples fystatline or single crystal) is that the
dynamics of the magnetic domain wall is dominatgthie natural crystalline defects occurring
randomly. Such non-uniformity in the material paedens might affect the magnetic domain
wall structure. If the size of the defect is venyytwith respect to the size of the magnetic
domain wall, the defect induces a local perturbmainside the structure of the domain wall and
the impact on domain wall motion is negligible.dontrast, if the size of the defect is in the
same range with the domain wall width, the domaiil wstructure is deformed and the
consequences might be important. During its digstant, the magnetic domain wall tries to
avoid the regions with high anisotropy and in ceudp&lance to favor the regions with low
anisotropy. As a consequence, the domain wall mewtmight be stopped, and the domain
wall pinned if the energy barrier to overcome is tugh. By studying thermally activated

domain wall depinning, we have tried to get infotima on the 8 constant from the variation

of the Arrhenius transition rate with the amplituafehe injected currents.
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Fig. 2.3 a) Schematic view of the system and caatds. b)Equilibrium state under applied fielgiHapp=0.18 T
at OK and the configuration to one depinning exkat 400K. c)Time evolution of mean value ot Miscalculated inside the
defect for three different events. d) Distributadithe depinning events [Garcia2010].

A single defect have been considered view as dl segion having the anisotropy
reduced by half with respect to the rest of thearfrig. 2.3. In purpose, a magnetic domain
wall is placed on the defect and an out-of-plangmedic field lower than the depinning field
is applied. At rest the magnetic domain wall ischatl on the defect. The energy required to
release the domain wall pinned on the defect isideal by thermal fluctuations. The dynamics
of the magnetization is monitored in time for se@drundred of events and the depinning is
occurring stochastically. The depinning time isarled and single peak distributions are
obtained upon varying the applied field and the glative distribution function are evaluated
giving the probability to have a depinning everteah time t. The analysis of the thermally
activated processes is in general a complicatéd ltbsvever, if the process corresponds to the
crossing of a single energy barrier and that baisienuch larger than the thermal energy (i.e.,
Eg<<ksT, where Bk is the energy barrier that the DW has to overconi) process can be

described by an exponential probability IB¢t) =1-exp(—t/7) wherer is the Arrhenius-
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Néel relaxation time, given by =7, exp(EB /(kBT)), wherer,is the attempt frequency. For
guite a large range of applied fields, we founthaedr dependence of the energy barrier on the
field value. Thus, we can express the energy baage Eg (H app): ayH,,, b, . This
expression represents weak pinning limit and wasdicoed experimentally. However, there
are differences in the time scales and the actalakvof depinning fields. The first one can be
assigned to the difficulties in extending our cétion beyond the nanosecond time scale, the
latter to the lack of an accurate model for theedefNevertheless, the physics of the system is
preserved, and the same behavior is obtained.
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Fig. 2.4 a,c) Probability to be depinned as a fiimt of time and b,d) the characteristic depinniige vs. the
applied dc current. a,b are from simulation and)drdm measurements [Mihai2011].
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In the following, we fixed the magnetic field angdpdied current densities flowing
parallel to the long axis of the wirg-{lirection) Fig.2.4). An appreciable effect on the average
depinning time is observed even at low-current diexss Moreover, an asymmetric behavior
of the probability with respect to the current pitjais present. The effect of negative current
is to slow down the depinning, while positive cunreeduces the depinning time. This result is
also consistent with the experimental observationBig. 2.4bthe time constant versus the
current density for two different applied field uak, Again, we observed a linear dependence

of the energy barrier on the current dendity\J,,,,)=a,J,,,+b, conformed experimentally
Fig. 2.4d From this linear current-dependent energy barrer $pin-torque efficiency
parameter might be estimatéd= a, /a,, . Numerically we have found = 2410 "Tn7 /A

while the typical experimental value has been exgAme order of magnituti@ T’/ A. The
results issued from the statistic simulation hawednsistent with the initial hypothesis of the
model. The conclude, the experimental estimationad for non-adiabatic paramefgrare the

following : ., = 0002+ 0002and B, = 006+ 003relatively small values similar to the
usual values of the Gilbert damping. In the casthe$e very narrow magnetic domain walls
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the efficiency of the STT is however small, the imotof the DW is strongly perturbed by the
defects and thus quite large currents must be tegeto get a fast and repeatable DW
displacement.

2.3 Chiral magnetic domain walls

Continuing the history of the magnetic domain wadl$amous and remarkable system
is the one based on Pt/Co/AlO, a trilayer assamiatiitially proposed at Spintec by B. Dieny
and B. RodmacgMonso2002, Rodmacq2003, Manchon20o0Bhis ultra-thin Co ferromagnetic layer
is also perpendicularly magnetized to the plartt@€oNi or FePt layers previously discussed.
However, this time the magnetic domain walls arevimg very fast ~400m/d+g. 2.5. Also
remarkable is the fact that the magnetic domairisnale moving against the flow of the
electrons in contrast with the prediction of comn®nT theory fhiaville200§. These studies
have been initiated in the frame of DYNAWALL grantolving colleagues as M. Miron, T.
Moore, G. Gaudin, E. Jué, K. Safeer, O. Boulle @ithborators from Institute Néel (S. Pizzini,
J. Vogel, A. Schuhl). The investigation have beersped in the frame of ESPERADO French
grant extending the collaboration to partners ftd®$ Orsay (A. Thiaville, S. Rohart, J. Miltat).
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Fig. 2.5 a) Schematic of the Pt/Co/AlO. trilayetusture. b) Experimental domain-wall velocity aguaction of

the current density [Moore2011].

After intensive investigations, specific phenombage been pointed out progressively: Rashba
effect, Dzyaloshinskii-Moriya interaction, spin haffect, chiral damping and etc. These
interactions are linked to the structural inversa@ymmetry (SIA) and act on the magnetic and
electronic transport properties at interfaces of thmensional magnetic films. In the presence
of spin-orbit coupling, SIA leads to an additiote&lm in the exchange interaction, namely the
Dzyaloshinskii-Moriya interaction (DMI), which teadto make the magnetization rotating
around a local characteristic vector This can destabilize the uniformly magnetizedesta
leading to novel chiral magnetic orders, such assprals. Novel out-of-equilibrium transport
phenomena have also been demonstrated, such astdaduced spin-orbit torques due to the
Rashba spin-orbit coupling and/or the spin Hakefffleading to current induced magnetization
reversal.

According to Thiaville et al.Thiaville2013 the DMI interaction has been included in the
Micro3D solver as an additional contribution to fihee energy densitye(.1.3 such as the
effective field €q.1.24 has a supplemental term namely

2D (0m, Om, 0 om
Hom (m)= ( Ll
HoM s

, , . Beside the boundary condition filled by the
0x oy ox oy

magnetization vector on the free surface of thegdamust be consequently adjusted. Without
DMI the expected domain wall structure is the commBtock-like structureKig.2.69. The
first impact of the DMI is to modify progressivdlye DW equilibrium structure between Bloch

22



and Néel Fig.2.69. Above a critical value, the DMI leads to chiiaWs meaning that the
magnetization rotates perpendicular to the DW serfaith a unique sense of rotation. The
positive value of the DM constant means hereaéi#tfHanded domain walls. Note that these
results have been one of the benchmarks of theo8lizisolver with respect to the Thiaville et
al [Thiaville201d and Micro3D was among the first solvers includiDigll interaction.
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Fig. 2.6 Domain wall structure in 100-nm-wide Cadk a) without DMI and b) with a DM constant of 2y
¢) Transition between Bloch and Néel domain watiruincreasing the DM interaction monitored by thege
magnetization of the sample.

Beside the change of the internal structure of dbenain wall, the DMI is also
responsible of the modification of the geometrglahpe of the domain wall. In perpendicular
magnetized nanotracks, the domain wall surfacexgeded to be perpendicular to the
nanotrack axis to minimize the domain wall enetggwever, the DMI can lead to a sizable
tilting of the domain wall surface.
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Fig. 2.7 a) Micromagnetic configuration of a 100-witde Co track with D=2 mJ/fat various transverse fields.
b) DW tilt angle as a function ofoHy for several values of DDots are the results of micromagnetic simulations
(various definition of the tilt), whereas the contbus lines are the results of the collective cowmtes model
[Boulle2013].

The simplest way to induce the tilting is to appltatic in-plane magnetic fieldy
transverse to the magnetic traékg.2.7). The domain wall is deformed by the transverskifi
but there is no effective displacement. We areudising here about a static induced domain
wall tilt. It is important to note that in the déopment of the domain wall tilt a major role is
played by the Brown’s boundary condition of the matization. The domain wall tilt has a
monotonous increase with the transverse field dral fixed Hy it increases with the DMI.
Importantly, the slope of the DW tilting as a fuoct of Hy depends directly on the value of D.
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This provides a direct way to measure D, from tbgethdence of the DW equilibrium tilt angle
on Hy.

In the presence of DMI, a tilt of the domain waltfaice can also be induced dynamically
by applying an easy axis external magnetic fléiqFig.2.8). The magnetization distribution
in the nanotrack for different magnetic fields aB&2mJ/nt reveals that the DW tilts
significantly in the steady state regime when driby H. The steady-state tilt angle rapidly
increases wittH; and D, although a saturation is observed for ladge The domain wall
velocity along the track direction as a functionHoffor different values of D is shown in
Fig.2.8d As expected, the DMI leads to an increase ottitieal Walker field. For large values
of Hz, the DW velocity deviates significantly from thepected linearity as D increases. The
domain wall tilt stabilization in time can take seal nanoseconds and larger the track width,
longer the stabilization timEig.2.8c
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Fig. 2.8 Dynamics of the DW driven by an externalgnetic field H for a 100 nm wide nanotrack. (a)
Magnetization pattern of the DW for different vaduef H with D=2 mJ/m. Tilt angle (b) and velocity (d) of the
DW as a function of Hfor different values of D. (c) Time dependencheftilt angle foruH, = 100 mT and
different track widths with D = 2 mJfm

It is important to remark also the way how the nedgration reversal occurs once the
DMI interaction is taken into accourfiy.2.9). The simultaneous application of two magnetic
fields (perpendiculaH; and transverskly) allows to reverse the magnetization fromstate
to downstate. The reversal magnetization in normal feagnetic sample (no DMI) is
mediated through the magnetostatic interactionthadeversed magnetic domain is nucleated
in the middle of the sample. In this case two Bldomain walls are created in the center and
expelled symmetrically by the edges. In contrasthie chiral sample the nucleation of one
single reversed magnetization domain is occurringha left edge of the sample via the
nucleation of a Néel like domain wall. The domal propagates along tlyedirection being
ejected at the opposed edge. These numerical poedicare consistent with the MOKE
experimental observationRigzini2014.
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Fig. 2.9 Micromagnetic simulations showing the nfiodtion of the micromagnetic structure of the séanmder
the effect of two combined field bind H. for a sample having a) no DMI and b) with D = 2/m¢l

Many similarities might be found between the bebawf the chiral domain wall under
perpendicular field and longitudinal injected cumreThe LLG equation has been modified by
adding two torques related to the spin-orbit coxgpliadamping-likeand &field-like (eq. 1.33.

om

a ~ ~
o = ‘Vo(m X Heﬁ)+ a(m xa_T) + yOCFLJapp(m X y) + JoCopJ appM X (m X Y)

Here y is the unitary vector of the transverse directim coincides with the polarization of

the spin current flowing vertically from the Pt/@QZ). The precise origin of these torques is
still under debate but combines both spin Hall effdue to the current flowing in the
nonmagnetic heavy metal layer (Pt) and Rashba @jit-coupling. It leads to an effective

easy-axis magnetic field on the DW proportiona(DﬁJapp(mxy) reaching a largest value on

the core of the magnetic domain wall (/Ox). Simiylathe SOT tends to rotate the DW
magnetization along thg-axis away from the Néel configuration, providing additional
source for the DW tilting. When injecting a currémthe track, a fast DW motion is observed
against the electron flow and the velocity increasgth Jppand D. At the same time, a
significant tilting of the DW occurs increasing Wwithe current value and DMI. The velocity of
the domain wall approaches the limit of 400m/stfer case of D=2mJ/n At high current the
tilt starts to be large and the structure of the Bwhuch distorted before entering in a more
complicated dynamic regime. These numerical reandtslightly affected by additional torques
in LLG such as théeld-like or common spin transfer torques (adiabatic andauhabatic)

This complete study show that the Dzyaloshinskiirly® interaction can lead to a
tilting of the domain wall (DW) surface in perpeadliarly magnetized magnetic nanotracks
when DW dynamics are driven by an easy-axis magfietd or a spin polarized current. The
DW tilting affects the DW dynamics for large DMhdéthe tilting relaxation time can be very
large as it scales with the square of the tracklwiflhere is a simple way to estimate the DMI
in magnetic multilayers by measuring the dependehtiee DW tilt angle on a transverse static
magnetic field. The tilt of the domain wall has beeported also by Riu et aRyu2013}
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experimentally in the case of Pt/Ni/Co/Ni/Ta in pendicularly magnetized nanotracks with
SIA. The conclusions of our numerical study aredvalso for these samples.
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Fig. 2.10 Dynamics of the DW driven by the spinitoidrque {«Hso = 0.1 T/(1G2 A/n?)) for a 100 nm wide
nanotrack. (a) Magnetization pattern of the DW b= 2 mJ/nt and different values ofgh The yellow arrow
indicates the current direction. b) Tilting andwlocity of the DW as a function af,g)for different values of D.
(c) Time dependence of the DW tilt angle for déffetrack widths for a current of density 0.25 »*2A&/nt applied
at t=0 (D=2 mJ/m).

One interesting case is the non-collinear confiyona the current flow is no longer
restricted to a single direction of the nanotrankl @an have any orientation within the film
plane. Safeer at al. have studied by Kerr microgt¢be spin—orbit torque-driven domain wall
motion in Co/AlOx wires with different shapes amieatations on top of a current-carrying Pt
layer Fig.2.11a, Bafeer201p). The displacement of the domain walls is foundoéhighly
dependent on the angle between the direction ofctleent and domain wall motion, and
asymmetric and nonlinear with respect to the camperarity (Fig.2.11h.

We have carried on micromagnetic simulations acttogrboth fordamping-likeand
field-like terms in LLG for various orientation of the DC iofed current with respect to the
nanotrack axis. As previously, the motion of the ®W¥éaches a translation regime with a
structure well stabilizedr{g.2.119 and a velocity reported iRig.2.11d A clear asymmetry
between the two current polarities is predictedgreement with the experimental observations
performed however with ns pulses of current ins&ddC current. The velocity of the DW is
varying non-linearly with the orientation of therpent for positive current, instead the variation
is linear for negative polarityr{g.2.119. One should note that our 100-nm large tradkeis
of defects and this is not the case of real santpke,impact of the defects at large angle
(proximity of 90°) might be important since theieéncy of SOT is substantially reduced for
such angles.

For positive current, thedamping-like torque has the largest efficiency for a
configuration around 45° and since it is the resjiula of the DW motion, this configuration
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corresponding to the largest expected DW displackm@®nce again the experimental
observation could be well explained by symmetrysiderations.
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Fig. 2.11 a) Non-collinear domain wall motion. fierential Kerr microscopy images of the structureft: image
corresponding to a saturated state with the magaé&tin pointing down. Middle: displacement of upido
domain walls after ten positive current pulses 2206 at 1.75 x 1BA/n?). The white dotted lines show the initial
positions of the domain walls in each wire, and Wigte arrow indicates the direction of the curreRight:
displacement of up/down domain walls after ten tiggaurrent pulses (2.62 ns at 1.75 x*30/n?). For angles
>30° we do not observe any domain wall motion. lyrain wall displacements measured for a positivé an
negative series of ten current pulses (2.62 nsi ¥ 10A/n¥). [Safeer2015] ¢) The magnetization of the DW
in the nanotrack for various non-collinear orieritat of the injected current (yellow arrow). Blackr@aws
indicates the magnetization in the DW center. djn@im wall velocities according to micromagnetic slation

for both polarities.

To conclude this part related to the chiral magnétimain wall, we turn now towards
a special type of chiral object, namely the skymibhe very thin magnetic layers presenting
chiral exchange interaction originating at the iftee with a heavy metal or an oxide layer, are
the suitable candidates to stabilize single skymsioMany studies are performed in order to
investigate such a singular object and to finallydr skyrmions at room temperature and take
benefit of their properties for building applicati¢e.g.logic devices). The topic is very reach,
our first objective in this topic has been to imatpral domain wall and particularly a chiral
bubble Fig.2.12a,h. This has been possible in Pt/Co(1nm)/MgO. Frorcremagnetic point
of view many simulations were done in order to apph as much as possible the size of the
bubble imaged by XMCD-PEEMF{g.12c,d. Material parameters such as the exchange
constant, DMI and the magnetocrystalline anisotrbpye been varied and the size of the
circular chiral domain wall have been extracted ammmpared with the experimental
observations Kig.2.12c,d. The lateral confinement of the dot has a strangact on the
stability of the chiral bubble and this should beeg parameter of adjustment of the size of the
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chiral bubbles. Moreover local variation of theeirfices or thickness layers might induce
defects with an impact on the domain wall pinning.

e) 400 — ; .
g .l A,=30pdim A var A =13pJm |
g 990, * T"‘o\
° ! "o, * ! °\
R R L N A s e
5 1 \\ ] \
) ‘ 2 *x ;
5100} ! \ - :
-g : . LX"'S A : |
e i chiral \* : chiral
\ bubble i ' bubble g
o Pl L i ] ! 1.
3.0 25 20 15 -1.0
D (mJ/m?)
f 300 ; ;
0.K,=1.462 MJ/m®

2 T
(=
= 200} \,
5 ;
5| . AN
o \ e
103»100 \K150MJ3\
2 ,=1.51 /m °
8 S~ T
> .
a —o o—o

0 1 1 i 1 I

20 22 24 26 28 30
exchange constant (pJ/m)

Fig. 2.12 a) Magnetic image of a multidomain sfate continuous Pt/Co/MgO film. For DWs lying penplécular

to the X-ray beam direction, thin white and blairles can be seen, corresponding to the magnetizéiging
aligned antiparallel and parallel to the photon lmearespectively. This demonstrates their chirallldé&eicture.
b) Magnetic skyrmion observed at room temperature zero external magnetic field by XMCD-PEEM in0 42
nm square dot (indicated by the dotted line) [Be2016]. c) Stripe domains with Néel DW and d) aattiubble
with a diameter of 192nm. Variation of the bubdiemeter in a square dot of 400nm: e€) upon chantfiegDMI
(fixed Ku, several values of,Aand f) upon varying theeA (fixed D, several valuesK

The interest on the magnetic domain walls evolfgdy fast and the rhythm is still
accelerating these last years in view of potemiiad-volatile applications. The possibilities to
adjust the properties of the domain walls and ttrab their motion arouses the imagination of
the researchers in conceiving unique associatiomaterials and combining ingeniously
multiple phenomena. The story of the magnetic domaalls is still in progress. My
contribution to the field shed some light on thendan wall dynamics and their interaction with
spin-polarized currents.

28



Chapter llI: Spin-torque nano-oscillators

The idea to use the spin angular momentum trarisf@xcite steady-state precession of the
magnetization is developed around two types of k=npanopillars and nano-contacts. In the
auto-oscillatory state the magnetization of thesfl@yer might evolve almost uniformly in the
space or develops in highly complex manner (voggation, bullet mode,..). My activity
concerns STNO based on nanopillars with laterasizelow 100nm having the magnetization
of the free layer more or less uniform. The maga¢ion of the free layer is laying in the plane
of the dot while the polarizer layer was fixed eitperpendicular to plane or in the plane. The
RF properties of STNO were studied by modellinghupgecting a DC spin polarized current
alone or combined with a static magnetic field.e BTNOs are intrinsically non-isochronous
oscillators and this feature has great impact oa 8TNO operation either in free running or
forced regime (synchronization, modulation). Thesgerties were studied numerically using
macrospin and/or micromagnetic approaches as wsehmalytical models.

Future wireless communications demand new RF dswiith low power consumption,
which are compact and multifunctional. Spin torquao-oscillators (STNOs) use the spin
transfer torque (STT) effect in thin magnetic ndaoents to induce steady state oscillations
via spin angular momentum transfer from the cornidaatlectrons to the local magnetization.
These magnetic oscillations are then convertedantoscillatory output signal at frequencies
from 100MHz to several tens of GHz depending on $1eNO type. STNOs have been
identified as a promising class of RF devices foplizations in wireless communication as
well as read heads. This is due to their sustamiedowave frequency oscillations and their
large frequency tunability by the injected DC cuatrand the applied field, as well as their large
agility which allows for a fast modulation of th&SO output. In addition, STNOs are highly
compact due to their nanoscale dimension and cobipatith complementary metal-oxide
semiconductor (CMOS)

The operating principle of STNOs combines two pmeeoa: spin transfer torque (STT)
to set the magnetization into auto-oscillation, #mel magnetoresistance (MR) to produce an
output voltageKig. 3.1).

Excitation Readout Microwave signal
generator
e Y|
! MR signal
V(t)
auto-oscillation

of Mg,
FL

1 spacer
spin
transfer
torque

PSD (nV2/Hz)

W‘ {”rll “' M ]M m
‘ J\JL\ n\

Fig. 3.1 Building blocks of a STNO: excitation wia injected current, readout signal and the micree/aignal
generator.

The properties of the microwave signal generater @ntrolled by the properties of the
nanopillar. The STNOs might be classified with espto relative orientation of the
magnetization of the active layefsq. 3.2): perpendicular STNO having the polarizer poigtin
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out-of-plane perpendicularly to the magnetizatibthe free layerd); planar STNO having the
magnetization of both active layers laying in tiheng ©). From the point of view of relevance
of the assumptions, the models are supposing tilgttbe magnetization of the free layer is
allowed to moved, b) or all the layers of the structure are interagimd collectively evolve

in time (). We concentrated our efforts on samples haviegrthgnetization of various layers
in single domain state in contrast with other reseaeams interested by the case of vortex
based oscillatorgPribiag2007, Mistral2008 The main raison of this choice is supported by the
potential use of STT oscillator in the range ofthfgequency (10 of GHz) while the vortex
oscillators are operating at lower frequency (< XEH

a) in-plane FL b) in-plane FL ¢) coupled single layers or SyF
perpendicular POL in-plane POL

2006  ANVAR, MaglCO 2008 Carnot, Milestone, SPINNOVA, MOSAIC

Fig. 3.2 Schematics of typical STNO nanopillar stawues. The free layer magnetization (FL) is layingkOy

plane while the magnetization of the referencergyelarizer POL) is fixed either perpendicular ptane (a) or

in the plane of the dot (b). c) The polarizer migatfree to evolve being coupled to the free layeeven replaced
by a synthetic anti-ferromagnet. Bottom : time saal STNO topic at Spintec and the associated grant

Depending on the specificity of each sample, varikind of steady states might be stabilized
once the injected current is swept. In an autoHasicin state the magnetization of the free layer
describes 3D trajectories with almost constantggneither in the plane (IPIFjg. 3.39 or out-
of-plane (OPPFig. 3.3h. If the magnetic layers are coupled such as #se of a synthetic
antiferromagnet (SAF) structure both layers arecudeisig IPP like trajectories with different
amplitudes. Even that the symmetry of the trajeetdooks very different, a unified description
might be used namely “non-linear auto-oscillatoeaty” (called hereafter KTS model
[Tiberkevich2008, Slavin20p9

a) PP “in-plane precession” b) opp “out-of-plane precession”  C) SAF - IPP

-

.

BL

app

Fig. 3.3 Magnetization trajectory in 3D space ca@pending to a) an in-plane precession (IPP) andrput-of-
plane precession (OPP). c) Trajectories of a sgtithantiferromagnet structure corresponding tolBP mode.

To address in a simple and general way the STNEbimwenient to change the variables,
replacing the unitary magnetization vector= (mx m, mz) by a complex variable and

its complex conjugate*. The phenomenological LLGeq. 1.28 including the spin transfer
torque €qg.1.32 is transformed in an equivalent form:
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@ﬂ.d}[
dt dc*

where A is the hamiltonian.# is the dissipative contribution, the sum of a puesi

contribution from the Gilbert relaxation proportaimwith the damping constaatand negative
contribution from the STT, proportional with thejeoted current. The hamiltonian is
diagonalized and the dissipative term has a liaedra quadratic contribution only:

dc

P jQ(p)c+T(pc=0 (3.2)

where the complex variable s= \/_pe‘”’, p is the power ang is the phase of the oscillator.
The two functionsQ(p) =, + Np and'(p) = y + Qp are both usually restricted to a linear
dependence on the powerg, and yare the linear hamiltonian and dissipative coeffits,N

andQ are the corresponding non-linear coefficients. piteise values of all these coefficients
are depending on the internal properties of the fi@yer (spontaneous magnetization,
anisotropy, size,..) and related with the spin poéal current properties (amplitude,
polarization,..). The generalequation (3.2) allows to derive the following pavaand phase
equations:

+# =0 (3.1)

dp:_
ot 2r(p)p (3.3a)
dg _
ot Q(p) (3.3b)

describing in a general formalism most of the fezgwf the STNO. The trajectories of the
magnetization corresponding to the steady statesiarply the solution oéq. 3.3a One can
identify easily the required conditions (currenild) to reach an auto-oscillation state,
establishing state diagrams, deriving the stalledtories and the tuning of the frequency by
non-linear phase-amplitude coupling.

As a synthesis of all the modelling studies perfedron a large variety of STNO samples, three
main objectives might be identified:
1. existence of auto-oscillation states : compulsapditions of excitation (field,
current,...) to establish a steady precession ofrthgnetization;
2. expected properties of the auto-oscillation statespersion diagrams;
3. understanding the mechanism behind the auto-osoiildy simple models.

The following subsections are illustrating the @tem of uniformly magnetized STNO, the
understanding of various properties and theirtytibr applications.

3.1 STNO with perpendicular polarizer

The concept of perpendicular STNO was initiate8@intec in 2006 by U. Ebels and B. Dieny
based on several patentss6532164B2US8063709BRand since supported by several research
grants. This reciprocal perpendicular configurai®ithe most suitable since it maximizes the
efficiency of the spin angular moment transfenxp, m andp being perpendicular vectors,
(Fig. 3.29. Macrospin modelling confirms the possibilityexcite steady-state oscillation once
the injected current is above the critical valug)(Jrhe magnetization describes trajectories
almost circular out-of-pland={g. 3.4 OPP) and progressively goes toward the out-aigla
saturated state upon reinforcing the injected cuif®PS abovecd. The two OPP regions on
the JH state-diagramHig. 3.49 are that of interest for application and partely the
possibility to have such auto-oscillation withoupplying any extern magnetic field is very
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appealing. Indeed for this last case, the frequehtye auto-oscillator can be tuned in the range
of GHz by adjusting the currerfif. 3.4H, a continuous dependence of the frequency on the
injected current is predicted by macrospin appr@tion. Practically, one wants to have as
large as possible operation window meaning smaéntl largel2. The first critical current is
controlled mainly by the in-plane anisotropy of théee layer Ebels200§

L2 PMit Hy

Jy=%t— while the 29 critical current depends proportionally also oe th
h gln6=90) 2
. 2e  p,M. t H
damping parameter: J, =z+—__FoTs _gM_+—XK
PP S TEaeY

with Ms the saturation magnetization; the thickness of the free layer,« H the in plane
anisotropy field, g(7,6 =90°) the pre-factor of the STT term. To maximize therapion
window samples having an enhanced damping arebselittlowever, the tunability of the
STNO is damping dependent, the frequency beingsaveroportional with the damping of the
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Fig. 3.4 a) Current-field state diagram as dedubgdmacrospin simulation with the associated st&#?& OPP
and OPS b) Frequency dispersion versus injecteteatiin zero applied field [Firastrau2008].

Several features predicted by the macrospin appr@ae however invalidated by
micromagnetic modelling. Especially at high currghe values of frequency saturate below
10GHz while the macrospin approach indicates #mitinuous increaséig. 3.4H. The main
reason of this discrepancy between models is aigig in the possibility of the magnetization
distribution to deviate from the uniform state. Buhat the lateral size of the pillar is smaller
than 100nm, the magnetization has the possibdiggevelop domain-like structures located on
the edge of the sampléi¢. 3.5. At low current, both models are converging sitice
magnetization is almost uniform having a coheretttion. At intermediate current, the
magnetization is partially reoriented out-of-planéwo domains on the edge are stabilized as
a compromise between the demagnetizing effectsspimdtransfer torque. The size of these
edge domains progressively grows and finally thgmeéic domains collapse by nucleating a
vortex-like structure with stops the auto-oscithati regime. The non-uniformity of the
magnetization is reducing the slogé/dl being detrimental for the agility of the oscillatét
very high currents the magnetization dynamics bexsowery complex with multiples vortices,
this being also in contradiction with the macrospiodel with predicts out-of-plane stable state.

The impact of various parameters on the autoiasmi properties was further studied
mainly by micromagnetic simulation. Upon increasitg damping of the free layer the
frequency is shifted downwards in the regime ofereht rotation as predicted by macrospin
model Fig. 3.69. However the saturation of the frequency at hdgirent is less sensitive to
the damping indicative that non-uniformity of theagmetization is responsible of the
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degradation of theRF properties. In contrast, by changing the crossiaecsize of the
nanopillar, it is possible to play on the frequesaguration threshold. A shape quasi-circular is
the most suitable allowing to extend the operatiomdow and reach higher frequenci&sg
3.6b). As supplemental verification of the pertinendele numerical results, the numerical
auto-oscillations have been studied by two micrametig solversMicro3D (FDM) and
FeeLLGood (FEM) based on different numerical approachEgy.(3.69. The frequency
dispersion curves are very close despite to soffexelces inherent to the numerical methods.
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Fig. 3.5 a) Time trace of the magnetization at $roatrent in a OPP steady-state (a) and large cutraith a
vortex-like nucleation (b). The corresponding sregts of the magnetization or three current levals (
[Firastrau2008].
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The experimental studies carried by D. Houssamedslow that the frequency of the excited
mode has several similarities with the numericaldpstions Fig. 3.69: a first regime with
increasing frequency followed by a frequency sdiomaregime. However the experimental
frequency is still twice time lower than the nunsatiexpected value even after adjusting most
of the parameters of the sample, including the reigriield generated by the current itself
(Oersted field) and the stray field yielded by godarizer. Our modelling deals only with the
free layer magnetization but the experimental sasmpre more complex that the simplified
structure Fig. 3.29. From the MR detection point of view the symmetfithe OPP steady-
state trajectory is not allowing to have large agiowsignal since the variation of the
magnetization component parallel with the magn&treof the polarizer (POL) is very small.
In purpose, additional magnetic layer is includedhie nanopillar on top of FL having an in-
plane magnetization used asalyzer thus the MR signal is substantially increased #ed
auto-oscillation state easily monitored. As a fastion of the analyzer on the sample response,
one might mention the necessity to apply an extdsiaa field to compensate the dipolar field
yielded on the free layer by the analyZeig( 3.69d. Moreover, a second action of the analyzer
is less obvious and involves the spin dependensp@rt since the analyzer contributes to the
spin polarization of the current on equal foot wille perpendicular polarizer. Indeed some
experimental results are indicative of the existeota current driven mode compatible with
an in-plane polarizer. Trying to include everythimgthe model requires to have a complete
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characterization of the sample and unfortunatelynynaf the unknown parameters are
technically very difficult even impossible to extta
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Fig. 3.6 Frequency dispersion impacted by the dagnparameter (a) and by the sample size (b) [Freag2008].
c¢) Frequency dispersion as predicted by variouserical approaches [VayssetPhD]. d) Experimentatjfrency
dependence on the injected current [Houssamedddig20

As conclusion of this section one might keep thmessages:
- the main features of OPP auto-oscillator are dieedreasily by the macrospin approach;
- the use of micromagnetic modelling is mandatorgxplain some operation regimes
in which the macrospin fails;
- some strategy of optimization for the STNO are it{eidentified.

3.2 STNO with planar polarizer

In order to improve the amplitude of the MR sigtred full metallic GMR samples are
replaced by samples based on magnetic tunnel am¢kTJ). However the resistance area
product (RA) of such devices must be relative lomorder to support the injection of high
current densities. At Spintec the study of RF proeg of such MTJ based STNO was initiated
during the PhD of D. Houssameddine working on sasptovided at that time by Hitachi. The
magnetization of the free layer is collinear witle tmagnetization of the polarizétig. 3.2b,
both active layers being magnetized in the plafa. such geometry, the general model of the
auto-oscillator€qg. 3.2 in the limit of macrospin approximation predietsritical current value
a= afz—euo—Mst(HK +H,,+ MS) to initiate an in-plane precession around the
n gln.6=n) w2

equilibrium position. At a fixed value of the cent the frequency dependence on the applied
field follows a typical Kittel law:

\£ \

f(Happ"]):ﬁ\/(HK + Happ)(HK + Happ+ Ms)+ F(J,O’)

with the last termF (J,a) accounting for the current dependence.
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After patterning circular or elliptical shape pil§, two kinds of samples are identified:
HTMR samples with high resistance and high TMR @00and LTMR samples with low
resistance and low TMR (30%). The lower MR perfanceof LTMR devices is caused by
defects in the tunnel barrier. The RF characiesstf LTMR and HTMR devices are very
distinct Fig. 3.7). The linewidth of LTMR devices can be as low &VHz whereas the
linewidth of HTMR samples is larger than 100 MHzeTplots of the frequency and the
linewidth as a function of field are shownhig. 3.7a for both types of sample at current larger
than the critical current. Frequency increases Withapplied field, as predicted by the Kittel
model Kittel194g. The most striking feature of these plots is élestence of severdranches
(labeled as A, B, C and D). For LTMR sample, thegjtrency changes abruptly at several field
values. This is particularly visible on the secdr@amonic. Moreover, these frequency jumps
are correlated with linewidth maxima. The largelindth value at the frequency discontinuities
is likely due to the presence of two peaks in tharker spectrum that blend together. On the
plot corresponding to an HTMR sample, the frequedscontinuities are less visible.
However, the large increase of linewidth at soraklfvalues is evidence of a similar underlying
behavior. The correlation between linewidth andjfiency jumps shows that the origin of the
different branches has to be understood to corhelcoherence of STOs. Reducing the
linewidth is necessary for applications and theeetbe frequency jumps have to be avoided.

Analyzing alone the free layer current driven dyi@nin the framework of macrospin
approximation fails in explaining the features expentally observed: several modes excited
by the STT. The first step in the modelling is low the magnetization developing inside the
free layer in a non-uniform distribution. This w@sne during the PhD thesis of A. Vaysset. In
Fig. 3.7cthe frequency dependence on the in-plane appiédd is reported as predicted by
micromagnetic modelling. Upon increasing the irgelaturrent the frequency is deviating from
the Kittel law and different modes are clearly itiiged. In order to get rid of numerical arte-
facts related to the regular mesh (drawback intritssfinite difference method) various cross
checking between FDM and FEM micromagnetic solveese carried out. The existence of
different modes is confirmed very similar to thgpermental observations. The micromagentic
simulation results reported are obtained using M B&lver (FeeLLGood) in collaboration with
J-Ch. Toussaint from Institute Néel.
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Fig. 3.7 a) Frequency vs. bias applied field measduor a) LTMR sample (botf§tland 2¢ harmonics are shown
by dots) and b) HTMR sample. The linewidth of fthearmonic is plotted as stars [Houssameddine2068T.he
frequency vs. applied field as predicted by micrgn&ic simulation for several injected current. Madues given
by macrospin approach are plotted by the contindoes[VayssetPhD].
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The micromagnetic spectral mapping technique allimadearly show that each branch
is associated with a different mode, various regjiohthe sample are differently excited for
each point inside a branch. Our first main numérmdeservation identify the contributiorf 3
(6f) as being the biggest difference between the besc

In a system where oscillations are small deviatifsosn the equilibrium state, it is
possible to decompose the magnetization motionkmse of eigen-modes (or normal modes).
These eigen-modes are derived in the limit of sroadlillations. Several techniques exist to
compute the micromagnetic normal modes of a fergpmaic sample, we have used for our
study the software Spinflow. The eigen-modes aosvslonFig. 3.9with the eigen-frequencies
plotted as a function of applied field. On the sdigere, the frequencies of IPP harmonics are
plotted forJ = -5 x 13*A/m? One would expect the eigen-modes to be the "dmation
modes" excited at the beginning of each branchsTthe curve of f3(or another harmonic
frequency) would cross an eigen-frequency at tiggnioéng of each branch. The reality is more
complex.First, the excited modes cannot be clearly ideadtifas deriving from eigen-modes.
Second, it seems that the modes excited at thatiegiof each branch have a strong variation
of their longitudinal component, as shown by thecsral mapsKig. 3.8at 4). Therefore, these
perturbation modes are not normal modes but naalimedes. Currently, no theory is available
allowing to check the frequency of these nonlimeades.
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To summarize, when the field (or the current) ised the oscillation frequency is also
varied in a non-continuous manner. Jumps in frequéave been confirmed by two different
numerical methods (FDM, FEM). They are accompahiethinor variation of the shape of the
average magnetization trajectory but the variougrdmutions to the free energy are showing
discontinuities for any current larger than theicai current. Using the micromagnetic spectral
mapping technique, the origin of the jumps has haarfied. After each discontinuity, at the
beginning of a branch, a mode is strongly excitetha frequency f3 This mode is nonlinear
as the variation of its longitudinal componentaggke, and therefore its pattern does not clearly
match the configuration of any of the linear eigeades computed with Spinflow. It is thought
that a frequency jump appears when the cuhv@d@ses the natural frequency of the excited
non-linear mode. Thus, the series of "band gapsémted in tha=ig. 3.7cwould give an
indication about the frequency of the non-linearde® as a function of applied field. The
simulations show that oscillations of a single lagan already lead to very complex dynamics.

3.3 Synchronization of STNO with planar polarizer

From practical point of view, one of the main issileat remains to be addressed for
these spin transfer torque oscillators is theatreé large linewidth (~ tens of MHz) originating
mainly from the phase noise. One possibility tauethe linewidth is to couple either different
layers within an oscillator (see section 3.5), @icouple several oscillators. For this second
case, several options were proposed, experimeraallly theoretically as: current mediated
coupling [Georges2008, Grollier20de dipolar coupling Urazhdin2010, Belanovsky20lLr spin wave
coupled nanocontactsgni2013, Rippard20¢5As a first step to understand the conditionsdior
efficient synchronization we addressed the syndbation of a STNO to an external

microwave source: either an RF currerd DC+IRFCOS{a)extt) or an RF magnetic field
Happ = HDC + HRF Coi%xtt) :
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The synchronization of the STNO by a microwave eotrwas initiated at Spintec
during the PhD of M. Quinsat and continued durimg PhD thesis of C. Dieudonné, while the
synchronization via an RF magnetic field was adskddy the PhD thesis of J. Hem. Support
was provided by the I. Firastrau, D. Gusakova andTbttarolo. We focus our research on
standard homogeneous in-plane magnetized oscéldioplane polarizer and in-plane free
layer), for which an in-plane precession (IPP) m@stabilized. Starting from the existing
theoretical descriptions, based on spin wave thebspin torque oscillator, we have addressed
in a general manner the synchronization.

The Landau-Lifshitz-Gilbert equation including tegin transfer torques (i.damping-
like and field-like) is a vectorial equation and the Rkcitation arises from 6 terms:
mx(mxu,) andmxu, with m — unitary vector of the magnetization ame unitary vector
of the axis i=x,y,z. After several transformatioteking advantage of their properties of
linearity, one might show that these 6 terms geretalifferent forcing termBsyn& Whatever
the nature of the RF signal, acting in the follogvrenerat-equation €q. 3.2:

dc .
a + J Q( p)C+ r( p)C = FsyncC
The forcing termgy,,,.c are listed in the table below.
RF excitation origin Irreducible form Fgync Additional
& AB,C,D €R phase shift o
m X (m X uy) A1 (p)cos Yon + jA2(P)sin Py 0
m X u,
C1(p)cos Yopp1 +jC(P)SIN Yoyt 0
m X (m X uy)
m X u, j(By(p)cos P + jBy(p)sin ;) /2
m X uy
m X (m X u,) J(D1(p)cos Yaniy + jD2(p)sin Pan41) Y2

The geometrical origin of the forcing term leadsat different synchronization ratio
(even2n or odd2n+1) and prefactorj(or 1). A consequence of the complex nature of the
prefactor relates the additional phase shéftwhich is the phase shift in the synchronizedestat
at zero detuning. Up to nowp was known to be only dependant®oérctan{’) with v the non-

linearity of the oscillator. Here we observe a dapgentary phase shift of2 if the prefactor
is imaginary. One potential result would be to careldifferent forcing terms to continuously
shift the phase overr@while the system stays at the centre of the lagkange to resist the
influence of thermal noise.

As an illustrationFig.3.10summarizes the comparison between the extendégtiaah
model and numerical macrospin simulations. For shenple schematically presented on
Fig.3.10a,two important cases namely field synchronizatioi2faacrossmxu, with Bi(p),
B2(p) # 0 and current synchronization 2ftacrossm x (m xu, ) with Ay(p) # 0 are reported.
The macrospin simulations allow to monitor the ewiohn of the generated frequenfgyof the
oscillator once the frequency of the external carmiarametefexis swept. A frequency locking
occurs each time when the external RF source frexwfex: is a multiple of the free-running
frequency of the oscillatorlf, 2f, 3f ,...). One might notice that the 8ynchronization is
particularly efficient both for current and longiinal field cases, this feature being intrinsic to
the IPP steady state oscillations. With respethéogeometry of the sample and the symmetry
of the excitation some fast oscillating terms beeassonant atf2having a big impact on the
magnetization dynamics. The analytical resultse@jnpredict quantitatively the locking range
AQ (Fig.3.10Db,¢ for different operatingst, in both cases, even if the functiong@), Bi(p),
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Bo(p) are limited to the first order in amplituge Furthermore the model predicts the phase
shift inside the locking rangg (Fig.3.10c,d and particularly the value of the additional phas
shift Yo, which differs fromrv/2 between the two situations.

2f field synchronization C) 2f current synchronization
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Fig. 3.10 a) Schematics of the in-plane STNOyackronization and the generated frequency vamatiah the
external source frequency. Locking rani@ at 2f versus the excitation amplitudesHor synchronization by
field (b) and 3+Joc for synchronization by current (c). The corresgimg phase shift/inside the detuning
range (d,e). Lines are analytical results and duimerical results. Parameters of the STNO: critimalrent J,=-
380GA/M, Hoc = 400 Oe, size of the free layer 90*80*3.9%m = 0.02, free running frequency=5.98 GHz
and amplitude p= 0.1, non-linearityv = -22 [HemPhD].
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The analytical method developed here treats atyasfesynchronization cases for any
spin torque uniform oscillators. It is a helpfubtdo develop and optimized RF spintronic
devices based on synchronization phenomena.

The planar STNO being very sensitive to tfigyhchronization by RF current, most of
our investigations were focused on this case. tAswell known that the phase noise is the
main source of linewidth broadening for non-isoctmas oscillators, we investigate the phase
noise behavior on the locked regime. The effeth@fmal fluctuations on the transient behavior
of the synchronized state of an STNO is analyzetiénframe of the generic model of a non-

linear auto-oscillator with the complex varialde \/_ pe '’ (p- power andp- phase) injecting
a total current density of:
Japp(t) = ‘JDC + ‘JRF Cos(wextt) = ‘JDC [1+ gcoiwextt)] :
In 2f synchronized state the phase difference betweephhse of the generated signal and the
external signal defined ag = 2¢- w,,t is constant and the stationary poweis shifted by

XP=p,—p, from the free-running powernp Keeping only the resonant terms &tiis
possible to obtain the coupled equations:
dy
—=-Aw+2N
dt P
dop

o 0 -2 ,dp+2p,F cosy)
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withAw= w L
24

b — 20y +Np)) and F=€P,T, P,-  The stable stationary solution

corresponding to thef Zynchronized state has the phase difference tiyen = arcco%ﬁ—gj

. . . Aa . o
with locking range AQ = %(F and the power shiftdp, = N Linearizing the above
p
equations around a stable solution allows us tydtive transient behavior of the synchronized
state, and analytically calculate the decaying oatee amplitude and phase fluctuations in the
synchronized state. In this case, the decay exterhes:

. r2
A, =1+ 1—i with £ = P )
@™l : T nr I
¢ 2Np, P, FJEsm(//S

This decay rate is related to the power relaxataie ', of the free-running state, (or the

frequency roll-off f, =T /n) If £>¢, A, are complex conjugate and describe an

oscillatory approach to the phase-locked statechvbuggests the presence of sidebands on the
locked regime due to the frequency of the transientilations. The side-bands are shifted from

the carrier by:Q =T \/e/& —1. The phase approaches its locked state exporigrsiad

oscillating above a certain critical microwave et
Taking into account the thermal fluctuations assa$sian white noise, we can calculate
the spectral density of the phase fluctuationshensiynchronized state:

(I'p] @+v?)+f?
m

r ’
R
Vi £

c

PSD, = 272\f,

where v =Np,/T, is the nonlinear coupling parameter at} is the linear linewidth. It is

important to note that analyzing the phase noispegities in the Fourier space, inverse power
law dependence on frequency 21/ expected and information about underlying noise

processes can be extractedrig.3.11a shows at very high frequency >>f  a ~1/f

dependence characteristic for a random walk behashatever the strength of the excitation.
Instead at lower frequenc§ << f_, the model predicts a crossover front 1 1/f (white

noise behaviour) even for a tiny microwave curmanth ag = 001. Increasing further the RF
current the noise level is expected to continuodskgrease.

The transition from random walk to white noise hadirect impact on the shape of the
peak of the signal which becomes very narrow anal symmetric sidebands appear upon
increasing the RF currefig.3.11b The linewidth is progressively decreasing aredlthwest
value is reached once the phase noise flatfeigs3(119. This is a proof that the linewidth is
mainly controlled by the phase noise since the @aogd noise fig. 3.11¢ has from the very
beginning a white noise behaviour. A very good agrent it is found between the side-bands
peaks predicted by the analytical model and allniin@erical extracted information. However
the analytical predictions are partially invalidatey the macrospin simulation since the full
reduction of the linewidth below the resolution ilirof the numerical calculation (20 kHz).
occurs for much higher RF currefitig.3.11c)

40



a) \\ P c) 100 \
E‘ -30 \\\ 0 a Joe (AIM?)
~ 10 ° ® -40x10’
2 -50 \\\ o I % « -50x10"
T N 0.4 €
= \ ; p= L
UD) -70 N 0.2 'c§:
-1 0.1
o g0 Q 2
- i 2 ] * *
i 0.01
M 10M 100M 16 1E'735 4.0 45 5.0 55 6.0 00 05 10 15 20 25 3.0
frequency (Hz) frequency (GHz) ¢=JrepC
0 , 0
d) ) f) 1200 :
3
/ 1000 - ‘ 1
— iy 50x10"A/m’ § * PSD !
i 800 o PSDg 1
8 Ml = 4 PsDsa|
Z : T T 600 ——model ]
g & w0 |
G 4 {
. 5 -40x10"°A/m’ i g |
f 200 |4 w*""u ]
200 s s ‘ -200 : : ‘ o E i
™ 10M 100M 1G M 10M 100M 1G 0 ‘ ; . . .
frequency (Hz) frequency (Hz) 0.0 05 1.0 }5 y 20 25 30
20 : £=RF“DC
8) [ ] h)ao i) i
e { | experiment experiment —O0slps
™ . 150‘ ‘ -"-m.-rj’_ —1dip
g o0 W g | ‘ ¥ -50 2 dlips
= 20 " 18 i X .
= | '\.qﬂmﬂﬁ h S 100‘( ,n—rd-r - 3 W — 10 lips
; 40! " '\ 2 3 f T -75 ) P
2 ‘ g f ; T 50L | S |
[ 0.1 vr“.( |
0r—o2 oA - BT - -
| 03 W \ 0” ¥
-80 L . v | | | | I
0 1 2 30 40 0 10 20 30 40 10
time (us) time (us) frequency (Hz)
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traces. i) Phase noise analysis from the experiaidime trace from 3us segments with 0, 1,2,10 @Iséips.

The apparent disagreement between the analyticdeh@nd numerical results is related
to existence of thphase slipsntrinsic by the numerical simulation but not colesed by the
analytical model (i.e. the analytical descriptisraddressing only the phase fluctuations around
the stable phase). The temporal traces of theephdsacted from simulatiofrig.3.119 shows
a drift in time, together with the appearance @& phase slips, which becomes well defined
upon increasing the RF curreitiqg.3.119. The number of phase slips per sampling period
(~40 us) decreases at high RF current and above a thdett® phase slips are completely
suppressed. These phase slips are responsibleefa/ft contribution of the phase noise at low
offset frequencies and there are hiding the predittf contribution.

Jointly experimental studies were carried out opicdgl STO devices with in-plane
magnetized MTJ having composition based on mubilayguch as : IrMn /CoFeB /Ru /CoFeB
/IMgO /CoFe /CoFeB. Some important experimentalltesue summarized dfig.3.12 In the
autonomous regime, the oscillations have a freringfrequencyd 7.5GHz, with a linewidth
of 55 MHz for an applied in plane field of 350 OedaDC current gc= -1.6 mA. The
synchronization experiment was done varying thesoirequency around two times the free
running frequency of the oscillator, from 14 GHzZL® GHz, and the source power was varied
from -15 dBm to -5 dBm g ~0.3 to 1.3 mA), just before the sample startshiow signs of
degradation. The PSD map of the output voltagéefenerated frequentyas a function of
the source frequendyy: is shown in thé=ig.3.11afor e=Jrr /Jpc=0.7.Fig.3.12bconfirms that
the frequency locking rang&Q becomes wider by increasing the amplitude of #&ference
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current €) and that the linewidth decreases progressivetiy aminimal value. Notice that the
linewidth reaches one order of magnitude reduc(®MHz with a 1 MHz resolution). The
temporal traces of the signal measured with a sistlot oscilloscope are used to analyze
simultaneously the amplitude and the phase nolse afmplitude noise shows arf “lbehavior
both for synchronized~{g.3.12¢ black full line) and free running statéiq.3.12¢ gray dashed
line), characteristic of white noise fluctuatiorfstive amplitude around its average value. The
phase noise in the synchroniz&dy(3.12¢ red dashed line) and the free running statef(riéd
line) show that the synchronization mechanismfisiefit to reduce the phase noise by 20 dBm
respect to the non-synchronized state. However flots display a 17 behavior characteristic
from random walk behavior indicating that the pphase locking state is not yet reached. Our
experiments show that for the maximum applied mieree current, even though the oscillator
is synchronized with the external source the emisnewidth remains broad. The phase noise
decreases but it does not reach ttieldghavior that would decrease the linewidth. Liahitsy

the voltage breakdown of the samples we were rlettatcontinue increasing the current and
forcing a pure phase locking. The phase is sulojectany slipsfig. 3.111 very similar with

the macrospin simulation and the pure phase locidnmgpssible only for short few ugig.
3.11)).
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Fig. 3.12 a) Experimental PSD map of the outmitage at kr = -1.12 mA anddc=-1.6mA. b) Linewidth vs=
Jre/Jpc. €) Amplitude and phase noise from the experimenti®nbn-synchronized state, (continuous lgeQ)
and synchronized state (broken liges0.7). Notice that the synchronization mechanisrefficient to reduce the
noise level (green arrows).

Analytically the synchronization atf 2y RF magnetic field is very similar with the
synchronization by RF current. Experimental measergs must be done in the future for
confrontation.

The theoretical and experimental studied confiamtjy that the synchronization of a
STNO by RF current allows to drastically reduce tmewidth when phase slips are
suppressed, but it is not possible to reduce Iblethe bounded noise level, which is almost
independent from the RF current. Moreover, therfhadtuations for in-plane magnetized
STNO induce sidebands in the signal that shouldken into account for applications.
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3.4Modulation of STNO with planar polarizer

The STNO devices are of interest for microwave i@ppfibns such as wireless
communication but have also been proposed as tiaofor read heads to rise up the bit data
rate [Braganca201p Watson200. In such a dynamic read head, STNOs read backbthe
information using the concept of Frequency Shifyikg (FSK)[watson200]L. The bit stray field,
Hpit, modulates the frequency of STNOs between two éiscrvalues around its carrier
frequency. FSK concepts are also of interest foele$ss communications in sensor networks.
A first demonstration using Amplitude Shift KeyingSK[watson200 has been reported
recentlyfchoi2014 by on-off switching the bias current, demonstrgtP00-kbps data rate at a
distance ofimbetween the transmitter and receiver.

The modulation of the planar STNO might be impletadreither by a currentsf=Im
cosomt) either by a magnetic fieldlrr=Hmcosmt). The modulation by current was
straightforward after the synchronization by RFrent previously presented since only the
frequency of the RF current must be reduced, thie twas addressed by M. Quinsat during his
PhD thesis, with the support of F. Garcia-Sanchiée. modulation under magnetic field was
addressed by A. Purbawati both for periodic andgeuhodulation supported by Ana Ruiz
Calaforra. These studies together were focusednderstanding the mechanism behind the
modulation in the case of a non-isochronous autitatr and establishing the useful features
and limitations in perspective of applications.

3.4.1 Modulation under current

Modulation is occurring for the situation when thscillator receives simultaneously a DC
current bc (to generate the oscillation at frequenay2rtg) and an RF modulation current
Ir=ImCcOSmt) (to modulate the responseuat=21tm). This corresponds to a direct modulation
of the generated microwave signal. The DC currets she amplitude of the steady state
excitation which is determined by the balance betwtbe spin transfer torque and the damping
torque. Hence an RF current modulates in firstgothe signal amplitude (signal power). This
might be seen ifrig. 3.13a andFig. 3.13b where the output voltage signal of a MTJ based
oscillator is shown to oscillate in time in respemns an RF current at the modulation frequency
of fn=4MHz.

The auto-oscillator general theolg( 3.3 indicates that small fluctuations due to noise
of the signal amplitude are damped out over a Soae given by the power relaxation rege
In the limit of small RF modulation amplitudes, ithe above theory might be extended allowing
to show that the instantaneous power deviakmt) of the modulated signal with respect to the
stationary power qis proportional with the strength of the modulatienlw/lpc:

_ .20 (p.)p, X
(t)=¢ rar codayt +¢)

with ¢ = —arcta{sz’“J and I'_(po) is the prefactor of the spin transfer torque. BA&NO is
p

non-isochronous and consequently its generatedudrexy fo(t) is adjusted simply by :

27f () = @, + Np, + Nop, . If the coefficient of the nonlinear amplitudegsie coupling (N) is

large a strong variation of the generation freqydg(t) is expected.The equation fodp(t)
shows that the modulated amplitude rolls off at ibl@xation frequency,£l'o/Tt Therefore,
this relaxation rat&, determines the upper frequency at which the STNQlitude (power)
can respond to an RF current modulation. Thusathglitude and frequency modulation in a
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STNO occur simultaneously, and frequency modulatican STNO is a result of an amplitude
modulation by the RF current.
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Fig. 3.13 a) Time evolution of the STNO (a) outmltage and (b) frequency under RF current modalatiThe
injected RF modulation power isnR~=-20 dBm and the modulation frequency is f= 4MHar PP modes the
slope of frequency vs. current df/dI<0 is negativequency redshift). (c) to (f): Amplitude noisBP% from (c)
simulation and (e) experiments and frequency neBs from (d) simulation and (f) experiments. The ldo#ed
points in (e) correspond to the peak power of ttuslufation peaks obtained from different experimargen
varying the modulation frequency fm. For sake afit}, not all peaks are shown. As a guide to the, éhe
envelope of these peaks is given in (c)—(f) byldshed lines indicating the roll-off gtdstimated by the vertical
dotted lines [Quinsat2014].

The theory predicts that the non-isochronous astolators have finite frequency bandwidth
of both the amplitude and the frequency modulatind these bandwidths are determined by
the damping rate. Experimental measurements andsyn simulations were jointly used to
order to verify this theoretical predicted featimehe case of STNO with in-plane polarizer
and free layer. Practically, the investigationhef tnodulation might be done either by analyzing
the sidebands appearing in the voltage power spetensity Pufall2005,Muduli2010, Consolo20}L0

or via the amplitude and phase noise spectrosamintque Quinsat201y. The latter technique
has the advantage of providing separately the respof amplitude and frequency and to
characterize their corresponding roll-off frequeme&mng the most adapted with respect to the
purpose of our study.

Typical amplitude noise PSbplots are shown ifrigs. 3.13(c)and 3.13(e)(double
logarithmic scale) for simulations and experimengspectively, where the offset frequency
corresponds to the frequency of the modulating @sen signal. In both simulations and
experiments, two contributions to the signal caséen. A low level background contribution
that is due to noise (in red ig. 3.13c,ewith -110 dBc/Hz for simulation and -95dBC/Hz for
the experiment at 10MHz offset frequency) supergdsewell-defined peaks that are ~20dB
above the background noise level and that are duthé modulation. The background
contribution to the amplitude noise P&Mue to amplitude fluctuations is white (indepertden
on the frequency) up to a cut-off frequengyff/Ttand then falls off as 1/f2 (simulatiop=fL85
MHz, experiment § = 200 MHz). Upon varying the modulation frequeratya constant
modulation power, the sharp peaks above the baghkdrshift accordingly. The envelope of
these modulation peaks shows the same roll-ofedoshe fthreshold, this is a prove that the
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bandwidth of the amplitude modulation is given by amplitude relaxation rate. In contrast to
the amplitude, the oscillation phase of the freanmg oscillator is free. Hence phase
fluctuations add up in time resulting in a randoaikaprocess that is characterised by an overall
1/f2 dependence for the phase noise PSWith PSD =f2 PSLy this is equivalent to a white
frequency noise PSP Typical frequency noise P%$Dplots are shown irfrig. 3.13 d,ffor

simulation and experiment.
Using this technique for standard in-plane magedt@TNO devices, it was shown that

in case of RF current modulation, this roll-offdueency is on the order of 100MHz and more
importantly, that it is determined by the amplitudtaxation ratel{(p=mfp). This will be a limit

when Gbps data rates are targeted. This limit irect modulation is explained by the fact that
lac Sets the amplitude of steady state excitationdlatieg at frequencyvg=2nfy. An additional

RF current modulates the signal amplitude or sigoaler of the STNO. Frequency modulation
occurs due to the nonlinear amplitude-phase cogghon-isochronous property of STNOS).
This explains why in this case frequency modulatsdimited by the amplitude relaxation rate.

3.4.2 Modulation under magnetic field

Looking for a solution to avoid the roll-off fregaocy detrimental effect, we explored
analytically and numerically the STNO modulationsbRF magnetic field. The modulation by
an RF field is mainly involving the conservativetpat the LLG equation while the modulation
by current is related to the dissipative term. Ftbia basic difference conservative/dissipative
origin of the excitation one might expect to haeehaps modified mechanism of the frequency
modulation. Indeed our studies confirm this initiuition as presented hereafter.

(b) Amplitude noise (c) frequency noise

(a) Free running STNO
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Fig. 3.14 a) The time traces of my-component ofrixe running STNO (black) and its correspondingphiude
fluctuations around its average value (reld).The corresponding amplitude noise and c) thguescy noised)
The time traces of my-component of modulated STM® modulation strengthg=0.1 at slow modulation
frequency, fm. The amplitude is modulated at e2@mys (§=50 MHz). The envelope of the amplitude modulation
(in red) shows that the modulated amplitude flutgsaround its average value. e) The amplitudeenaisl f) the
frequency noise of modulated STNO [PurbawatiPhD].

Series of simulations were performed on a siméanle as that analyzed previously in
the synchronization by RF current studiyg(3.109. Typical temporal trace of transversg m
magnetization including the thermal fluctuationsresponding to the free running state is
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shown inFig 3.14a Both the amplitude noideig 3.14band the frequency noiseg 3.14care
presenting the roll-off around 200MHz in agreemeitl the corresponding analytical value of
the £=212MHz. Superposing on the DC a modulating fieltkr=Hmcos(wmt) (longitudinal
configuration) the resulting amplitude is modulatgda frequency of 50MHz. Red peaks are
appearing both in the amplitude noise and in theguency noise spectra superposed on the
black background of the free-running statg 3.14e,f.

At first glance, the observed behavior is very samwith modulation under current
case. However, varying thém field orientation, amplitude and frequenzy(Fig.3.15 one
might notice that for longitudinal pumping therenig roll-off frequency Fig.3.15a-b) The
modulation of the frequency is efficient up to 1Géizn that the relaxation rate of the STNO
is around 200MHz and this features is conserveddaous pumping strengeh(Fig.3.15e-f)

This configuration of high symmetry is indeed vprgmising for the FSK application. Instead
once the modulating field is transverse (perperdicto the bias DC field) the frequency
modulation is again limited by a roll-off frequensinilar to the response observed in current
modulation.
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Fig. 3.15 Time traces of 42uus was analyzed in doldglarithmic plots of the amplitude noise Bsé&nd frequency
noise PSK} of the modulated signal for (a,b) longitudinakdiand (c,d) transverse &ty RF fields. The current
and field modulation simulation was performed viita same parameters of free running STN@E40mT and
Jap=-50x10° A/n?) at temperature of 50K and the same modulatioengfth £=0.3. The envelope of the
background level due to thermal noise is indicaigdhe red dotted line and the envelope due tartbéulation
signal by the blue dotted line. The envelope ofutatithn and noise PSD of (e) amplitude BS&nd (f) frequency
PSDy for longitudinal RF field modulation as a functiohmodulation strength [Purbawati PhD].

To better see the origin of these angular deperedbebavior, the-equation of the
auto-oscillators was extended. In the longitudmahping case, analytically it is predicted that
the instantaneous power deviatigp(t) of the modulated signal with respect to thaishary
power pis proportional with the strength of the modulatf@id e=Hrr/Hpc:

d)(t) - _2ayOIHRFx
Jan +(2r,)

Neverthelessdp(t) is also linear dependant with the damping peter of the free layen
having usually very small value ~0.01 and theéantaneous power deviation is expected to
be consequently small. More important, the instagdas generated frequency is given by the

0 H zrp
2 coda,t -¢) with the phaseoty “
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following relation: 27f (t):ab+N(p0+d))+AyO'HRFXcos(a4nt). One might notice the
2

presence of an additional term proportional disectlith the modulating field k.
Interestingly via this term the modulating fieldtadirectly on the frequency and thus the
absence of any roll-off mechanism is explained.ilAstration, Fig.3.16a shows that the
analytical model is in perfect agreement with thacrospin simulation for the longitudinal
pumping. It confirms also that the non-linear amyale-phase coupling plays negligible role in
the frequency modulation in this case while for th@rent modulation the frequency
modulation is mainly due to the non-linear ampléyghase couplingg.3.16c) In contrast,
the transverse pumping case is more intricate sirc&requency modulation looks similar with
that of the case of the current modulatidrig(3.16b).

—Numerical’ —Numerical’ —Numerical’
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Fig. 3.16 Comparison between the numerical (blaok)land analytical (red and green lines) instargans
frequencyift) for a) longitudinal RF field (IHe/x) modulation, b) longitudinal RF field @;y) modulation, and c)
current modulation at modulation frequengyg100 MHz and modulation strengti0.3. The red line considers
only the contribution from amplitude modulation ahd green line considers both amplitude and difestjuency
modulation for longitudinal modulation case. Theabpical evaluation was performed fork=40mT and dp=-
50x10%° A/n? leading to the following analytical parametess=40.5 Grad/s, N=-31.6 Grad/s and Ay
Hapy//w0=5.217 Grad/s.

We demonstrate via numerical simulation that thelutation of STNOs under RF field
is an alternative way with no upper limit to the dntation frequency. In the case of in-plane
magnetized materials, modulation at frequenciefédrighan §=I,/Tt can be achieved when
using a modulating RF field that is oriented altimgequilibrium direction given by an external
dc bias field (longitudinal RF field, &#x). In contrast, tilting the modulating RF field plane
perpendicularly with respect to the bias fieldrigaerse RF field, kky), the modulation is again
limited by a roll-off frequency similar to the respse observed in current modulation. The
absence of the roll-off in longitudinal RF field ohdation is explained within an extended
analytical model from which the deviation of thestentaneous power and the instantaneous
frequency of the modulated output signal are ekthand analyzed in comparison to numerical
simulation.
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3.5 Coupling phenomena in STNO

3.5.1 Influence of interlayer coupling on the spinerque-driven excitations

A standard STNO configuration contains an in-plameagnetized synthetic
antiferromagnet (SyF) as a polarizer and an inglaragnetized free layer (FL) (s€&.
3.179. Most experimental observations on the excitatiohsuch STNOs have been analyzed
theoretically or numerically in the frame of a dandayer model, where the free layer is
considered independent with respect to the SyF evhaegnetization is kept fixed. However,
several features observed experimentally cannekpkined within the frame of a single layer
model. This difference arises from the fact thadireal STNO nanopillar there are multiple
interactions between the layers that influencesthession properties. The topic of the interlayer
coupling was addressed mainly by the PhD thedis bfonteblanco, with the support of several
post-doctoral colleagues (B. Lacoste, A. JenkinsdRpmero, F. Garcia-Sanchez, D. Gusakova)
and intern students (G. Geranton, A. Marronnier).

Fig. 3.17bshows the corresponding experimental field-curstate diagram measured
in a spin valve device: static and dynamic stateseacited varying the field and the current,
complicated boundaries between various region®lserved. Moreover, the frequency-field
dispersion of the steady state mode presents gajsrks, very different features with respect
to the Kittel-like behavior predicted by the single model (section 3.2). The comparison
between the field-current state diagram computethensingle-FL model with that computed
once various couplings are considered (mutual spimsfer torque, dipolar coupling, RKKY
inside de SAF polarizer) is a first indication bétimportance of the couplings. The boundaries
of the diagrams are very sensitive especially ® dipolar coupling between and thaps
observed can be attributed to the dipolar inteoacti
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Fig. 3.17 a) Schematic of the standard STNO desacesidered in experiment and simulations and inibcaof
the interactions between the different layers, WHBTT mutual spin torque, DIP dipolar interactiand RKKY
the interlayer exchange interaction BYperimental field-current state diagram deducemfrthe power spectral
density map. The blue region corresponds to thdcstsP state and the colored region correspondsed-
sustained steady states. Experimental frequenty-tisspersion at &~=0.32x10?A/n?. Experimental power
spectral density (PSD) spectra of the steady stettde at different values of applied field, corresgiog to points
(), (ii), and (iii) indicated on the zoom of thgperimental frequency (full dots) and linewidth éopsquares) as
a function of field. ¢) Simulated state diagranthe limit of uncoupled layers. d) Simulated statgtam for 3
coupled layers. Simulated frequency-field dispersRSD spectra for various operation points. [Roa2&15]
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Analyzing experimentally the generated frequencthefSTNO in the proximity of the
kinks one might notice a discontinuous evolution of tleguency with a splitting into two
branches (upper and lower frequency) that coexist a certain range of fields (see point (ii)
in Fig.3.170. Furthermore, the PSD peak is much narrower for rttogle in the higher
frequency branch and consequently the linewidtthefupper frequency branch is lower than
that of the lower frequency branch (open squares).

According to the linear approximation, in a 3 catplayers system 3 eigenmodes and
their harmonics can be excited as shown by theedh$ihes—Ilabeled by their respective
frequencied, f2, andfsz on the simulated frequency-field dispersi@ig.3.17d. It is noted
that themagnetization of all three layers are involvedha bscillations of modes 1, 2, and 3.
The stability analysis of these linear modes defite conditions for which one of the modes
is driven into steady state in the presence ofrapsplarized current. Here, the analysis focuses
on the range of larger positive fields (but lowsart the SyF spin flop field) and positive current
where mode 2 is driven into steady state when tinesiot is larger than the critical value. This
mode corresponds to an in-plane precession (IPRjentiat is dominated by the FL. The
macrospin simulations confirm the existence ofrikkithe mode splits into two branches that
coexist over a certain range of fields. By switchon and off the different interactions in the
simulations, it was checked that the dipolar coxpbetween the layers is the main responsible
coupling mechanism for the observed kink and netrttutual spin torque interaction which
only plays a minor role changing slightly the figldd current values for which the kinks are
observedFurther analysis of the simulated PSD spectra stibatsthe mode splitting occurs
in the region where the third harmonic of the syestadite mode 2 is close to the frequency of
mode 3 that is overdamped for the given sign afssur As in the experiment, the mode splitting
also affects the linewidth of the simulated pedke reduced linewidth can be explained by a
reduction of the non-linear contribution to theelwidth via an enhanced effective damping.

To conclude, macrospin simulations and experimentspin valve nanopillars show
distinct features in the spin torque driven exmitad that cannot be explained without taking
the interactions between the magnetic layers intmant, in particular, the dipolar coupling.
This coupling has the effect that when the FL dated mode is driven into steady state, a
discrete jump in frequency occurs for certain rangkecurrent and field values. It was shown
that this is a non-linear effect, where the spmgte driven (FL-dominated) mode can pump a
damped mode (in this case here the SyF dominateé)waa its & harmonics through dynamic
dipolar interaction. These results will be of imaorce for applications, indicating that
microwave performances of STNOs can be optimizedidsygning STNO stacks of appropriate
dipolar and RKKY interaction to take advantageha toupling mechanisms.

3.5.2 Non-linear auto-oscillator model for coupledayers

The influence of the coupling between the layerth@n'STNO emission properties is an
important issue for the development and the opation of STT microwave devices.
Macrospin simulations can account various couplimgchanism and reveal the associated
signature on the STNO operation. However, the ifleation of the role played by each
coupling and how each one can be better explastadti obvious. We are familiar with the non-
linear auto-oscillator modek{equation model) to explain the basic featuresingle layer
excitations. Developing an equivalent compact antple analytical model but for coupled
layers was our objective.

We have focused on the spin torque driven dynaofiesself-polarized system based
on two layers coupled via interlayer exchange (eoretive coupling RKKY) and mutual spin
torque (dissipative coupling, MSTT). As reported ig.3.18a-dthe macrospin simulations
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indicate very different frequency-current dispensiaw. If the single layer model predicts
clearly a redshift behavior df/dj<0, instead foe ttoupled layers a transition from the redshift
df/dj<0 to blueshift df/dj>0 is expected. This &tfeature has been observed experimentally in
a similar RKKY coupled system using an externalapakr, being a typical feature of the
dynamics of a two-layer coupled system that isatriey STT into steady state.
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Fig. 3.18 Schematics of (a) the single layer picture and tfi® selfpolarized SyF system. Frequency versus
supercriticality hppjc(japp iS applied current densitiy andip critical current density) at T = OK at differemalues

of field for (c) the single layer case and (d) tbe self-polarized SyF obtained by solving numdisidae LLGS
equation.Analysis of the steady state dynamics in (e) thg.components and (f) in the b basis, obtained by
numerical simulations for zero applied field angh = 450 x 10°A/n?. (f) Imaginary vs real part ofisoand b.
Time evolution of the phases (g) and instantandmguencies (h). Horizontal lines in (h) correspotadthe
average frequency values. [Romera2016]
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The non-linear auto-oscillator theory is based @hange of coordinates to complex variables
to represent the magnetization dynamics of thertaykhe phase and amplitude of the complex
variables describe the non-linear dynamics of tite-ascillator. The validity of this approach
is limited to quasi-conservative trajectories, ¥anich the energy is almost constant, and to
small oscillation amplitudes. Using common diag@aion techniques, the conservative part
of the magnetization equation of motion is simgpliffito two terms: a linear and a non-linear
contribution. The dissipative part, which is supgub$o be small compared to the conservative
part, defines the equilibrium energy of the autodtator by balancing the negative Gilbert
damping and the positive STT. These general coaadpin wave theory are adapted to pass
from vectorial variablesn. andmz to complex conjugateipbi*, bz, bp*. The mathematical
formalism of this transformation was developed bylBcoste and the general perturbed
hamiltonian equation of the self-polarized SyF egsteads as:

blz_[j(Q1+Wl+zl)+rl+nl]bl (34)

bz = _[J (Q, +W, +2,)+ T, +1 2]b2
Here Q,,W. i = 12are functions derived from the conservative teoithe LLG equations

and depend only on the sample parameters andeddy@ld. The dissipative terms of the LLG
equations generatg,,I,, M, i =12 which are functions depending on the sample paensie

applied field but also the injected current valad ¢he damping constants.

The full transformation of the IPP trajectories déses bym: and m2 from 3D real
space in the complex space is showrrig.3.18e-f.In 3D space both layers are excited at
almost equal amplitude, but precess such that te&tive phases are close to an optic-like
mode. The optic-like character of the excited misd&raightforward irb representation since

50



the amplitude | is much larger than the amplitude|.[bhe rotation sense of s opposite to
the one of Iy the sum of the phases is locked and layers aszilvith the same average
frequency even that the bariable (acoustic-like) is subject of very largariations of the
instantaneous frequency.

The significant part of the model development cstsson selecting the termsen. 3.4
which integrated over one oscillation period ar@zeso (resonant terms) with a significant
impact on the steady state dynamics of the coupjsttm. The balance between conservative
and dissipative terms is subtfgom the analysis of the different terms and themparison to
the numerical simulations, it is possible to truedde general perturbed hamiltonian arriving
to a simplified equation as follows:

b, i(Ql+lTJl)+ r 0, z, A +id b,
t?z —_ 92 '(ng L|J2)+r2 Az +Ll92 _ %2 bz (3_5)
N = A8, -ilQ,+®)+T, 5, :
b; Az_i‘92 =, 92 _i(Qz+L|J;)+r2 b;

The full definition of the terms is given in théeeence Romera201p Note that all off-diagonal
terms have a dissipative origin. Taetidiagonalterms §;+i%) are those with strongest impact
in the dynamics. As a main remark, in contrashtdingle layer model, the phase equation of
the coupled system has a contribution coming froendissipative part of the LLGS equation.
In order to describe the STT steady state excitafiboth linear eigenmodes contribute and the
characteristic relation between the phases ofitfenenodes is such that the sum of the phases
remains constant, and not the phase differendeisathie case in most phase locked systems.

It is found that the blueshift regime numericalhggicted comes from the competition
between conservative and dissipative terms, winer@ontrivial dependence of these terms on
the amplitudes and phases plays a crucial rols. flbund that the blueshift regime can only
occur when the power ratio p1/p2 has a weak depeedeith current. This happens only in a
region of field where the two linear eigenmodestibate equally to the steady state mode
(i.e., high mode hybridization).

This analytical model opens perspectives to betbatrol and understand nonlinear
phenomena and it will be important to further peetlhe nonlinear parameters as a function of
coupling strength, and to exploit the coupling natdbms to optimize the microwave
performances for applications.

The above report on the STNO activity from viewrgaf the modelling is indicative
of the large diversity of challenges to overcom@bfems to solve and questions to address.
The STNO topic is not complete, strong by our gagterience new challenges will be pursue
as listed later in the chapter with the prospedcietvities.
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Chapter IV: Magnetic random access memories

The concept of random access memories having magetopillars as memory points covers
a large panel of configurations. Firstly the MRAMe divided with respect to the writing
scheme based on field driven, current-driven ortlasaisted magnetization switching. Taking
as criterion the orientation of the magnetizatidntlee storage layer the MRAM are planar,
perpendicular or even mixed between (precessiotfahe writing path is used or not also as
reading path one might have 2-terminal or 3-ternhidavices respectively. My activity is
related to current-driven writing MRAM both STT a®OT for cells with in-plane and out-of
plane magnetization. By modelling we focused omvéinehow the magnetization of the storage
layer is reversed, targeting fast and reliable shihg, with low power consumption and high
retention.

The memory function supposes: to read/write thermation and keep it for long time.
The reading as for the STNO is straightforward base tunnel magnetoresistance, the main
issue is to have two stable states easily distgigile (high signal to noise ratio). The writing
of the information means to successfully commueerttagnetization between the two stable
states using nanosecond range pulses of spin-patecurrent (spin torque transfer STT or spin
orbit torque SOT). The robustness of the infornmatsborage is controlled by the intrinsic
parameter of the storage layer but it must be guieea against the thermal fluctuation or any
perturbation occurring during the reading. The stduics of the configurations addressed by
modelling are summarized Fig.4.1

211 MAN SOT- MRAM

- 4= Y £ %

- y
F _IE'* ?I— F

'||—|_|— L
el

Planar Precessional Perpendicular Perpendicular

A 4

2009 HYMAGINE, EXCALYB 2014 spOt
Samsung Global MRAM Innovation Program

Fig. 4.1 Schematics of typical MRAM cells basedpin transfer torque and spin orbit torque. Redoavs are
the magnetization of the storage layer while theeldrrows are the magnetization the fixed referdager. The
writing current path is indicated in yellow.

Typical 3D trajectories described by the magnetradf the storage layer during the
reversal are illustrated drig. 4.2if the free storage layer has the easy axis layirtbe plane
or out-of-plane. According to a macrospin appra&ehmagnetization is moving on the unitary
sphere following large angle dynamics. Hereafteesd types of MRAM writing scheme are
briefly summarized from the view point of the mdog. Conclusions will be listed either for
the operation of the memory cell but also concernine use and validity of various modelling
tools.

52



a) Planar storage layer b) Perpendicular storage layer

10T T

Fig. 4.2 Trajectory of the magnetization during teeersal by STT for a) planar and b) perpendicudase.

4.1 Planar spin transfer torque MRAMs

The modelling predictions are affected by the higpees on which the model is built.
The comparison with the experimental observatimukhbe carefully addressed. Especially if
the size of the nanopillar is relatively large wiéispect to the characteristic length of the strag
layer material parameters (exchange length, domaih width) the use of a macrospin
approach is limited. The trajectories obtained bgramagnetic modelling are large angle
precessions similar to the macrospin ones but niegien dynamics is quite different. As an
illustration, the case of the writing process iliRAM with both in-plane magnetized storage
and reference layers. The core of the cell is placéhe middle of a nanopillar with an elliptical
cross-section130hmx 65nmand total height of 125 nm. This is a very sim@se: a uniform
DC spin-polarized current is injected in the stmuetand only the magnetization of the free
layer can evolve in time since the magnetizatiotimefpolarizer is fixed (i.e. parallel to the long
axis of the elliptical sample). In zero applieéldi for an elliptical cross-section dot, because
of the shape anisotropy, only two stable states fossible: single-domain with the
magnetization pointing left or right. The magneti@a can be switched from one direction to
the other if a high enough spin-polarized currenhjected. The switching from parallel state
(PP, free layer magnetization parallel with theapiakr) to the antiparallel state (AP, free layer
magnetization antiparallel with the polarizer) istained for an injected current of 5 mA
(~7.5x10 A/cn?). The time traces of the mean magnetization cormapoparallel with the long
axis of the free layer are depictedrig.4.3afor three different model$) The black curve was
obtained with a macrospin model. After a precesdionotion of increasing amplitude, the
switching occurs in 3.1 ns (i.e., the time for whiongitudinal magnetization crosses the time

axis <mx>:O). i) The red curve was computed by three-dimensionaramagnetic

simulation. The result very similar to the macraosprediction, but the estimated switching
time is shorter, ~2.7 ngii) If the Oersted field generated by the injectedrant itself is
considered, the switching takes longer, ~3.4 nd,the time trace is quite complicated. The
reason for this difference is intimately relatedhie magnetization dynamics, as revealed by
the snapshots shown kig. 4.3b-c
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Fig. 4.3 a) Time evolution of the longitudinal magzation once the current is switched on (i.&T & active)

as given by a three-dimensional micromagnetic madéh and without the Oersted field generatedh®ydurrent

itself.Magnetization snapshots during the revemalcess considering only the STT term b) and thioly also

the Oersted field generated by the current itse)f (The color scale is associated with the longitad

magnetization component and the arrows indicateithglane magnetization direction. d)ime traces of the
longitudinal magnetization obtained by a macrospiadel at 0 K and 300 K (4 events). Average vafuthe

switching time as a function of the injected cutréhe statistics was achieved using 4000 events.

Even in the case considering only the spin transfeque action, the magnetization
pattern is very non-uniform. This is counter-intgt considering that the time traces of the
magnetization are rather similar to that for thecroapin case. Furthermore, when combining
the influence of spin-transfer torque and Oersieftl,f the nonuniformity of magnetization
distribution is enhanced. The central symmetry aedluiby the Oersted field fights against the
uniaxial shape anisotropy. As a result, during tixeersal process, a lot of spinwaves are
generated and their extinction takes more time, @raall damping value) with a direct impact
on the switching time.

The above results are for a temperature of O Ktljeamal fluctuations). Insight about
the impact of thermal fluctuations on the switchiimge is provided by carrying out simulations
at 300 K as shown iRig.4.3d Large number of simulations is requested for eateustatistical
analysis thus the macrospin is the most suitabldeifor such kind of investigations. As
expected upon increasing the injected current thgmnatization reversal is faster for both
temperatures. The impact of the thermal fluctuatiisnobvious near the critical current value.
This prediction is in agreement with experimentagervations: the reversal depends strongly
on thermal fluctuations. In such collinear configlimn the symmetry must be broken to initiate
the reversal, the fluctuations must create an ainiingle between the storage layers
magnetizatioorm and the spin current polarizatipnso that the STT becomes nonzero, which
triggers the magnetization reversal. Thereforapihing is done to avoid it, there is a random
incubation time preceding the magnetization swiighjsee various evenkg. 4.39, which
can last several nanoseconds. This phenomenonbawstrefully addressed in designing fast
memories. Hopefully, the magnetization naturalipdeat the edge of the pillar, which helps
to nucleate the magnetization reversal, thus afigwo reduce the stochasticity.
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4.2 Precessional switching for MRAMs

One way to counter—act the switching stochasticonsists in using a planar-
perpendicular configuration such that previouslydgtd for the STNO, known as Orthogonal
Spin Transfer-MRAM (OST-MRAM). The system under smeration is composed of an in-
plane magnetized MTJ with an additional perpendicpblarizer separated from the storage
layer by a non-magnetic spacer (a metal such as @n insulator such as MgO). This concept
was studied at Spintec during the PhD thesis oMslrins de Castro, B. Lacoste with the help
C. Papusoi. By modelling A. Vaysset addressed ok af the dipolar coupling between the
layers on the robustness of fast magnetizationrsaleTwo configurations were compared
having as polarizer a single layer or a synthetide@romagnetic (SAF)Kig. 4.4). It is known
that a single layer perpendicularly magnetized gleherates a magnetic stray field in the
surroundings. Since the storage layer is placetbgehe polarizer (~few nm away), it is subject
of this strong highly non-uniform dipolar couplirigserting an additional SAF in the structure
of a MTJ nanopillar is not a trivial issue from fadation point of view and requested
optimization. Thus knowing that the SAF structuiseeally mandatory or not for the memory
cell operation was our main task. Firstly, we idged the switching conditions (current value
and pulse duration) and secondly we investigated these conditions are affected or not by
the dipolar coupling.
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Fig. 4.4 Current — pulse duration switching diagrafor a) a single-layer polarizer and b) SAF pofami case.
Color scale: white is for switching, black is foom-switching, and grey for a vortex in final st@t&ayssetPhD].
Size of the nanopillar 200 nrO0nm.

In this purpose, the current density and the plasgth are swept and switching
diagrams are plotted for the two current polarit@sboth devices. Black stripes alternate with
white stripes meaning no-switching versus switchiggjons. As expected, for short pulses one
needs higher injected current to trigger the magaeon reversal. One might note that the
switching of the magnetization can be achieved wiiite short pulses well below ns (~250
ps). At a given current value, above the thresltoldent to drive the OPP steady state (see
section 3.1) the pulse duration must be adjusték respect to the period of the oscillation in
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such a way to stop the magnetization OPP preceastamd the opposite state with respect to
the initial state orientation. These conditions easily fulfilled for the SAF polarizer case, the
switching stripes are very regular with a periogigquivalent to the OPP. In contrast, adding
the stray field of the polarizer, the diagrams&ranging for large current and/or long pulses.
The origin of the difference might be found in thagnetization dynamics as depicted-ig.

4.5. The presence of the dipolar field with a strong-of-plane component facilitates the
nucleation of out-of-plane magnetization regionghie storage layer and thus the creation of a
vortex-like structure which destroys the cohereRPQlynamics. At the end of the pulse, if the
vortex is sufficiently far from the border it remaistable and spirals around the center of the
free layer at a much slower frequency with a ttajgc of gradually decreasing radius.
Consequently once the current is turned off ateth@ of the writing cycle, the probability of
the switching process is around 50%.
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Fig. 4.5 a) Simulations for a current density,= 2.5 x 10* A/n? and pulse lengtlt = 1210 ps with (a) a SAF
perpendicular polarizer and (b) a single-layer penglicular polarizer. The color scale represents the-of-
plane component of the magnetization. In (b), whercurrent is off, the vortex describes a spiraluand the free
layer center. The system is at static equilibriunewthe vortex reaches the center. [VayssetPhD]

In conclusion, the coherence of the magnetizatiorachics is affected by the stray field
created by the polarizer, and leads to a rapid dagrgd the oscillations of switching probability
as a function of pulse duration. Therefore, the efsEAF polarizer improves the switching
reproducibility in these very fast switching MRAMIts.

The experimental studies confirm partially the nuos predictionsig. 4.6). For the
single-layer polarizer one single peak is onhyadiedetected for the transition-PAP so the
writing procedure based on precessional mechargsswdn less efficient than predicted by the
simulation. Instead, for the case SAF-polarizergtabability of switching between P and AP
states (forward and backward) is varying periodiycaith the pulse duration as expected. One
might distinguish up to 4 peaks but unfortunatélgit amplitude goes progressively to 50%.
The control on the writing scheme is lost for Igngses because of thermal effect, longer the
pulse higher the heating of the structure. Thisufieawas not predicted by the simulation since
the Joule effect was not accounted by the micromiggmodel.
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Fig. 4.6 a) Switching probability versus pulse léndPswich = 1 means switching was observed in 100% of the
measurements.sich= 0 means final state was always identical to alistate [Papusoi2009].

4.3 Perpendicular spin transfer torque MRAMs

The previous studies addressed cells with lat&zasn the order of 100nm, this range
is not allowing very compact memories. Scaling ddahasize is mandatory to be competitive
with the equivalent dense semiconductor memoriesfab the pSTT-MRAM standing for
perpendicular STT-MRAM represents the most prongisathnology. Both the storage and the
reference layer are perpendicularly magnetizeddbeshe polarizer itself is a very robust SAF
structure to avoid unfavorable dipolar couplingh@maticsg-ig.4.4). Moreover the associated
materials in the stack of the nanopillar allow f@ry high perpendicular anisotropy for the
storage layer and even for small volume (smalr#tgize < 50 nm) the thermal stability ratio
A is maintained in the limit requested by the indu$40ksT). The anisotropy is originating
from interfacial phenomena occurring between theofeagnet (CoFeB) and the insulator
(MgO) being high enough to balance the demagnetieffect. Thus the magnetization at the
interface is forced to point perpendicularly to tlane and through exchange interaction the
total magnetization of the layer is orientated ofiplane. Upon increasing the thickness of the
layer the interfacial effect is diluted and the é&knof out-of-plane anisotropy is lost, the
magnetization is laying in the plane as imposedth® shape anisotropy (demagnetizing
effects).

At Spintec the topic of pSTT-MRAM was addresseefisively by A. Timopheev and
N. Strelkov under the coordination of B. Dieny, $ousa and M. Chshiev in the frame of
Samsung Global MRAM Innovation Prograhime core of the associated studies is represented
by the stability field-voltage diagrams allowing éatract information about the mechanisms
and the properties of STT induced magnetizationchiig. These diagrams by their shape are
intimately related with the intrinsic parametergiod sample such as the transport parameters,
the anisotropy or the damping. The analysis isdasethe LLG equation having the two terms
coming from the spin transport namely tbamping-like and field-like typical for MTJ
characterized by a prefactor and a respectively:

0 0
O_T - _yo(mxHeff)-'-a(m xa_rtnj—ya,,me(mxp)+yaDV2(mxp).

For the collinear geometry (i.e. applied field pdawith the easy-axis of the storage
and polarizer layers), the LLG equation allows ergact some critical line using the technique
of stability analysis. It is similar with the analg carried on for the STNO for determining the
threshold current to drive the oscillations andrémults are summarized on thig. 4.7a The
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vertical lines are corresponding to the switchietpfH ., = i[H « —(N,, = N,y )M s] controlled

by the magnetocrystallinel , and shapész - NYY)MS anisotropy. The two other lines have
guadratic dependence on the voltage such as:

Happ = i[Hu - (sz - NYY)M s] _(lﬁvc:r -& Ctszz
a |, 0

with P, the pointing direction of the polarizer. Note ttliae \? dependence starts to be
important in front of thedamping-likecontribution only for very stronfjeld-like STT. The
experimental diagram measured on a nominal 50nmetex pillar Fig.4.7b is quite similar
even that the recording procedure is based onvifltegye pulses. The analytical lines are valid
for static applied field and DC voltage and it & possible to have them if finite writing pulses.
However the V: lines should be shifted towards large voltage atngé upon reducing the
pulse duration.
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Fig. 4.7 a) Analytical critical lines from stabijitanalysis under DC voltage and DC field with=8.8mT/Vand
a-=10mTAN2 b) Experimental stability VH diagram measuredwitriting pulse of 100 ns [Timopheev2015].

The analytical model does not account either ferltbating (thermal fluctuations), the
numerical macrospin modelling is thus again necgsdée tried to evaluate the impact of
transport pre-factors (@and a) on the stability diagram as shownféig.4.8 Pulses of voltage
of 40ns and variable amplitude are applied on theage layer under a static magnetic field
parallel with the easy-axis (out-of-plane). Thusethtypes of regions are identified: blue for
parallel stable state (P), red for anti-parallebtt state (AP) and green for bi-stable region
(both P and AP states are stable). The shape eé tteggions is evolving with the relative
strength of the pre-factors. When the effective tibuations from both pre-factors are
comparable, the phase diagram acquires a noticaaiaemetry, as can be seen for the last two
diagrams in the middle column. However, such a doatlon of pre-factors,aand a already
can be physically unrealistic in terms of valuebeTexperimental phase diagram shape is
similar to those obtained from the theoretical gsiagland the simulations where ftiedd-like
STT term is not dominating.

Finite temperature macrospin simulations in LLGialism under finite writing pulse
duration have confirmed the negligible role of fieéd-like term in the current-driven switching
process of pMTJ structure. Limitations of the mapio model are not expected to be important
in the case of pMTJ pillars with diameters compheab or below the exchange length. This is
confirmed by the experiments carried out on 40-nameter pMTJ pillars.
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Fig. 4.8 a) Finite writing pulse phase diagrams éifferent in-plane and out-of-plane STT prefaatmgnitudes:
at T = 300 K. The model parameters are.H 200 Oe, andx = 0.01. Integration time was /s in each field
point, and the writing pulse width is 40 ns. Eaclagdam is an average of 10 identical simulations
[Timopheev2015].

Considering the rising interest for noncollineaogetries, it is also interesting to study
these phase diagrams in such geometry, i.e. iatetis where the field is applied at some angle
with respect to the normal to the layers, introdgcthus a non-collinearity in the static
configuration of the storage and polarizer lay@&ten-collinear configuration of magnetic
electrodes influences the switching characteristfdbe storage layer and its field dependence
defines the phase boundaries of the stability dimgrThe experimental measurements
performed on MgO based MTJ with finite writing peisre reported drig. 4.9confirming the
strong dependence of tMH diagrams on the direction of the applied field ivtihe bistable
P/AP region preserves its symmetry around thermrigi
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Fig. 4.9 Experimental and simulated stability Viglams of 80 nm diameter MTJ at room temperaturecio
=0°, 40°, 70° and 90°. Voltage pulse length wa8 @8. The color scale is related to the resistaofcel TJ or the
out-of-plane magnetization component [Strelkov2017]
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All our attempts to recover by macrospin or micrgmetic modelling the experimental
observations fail for a standard model accountorgfstrong out-of-plane uniaxial anisotropy

E,.. = K,(L—-n). Nevertheless, a good agreement between expesraedt simulations is
recovered when a second order anisotropy contabus introduced in the model such as:
E...= K ,(L-m’)+K,(1-m). The signature of this higher order anisotropyntés not

always visible in the collinear geometry but clgahows up once the field is applied away
from the normal to plane of the sample. Such secodédr anisotropy contribution is similar to
that reported previously in literature and it seetmsoriginate mostly from the interface
imperfection.

Due to this second order term, when the condition

S

Kye < —%[Kl —%UO(NZZ -~ Ny M 2} is fulfilled, the magnetization of the magnetigéa is

no longer parallel with the normal to the layergexio field, but prefers to lay on an easy-cone
surface Fig.4.109. An important parameter for the application is #stimation of the critical
current with no applied field. Upon reinforcing.,Kthe switching voltage distributions
progressively move towards smaller values and thath becomes narrower as depicted in
Fig.4.10b In the inset of the same figure the switchingagé variation with the pulse duration
is shown. As one can see, there are two regimes/eaB0 ns the voltage is almost constant
while a sharp increase is observed for very shadgs below 5 ns. Usually the pulse duration
for STT memory application is in the range of 10 Taking as a reference this pulse duration,
the switching voltage dependence on fir two different temperatures 300 K and 30 K is
represented ifrig. 4.10c In the easy-axis regime the thermal fluctuatiares mandatory for
the initiation of the magnetization switching thile two curves are clearly separated. In
contrast, in the easy-cone regime, the switchingage is independent of temperature. In
addition, due to the intrinsic tilt of the magnetipn, the two curves are superposed. The easy-
cone state is thus favorable for memory applicatie@mce the writing stochasticity is
considerably reduced.

However, the K affects not only the switching voltage distributibut also the energy
barrier as given by the following relation:

K2
EB
=:4K
Volume 4K
K+K, K+2K,>0
The energy barrier overk, shown inFig. 4.10dby the grey line, is continuously decreasing
upon reinforcing K. At the onset of the easy cone regider 2K, =0 the stability factor

K +2K, <0

A= kE'BI' has decreased already by 50% with respect tattreien K> = 0. This might be seen

B
as a detrimental condition for memory applicatiblevertheless, the energy consumption of
the memory (right axifig. 4.10d is also continuously decreasing approaching ¢éms for 5
ns pulses.

As a result, second order anisotropy term app@abe tquite beneficial for fast STT-
MRAM even in the still easy-axis regime providee tifnermal stability of the storage layer
magnetization can be maintained sufficiently latgecope with the memory retention
specificationFor memory applications the second order anisotammears to be an interesting
parameter to control and adjust, since it allowsrite with lower energy and less stochastically
while preserving a reasonable thermal stability.
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Fig. 4.10 a) Out-of-plane magnetization at equiliion depending on thexionstant. b) The number of switching
operations after 500 loops at T=300 K for a puleedth of 10 ns and different values of Kset: dependence of
switching voltage versus writing pulse duration foe same Kvalues. ¢) Switching voltage versusfir 300 K
and 30 K for a pulse duration of 10 ns, the veltlzars are the width of the voltage distributior).Rependence
of 4 (in keT units,300 K) and writing energy on the constanfdf several pulse durations. [Strelkov2017].

4.4 Spin-orbit torgue MRAMs

In the race always smaller and faster, the pregpfRAMs start to be affected by
problem of viability since the stress on the tunbatrier might damage it irreversibly. As
presented above shorter the writing pulse duraktighmer the amplitude of the switching
voltage, meaning thus a large current value padsiraygh the nanopillar which potentially
destroys the barrier or reduces considerably fisieficy. This drawback is intrinsic to the
geometry of a 2-terminal device: the writing and thading current paths are the same.

One interesting solution for this practical problésmno separate the writing and the
reading as a 3-terminal device does: the writingesu is not anymore flowing thought the
barrier but in a heavy metal underneath line. Thoiscepts called hereafter SOT-MRAM was
initiated at Spintec by G. Gaudin, O. Boulle and Miron as a spin-orbitronic device. The
modelling of such a memory cell was part of the gdnt spOt and partially done by N.
Mikuszeit with the experimental observations previdy P. Gambardella’s team from ETH
Zurich (K. Garello). This study is an extensiontize topic of chiral phenomena and magnetic

61



domain walls presented in chapter 2. The sampdamply cobalt nanodot patterned in a film
sandwiched between platinum and an insulating osiaé# as AlQ

The objectives of the modelling were
to provide information about the impact ¢
the antisymmetric exchange (e.g. interfac
DMI) on the magnetization reversal i
ultrathin Co Pt/Co/AlO nanodofig. 4.17).
From practical point of view we tried tc
establish the suitable conditions for reliab
(deterministic), bipolar and fast switching.

Firstly we studied the mechanism ¢
magnetization reversal at OK. Initially, th
magnetization of the dot is pointing down time
Oz). After a longitudinal (//Ox) static rig. 4.11 Schematic of Co dot on top of Pt stripe.
magnetic field is appliedugHx ~100mT), Definition of coordinates.
much smaller than the longitudinal
saturation field value in such a way that the mégagon is still pointing downward but a
small magnetization longitudinal component is depel. This equilibrium state is finally
excited by the injection of currentypp entirely passing through the Pt line generating
simultaneously Rashbdidld-like term) and spin Halldamping-lik@ torques in the LLG
equation(eq.1.34.
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Fig. 4.12 a)Time evolution of the average out-of-plane magagtin for different applied current densities
(variations in steps of $A/n¥). The minimum current to trigger switching, ileetcritical current, is highlighted
in red. The green curve indicates the thresholdtusbulent behavior. b)Snap-shots of the magnetization
configuration showing the reversal from down (blte)up (red) via domain wall nucleation and prop&ga
under an externally applied field pfHapp = -0.1 T and a current density of 2x610'2 A/n?. ¢) lllustration of the
bipolar character of the switching and the symmetfythe magnetization reversal. d) Snap-shots ef th
magnetization configuration showing the evolutioiveh by a current of 3.% 10'2 A/n?without applying any in-
plane field. Note the nucleation of reversed domaiccurring periodically at the left edge.

Typical simulation results for a 100 nm dot wittDMI| constant D=2mJ/fare presented in
Fig. 4.12a Depending on the current amplitude, three regianesdentified:
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i) For Japp < 2.5k10*2A/m? no magnetization switching is observed. The sphito
torque leads to a slight tilting of the magnetiaatitoward the plane of the dot, but the
magnetization relaxes back to its initial equilibm state after the current is turned-off.

i) At intermediate current values (2.6010%A/m? < Japp < 3.70 x 102A/m?) the
magnetization reversal occurs. The time evolutibrthe magnetization pattern in the dot
(Fig.4.12h reveals that, the magnetization reversal occyrddmain wall nucleation shortly
after the pulse injection (100 ps), followed bytfa$V propagation. For this polarity of current
and applied field the nucleation of the DW alwaysws on the left edge of the dot. Once
nucleated, the DW propagates fast through the wotiexpelled on the opposed edge. The
switching time ¢, defined by <n#>(to) = 0, decreases dsy,p increases; the increase of the slope
of <my>(t) indicates that this is related to a faster PWpagation. As expected the DW has a
Néel configuration due to the large chiral DMI (seetion 2.3). The simulation highlights that
the DW nucleation occurs for all current valuestbe same edge in a deterministic way.
Symmetrically, when reversing the sign of the cotréhe reversal from the up to the down
state occurs on the opposite edge, i.e. the behavdpolar Fig.4.129.

iiiy For higher currentsJpp > 3.70 x 102 A/m?) the motion of the DW becomes
turbulent (oscillatory) and the coherence of théaving is destroyed.

The role of the in-plane applied fiesdmportant for the deterministic switching of the
magnetization as pointed out in they.4.12d Without in-plane field reversed domains are
continuously nucleated at one edge (left edge)tla@aontrol on the final state is lost.
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Fig. 4.13 a)a) Sketch of the magnetization configuration at déferstages of the switching process. The current
induced damping-like torque drives only the lefgye@anagnetization into instability, resulting in aateation at
the left edge. bAngle of the magnetization with respect to thereation as a function of an applied magnetic
field in the x-direction and zero current (1D mod&ue to DMI the magnetization at the edges oftifiaite long
stripe differs from that in the center. At approaiely 0.5T the first edge is fully in-plane. Ndtattwithout current
and due to symmetry the maximum edge angle is alwayc) Critical current for destabilizing the system as a
function of the DMI strength and comparison betw&Brmodel and micromagnetic results [Mikuszei2015].

In parallel with the micromagnetic numerical modesimple analytical model was
developed which describes the reversal proceswipresence of both DMI and SOT by using
a Lagrangian approach. Hence, the magnetizatioarsal scheme can be explained in a
simplified manner by considering the combined dffgicDMI, external magnetic field, and
SOT, but neglecting small variations of the demagimgy field. The DMI is too small to induce
a spin spiral but results in a magnetization canéinthe dot edges. The edge canting can be
considered as an additional effective field witlatsgd variation: on one side this field adds to
the in-plane applied field, while it counteractstba other. This leads to an asymmetric tilting
of the magnetization on both edgésg(4.13a-h). Upon current injection thdamping-like
torque emerges. Its effect can be interpreted astating magnetic field of the form
Ho OJ,,mxy . This leads to a rotation of the magnetizationaaithe film plane on one side
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and away from the film plane on the other. Natyréalhe current polarity is chosen such that
the stronger tilted edge magnetization turns towé#né film plane. Above a critical current an
instability occurs, leading to domain nucleatiord aonsecutive DW propagation. It is clear
that the currend, required to introduce the instability, reduceshwincreasing DMI. This
behavior is seen iRig. 4 .13¢ whereJ; tends to zero when B 3.8mJ/m. After expelling the
DW on the opposite side, switching has occurred twedmore tilted edge appears on the
opposite side. As the SOT rotates this side away ftne film plane and is not sufficient to
rotate the less tilted side into instability, th&ts is, hence, stable. A good agreement is adalain
between micromagnetic simulations for a 100nm dtem#ot (circles) and the 1D model. For
D tending to zero, the nucleation current tendbéccritical current predicted by the macrospin
model J = 4.1 x 16> A/m? (supposing coherent rotation of the magnetizatiaring the
reversal).

One practical parameter is the switching time. Madidation of the reversal
mechanism presented above requires a detailedsamalyhow the switching time varies with
respect to different sample parameterd-itn4.14athe switching time is shown as a function
of Japp > Je. With increasinglapp the switching time decreases rapidly as the DVwarst
increases. If D is reduced, the DW propagationawar, resulting in a larger switching time.
Fig.4.14bshowsJapp Versus 14 for D = 2 mJ/m: a linear scaling is observed, in qualitative
agreement with experiment.
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Fig. 4.14 a)Relation between the critical current and the shiitg time § for two different DMI amplitudes. b)
The same data for D = 2 mJ#nbut in a transformed coordinate systegy, ¥ersus 14 c) Switching time as a
function of applied current density for differer@lwes of the in-plane applied field. d) Impact loé tdamping
parameter and field-like torque on the switchingédi The black dots are corresponding to the nosmaulation
conditions with field-like term and=0.5.

We have studied in detail the influence of theligggdfield, the damping constant and
the amplitude of thdield-like torque. Variations of these parameters lead to tifatine
changes of the nucleation current as well as ofwitching timeFig.4.14c-d In all cases this

is mainly attributed to changes in the DW veloc#yower damping increases the domain wall
velocity and so does an in-plane field, as it prega@nd stabilizes a Néel type wall. A negative
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field like torque also stabilizes the DW, while@sfiive one destabilizes it, therefore increasing
the switching time. The edge nucleation/DW prop@againechanism, however, is not affected.
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Fig. 4.15 a)The switching time versus current for different distmeters. Inset: Cross section showingfon

different dot diameters and a 100mT applied fieltinection. Within approximately 20 nm the cantatghe edge
decays towards a homogeneous magnetization abtreedter. b) Critical current and current dendity different
dot sizes. The calculation of the current assum&s thick Pt line.

The mechanism of magnetization reversal was foorketrobust for a dot of 100nm
lateral size and moreover it is a very fast proceEs0ps. From practical point of view this
switching time, 4 is a key parameter. Its evolution with currentsignfor several dot sizes is
shown inFig. 4.15a Upon decreasing the diameter from 100 nm dowBOtam, a shift to
shorter switching times is observed while a slightigher onset current is found. Similar
behavior is found when decreasing the size dowsOtom and further down to 25 nm. It is,
however, important to note that the latter two @isapecome identical for largés,,. Reducing
the size down to 15 nm results in a dramatic irszed the threshold current density. Moreover,
deterministic switching is observed in a narrowrent density region only. Overall one has
indications for three different size-dependent shiitg regimes. In the first regime the
switching is covered by domain nucleation and pgagpian of a DW and the decrease ist
mainly caused by a reduced distance for the DWateet. In the second regime the switching
remains governed by DW propagation. The diametewelver, becomes comparable to
approximately twice the value f= 2A/D =~ 10 nm, the characteristic length scale on which
canting of the edge magnetization is observedhis gituation the edge angle due to DMI
differs from the ideal infinite case and opposidges are not completely independent anymore.
While this does not cause coherent rotation yefffécts the DW motion. The coherent regime

is reached at diameters in the range of the DWhnddt 77,/ A/ K, O14nm. This explains the

significant change in switching behavior for therith dot. Note that the switching current at
this size is close to the one predicted by macrosiulation (4.1 x 18 A/m?).

From practical point a view it is worth mentionitigt while the current density strongly
increases with decreasing dot diameter, the cumehe 3 nm thick Pt stripe decreases almost
linearly, as can be seen froRig. 4.15b Therefore, the device exhibits favorable scaling
behavior and assuming a @ kesistance for the addressing transistor of al3@aot, switching
in about 300 ps, needs only 20 fJ for one switcleivent, which is comparable with the writing
energy for perpendicular spin-transfer torque devic
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The last point addressed by modelling concernsntipact of the thermal fluctuations
on the stochastic process of the switching proliegsl This is done by evaluating 100
independent switching events for each parametérggeeach event the switching timeite.
the time for <> to cross zero is determined and the integratetgtility is calculated. A
typical result is shown ifrig. 4.16a The overall switching time in the presence ofrrind
fluctuations is then defined as the time for whible integrated probability reaches 90%.
Naturally, the switching time decreases with insne@ current density. Most importanfiyg.
4.16bshows that the switching mechanism by nucleati@hpropagation is very robust against
thermal fluctuations. These thermal fluctuationsorggly decrease the threshold current:
temperature effectively lowers the nucleation learigsuch that nucleation times get shorter and,
consequently, the whole switching becomes faster.

It has to be pointed out that the nucleation tditles place at the same position on the
dot edge and the overall process remains bipol#n vaspect to field and current. This
robustness againt thermal fluctuations, howevesngly relies on the large damping, as can be
seen fromFig. 4.16c.With decreasing: an increasing tendency for oscillations is obsgrve
such that deterministic switching cannot be guaecht
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Fig. 4.16 a)Accumulated switching probability as function ehei for different current densities at 50 K. b)
Switching time as a function of applied currentsignat OK and 50K. For the 50K case, the averagde plotted
(defined as the time for which the probability wichastical switching reaches 90%).2gveral switching graphs
<mz>(t) for varying damping at 50 K,adh = 2.6 X102 A/n? and Hap=-0.1 T. For a given, the variations are
only due to thermal fluctuations.

To conclude this switching mechanism via chiramdm nucleation explains the
deterministic switching observed experimentally ultrathin Pt/Co/AlIOx even for sub-ns
pulses. The switching is mainly induced by tteanping-liketorque, but thdield-like torque
cannot be neglected as it strongly influences titchking time. Our systematic studies show
a change in the reversal mechanism for diametdosvb@0 nm, while the switching remains
deterministic and bipolar. However, at 0 K the eatrdensities operational window decreases
with decreasing dot diameter. Most importantlyyent scalability is maintained. This confirms
the potential of SOT-MRAM for scalable fast non-atile memory application.

Independent of magnetization reversal mechaniselMfRAM operation imposed long
data retention, fast and reliable commutation wihy small power consumption. The above
presented four types of memory cells are trying aidress the memory challenges.
Improvement is still possible and many questiomssditl waiting for answers, as presented in
the next chapter.
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Chapter V: Prospective activities

Short and long term research topics are listed h#&eg. There is a continuity of the objectives
from my past activity: understanding the mechanigrekind the magnetization dynamics
driven by various types of excitation and their unseonceiving/optimizing devices. The strong
interaction between the modelling activity and #éxperimental investigations will allow to

preserve the coherence theory/real samples andlexate the progress in the field of

spintronics.

The interest on spintronic devices is continuoggsbwing as confirmed by the number of
publications, conferences and patents on this t@&®gond the traditional applications to data
storage and magnetic field sensors, after yearg@fse research well established concepts as
MRAM become products on the market. This transfemf research stage to commercial
available products is extremely encouraging fongleother spintronic concepts. The recent
progresses in spin transfer physics allow a widgmihthe application spectra for spintronic
devices, notably toward multifunctional deviceyim on their nonvolatile nature, scalability,
and compatibility with existing CMOS technologid$e efforts of the spintronic community
are reinforced on several directions:

- improvement/optimization of existing concepts toduee the gap towards the

requirements imposed by the applications (e.g.atolu of the emission linewidth for the

STNO) to be able to go beyond the proof of concept

- development of novel devices both at concept arsigdelevels (e.g. non-volatile

FPGA, logic circuits,..)

- extension towards the loT products (e.g. wirelessasrs network)

- take benefit of the non-volatility of spintronicromepts in energetically very efficient

devices (neuromorphic inspired circuits,...)

- combine spintronics with other phenomena (theratical,...) going towards multi-

physical based concepts

The future activity in simulation is meant to falldhe same trends since, as by the past,
the modelling is a tool of investigation stronglgnoected with the experimental work.
Hereafter the future directions for the modellirg @resented, most of them being natural
evolutions of the previous studies.

5.1 Magnetic random access memories : push furthene limits

STT-MRAM, in its latestperpendicularimplementation (e.g. with the magnetization
pointing perpendicular to the wafer surface), isvhdewed as the solution of choice for
embedded non-volatile memory (e.g. embedded Flasheabedded SRAM) at advanced
technology node. Industrials such &&amsungIBM, Global Foundriesand TSMC have
embarked into extensive development programs anel silanounced products release in 2018.
Others smaller companies are already selling prtoéug.Everspin announced in March 2017
several new applications and customers for its 8IRAM solutions, whileSpin Transfer
Technologyannounced in January 2017 that it started to defidly functional STT-MRAM
samples to customers in North America and Asia.s€éhenemories combine CMOS
compatibility, high retention time (10 years), largndurance (>18cycles) and relatively fast
write/read time (~10ns).

The challenges now are orientated to push higleemmory speed and the integration
density. Results have shown very fast switchin@-ss) using stacks where the magnetizations

67



of the storage and the polarizer layers are peipelad, but this gain in speed comes at the
expense of current switching and voltage appliedsscthe tunnel barrier. As a consequence,
manufacturers are currently facing important relighissues due to the accelerated aging of
the tunnel barrier when injecting these large aurdensities. Another important issue is that
the read and the write use the same current paitiahbility of read/write parameters results in

undesired writing while reading as well as a higad power since the tunnel barrier needs to
have a very small resistance to accommodate tge lariting current densities. Manufacturers

are seeking for solutions through optimizationha mmaterials composing the stack, with many
interdependent parameters (write/read signal, gnesgsumption, writing speed, resistance,

retention, endurance ...) intrinsic to such two-terahidevice.
For perpendicular STT-MRAM, a joint

numerical and experimental study allows Loof ‘
to conclude on the existence of a correcti u
term in the anisotropy {2order contribution,
section 4.3) with a valuable impact on tt 0751

switching of the memory cell. However th A,

control of this feature and its efficien &

handling requests a deeper understanding 050 period L
its origin. Our first attempts based on the id oy

of spatial modulation of the interfacie 5 y - - - !

anisotropy Fig.5.1) are indicative for an
existing easy-cone like behavior described
an effective 2 order contribution to the -2 : :

. . periodic spatial modulation of the S'1 order
anisotropy. F_rom our eXPe“ence the secc anisotropy constant Kin a thin film with 2D
order correction of the anisotropy seems to periodic structure.
quite general feature of CoFeB based samples
fabricated internally at Spintec or by our partndisreover the thin magnetic layers studied
for MRAM applications are in same time integratedievices for other kinds of experiments
(e.g. SOT magnetization reversal). Thus the priedist supplied by the micromagnetic
modelling on this subject will be actually importdor other activities.

Additional investigations are mandatory also to tbeeimpact of anisotropy control by
electric field since during the writing voltage pelthe anisotropies of various layers from the
nanopillar are susceptible to change.

Large variety of samples have been fabricated &adacterized both electrically and
magnetically. Most of the observations can be atgu¢he frame of existing models. However,
the experimental observations have revealed spessals of behaviors whose interpretation is
far to be understood. Stability voltage-field diaaps of full perpendicular STT-MRAM are
showing that the dynamic of the magnetization efpblarizer itself (usually a SAF structure)
must be accounted since the shape of the crifioas IFig. 5.2b)is far from the independent
free-layer model prediction§&ig. 5.2c) The model of coupled layers previously develofoed
oscillators should be extended for the perpendiagg@metry (both numerical and analytical
level). The main objective is to get insight on #neolution of the stability field-voltage
diagrams as a function of various types of cougliagvariation of parameters.

It is important to know how various critical linéSig. 5.2d)are affecting the diagrams
and especially to point out the impact on the apamaof memory cell. The coupling between
the layers in most of the cases is seen as beimgneéatal for the properties of the device,
affecting the robustness and the stability. Howekiercoupling might be also a parameter of
adjustment to reduce the level of the writing vgétaand thus optimize the memory point
(endurance, consumption). Since the coupling gégeraght be reduced but not suppressed,

K,y (10° J/m°)
Fig. 5.1 Magnetization tilting generated by a
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finding the suitable balance between detrimentakkeial impacts is a complete task from
modelling point of view.
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Fig. 5.2 a) Schematics of typical full perpendicuTT-MRAM cells based on spin transfer torque. b)
Experimental stability field-voltage diagram (prteacommunication Van Dai Nguyen). Simulated fiellage
diagram of an isolated free layer (c) and mutuadlyupled 3 layers d) (N. Perrissin). The applieddfiés
longitudinal with the vertical z easy axis.

The ICT industry has long been looking for a notatite memory technology that
would be fast enough to match processor speeti€iGHz regime), reliable and durable (e.g.
infinite endurance) to act as cache, whilst beiagser (e.g. a smaller bit cell size) than SRAM
and easy to embed to be cost-effective. No teclgydlmday combines such a set of properties.
The SOT-MRAM proposed in the frame of EU grant sfgee 4.4) is the only option to offer
such promises. The concept of the Spin Orbit TorjllRAM is a three-terminal device
allowing to differentiate between the writing anglding path and thus ensuring infinite
endurance. The experimental and numerical studiesirgle cells haveemonstrategub-ns
bipolar deterministic switching down to 180ps withminimum in the write energy observed
between 1 and 3 ns. These memories are compatithieaghnological nodes below 22nm.

Based on these indications, the SOT-MRAM shouldateeat standard SRAM caches
speed. Furthermore it will provide zero standby poweero leakage and data security thanks
to its non-volatile nature, together with a muchéo cost per bit and potentially larger memory
capacities (e.gmuch smaller bit cell size). The SOT-MRAM technologyll drastically
improve the power consumption, the performancesthactost of the future generations of
MIiCroprocessors.

Moving from the bit-cell level approach toward vdayge-scale integration, requires
significant work at the memory/system level. Mom&tgularly, efficiency, variability and
reliability are key issues for an emergent techgpltw be brought at its level of maturity. As
for the STT-MRAM the modelling will be useful tota reveal the causes of the variability and
reliability of the read and write processes. Thawation will focus on the distribution of
magnetic parameters (various terms of anisotropjl, @mplitude of thedamping-likeSOT vs
field-like SOT or Oersted field), inhomogeneous thickness;igion of the dimensions, edge
defects. Analytical modelling based on LLG-macraspquations or nucleation/propagation
models (collective coordinate model) and microma&gremulations (including the effects of
the temperature and nanofabrication defects) wal darried out and compared with
experimental results. The outcomes of the mode#imauld allow to identify possible routes of
optimization and improvement of reliability.

The above mentioned studies need input from experisnbut also from theory,
collaboration internally with M. Chshiev is welconas support. The confrontation with
experiments is mandatory for the calibration of th@dels but also to extend the design tools
developed by our colleagues at Spintec (G. Préhddi Pendina, F. Duhem).
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5.2 Exploring new STNO concepts

The nanopillars used for memory applications aterofiuite similar to that used for
STNO. The understanding of the mechanisms of the spnsfer torque (STT) on the
magnetization reversal is extrapolated also toSFRO based on the self-sustained magnetic
oscillations in the GHz range. Our studies on tffeoder anisotropy correction carried for
MRAM revealed also the suitable conditions to inrelmtagnetization precession and not only
magnetization switching=g.5.3). Once the easy-cone state is stabilized at zgpbed field,
the STT drives easily the magnetization motionfendone. The frequency varies linearly and
symmetrically with the applied DC voltage. Thelpnenary studies converge both numerically
(macrospin and micromagnetic simulation) and araify (extendedc-model) indicative for
a small threshold voltage. The quality of the datdn must be further investigated, the
linewidth of emission peak and the non-linearityrgmaeter before projecting to build
experimentally such an oscillator.

a)

“ analytical /."7

Q ;"é

8 6 4 20 2 4 6 8
voltage (mV)

Fig. 5.3 a) Schematics of typical perpendicular opitlar. The magnetizatiom of the top layer is intrinsically
tilted by a 29 order anisotropy term. b) Varying the DC appliedltage the magnetization describes steady
trajectories on the easy-cone. c¢) The numerical analytical predictions indicate a linear dependerof the
emission frequency versus applied voltage.

The possibility of exciting the magnetization dynesnby spin orbit torque was
addressed in section 2.3 for the magnetic domaits wigsplacement and section 4.4 SOT-
MRAM. We are targeting to explore also the posgipibf stabilizing steady oscillation.
Preliminary investigations have been done durirgRihhD of M. Fabre and will be pursue
having as objective to find optimum operation caiedis (non-linearity, tunability, line-width).

5.3 STNO for intra- and inter-chip communication

Spin torque transfer RF oscillators based on graagnetoresistance spin-valves or MTJ
are very interesting frequency tunable devices Wwidould be used foRF emissionand
detectionat frequency ranging from 100MHz to 70GHisglev2003 The STNOs have been
intensively studied in the last decade in ordemprove the understanding of the mechanisms
of the spin transfer torque (STT) as well as thesps of high frequency nonlinear
magnetization dynamics. On one hand, this effestrdmutes in certain limits to a broadening
of the spectral linewidth, deteriorating the quafiactor of the STNOs. On the other hand,
STNOs appear as model nanoscale systems for sguthgreffects of synchronization, notably
in the regime of large nonlinearities and evenrtteidency to reach chaotic regimes under the
influence of spin transfer forces. Significant pregses were made over these years both in the
understanding and performances of these devicesetty, they still suffer from insufficient
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output power and excess phase noise for applicatiomaddress these issues, various attempts
to synchronize oscillators through spin-waves, net@gtatic interactions or by electrical serial
or parallel connections were made but with modegtecess (up to 3 or 4 oscillators
synchronized)$ani2013. WIFI communication almdistance was demonstrated using double-
amplified STNO RF signal and transmission of infation via amplitude
modulation/demodulation at data rate of 1.48GHitt®i2014. These promising results can
certainly be improved by using more powerful symctized STNO with narrower linewidth
and parallel multiband emission/detection. In #dostext, the very large frequency tunability
of STNO (e.g. the frequency can be varied from 82&Hz depending on the DC current)
makes these devices very interesting for the veoadband technologies required in future
wireless communication schemes.

Besides, these STNO can turn out to be very udefuintra-chip or inter-chip RF
interconnects. Traditional metal wiring interconhachnology more and more appears as a
major bottleneck to the performance improvemeneoy large-scale integration systems. Non-
wiring interconnect solutions are being intensivekplored such as optical interconnects or
inductive or capacitive coupling. However, thesghtelogies have also their own problems
and limitations. In this context, RF interconnettteough free space appear to have a strong
potential for instance for clock distribution netkoor vertically stacked die to die
communication in 3D integratiom4o2008§. Such concepts were explored with conventional RF
transceiver circuits comprising rather large orpdhansmitter and receiver antenna (mm size).
Along these lines, these extremely small STNO («ab@0and spin-transfer diodes (STD) offer
totally new opportunities for intra- and inter-clipmmunication with much reduced sizes and
improved performances compared to conventionaleRkrtology.

The evaluation of STNO for intra- and
inter-chip communication is part of the El
Advanced Grant MAGICAL cMO0s
/Magnetoelectronic  Integrated  Circuits  with
Multifunctional Capabilities coordinated by B.
Dieny. The objective is to achiev
synchronization of large number of STNC
exhibiting very similar properties and bein
very strongly intercoupled by magnetostai
interactions and/or by direct exchange.

In particular, very closely space
arrays of STNO (10-20nm edge to ed
spacing) and chains of adjacent cylindrical
STNO will be investigated (lateral size of nanaoil-150-50nm). Thél synchronized STNO
should yield high output power and low phase ndisegle STNO and synchronized assembly
of STNOs will also be used as rectifying spin-ta@qliodes (STD) to detect RF field with
sensitivities larger than conventional semicondu8ichottky diodes by exploiting non-linear
FMR effects Miwa2014.

- A first goal will then be to optimize these asseiedlof STNO properties and

combine them with amplification circuits and RF emmta to realize long distance

wireless communication over large distance (~ m).

- A second goal will be to investigate the potentyadif using STNO and STD for

short distance RF interconnects in particular foter-die communication in 3D

integration wherein several vertically stacked diase to inter-communicate. Parallel
communication of several STNO operating at diffefeequencies will be studied.

RF
Analog
MS

Memory

Digital
Control

Fig. 5.4 Hybrid Circuit Integration Concept [Tao28)
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The modelling will address the STNOs synchronizatiostrong coupling regime. The idea is
find the suitable conditions in which the assenddl$ TNOs is able to radiate collectively large
RF stray field. The concept is similar to that pye@d by Zhu et al. for microwave assisted
magnetic recordingzhu200§. These STNO will be assembled in arrays and chairvarious
shapes particularly linear chains of several tenSTINOs. We will in particular use STNO
consisting of a perpendicular polarizer associatgld an in-plane magnetized free layer for
which large angle precession were previously detnatesl Houssameddine20p7Very efficient
synchronization due to strong favorable magnetiasiateractions occurring at each half
precession can be expected in such a chain of SINIDO5.5. Micromagnetic simulations will
be performed to study the STT induced magnetizatayactory, optimum STNO arrangements
for RF field emission towards specific locations tr maximize output RF voltage,
synchronization conditions, output power, linewjdllgnamic rise time, and frequency.

Por {0 »l f t/ A(/

Fig. 5.5 a) Chain of synchronized STNOs aimed aeggting a RF stray field in free space. They csinsf a
perpendicular polarizer ([Co/PtfCo) and an in-plane magnetized free layer separdtg a non-magnetic Cu
spacer. All the STNO are traversed by a perpendicDIC current which generates a large angle premas®sf
the free layer magnetization by STT.

5.4 Multifunctional standardized stack

The interest for developing smart systems basedntanconnected objects (Smart
Sensors, Secure Elements for the Internet of Thigs growing fast. It is assumed that 50
billion objects will be connected in 2020. The meimponents of 10T devices are autonomous
battery-operated smart embedded systems comprisomymunication circuits, sensors,
computing/processing devices as well as integratezinories. Consequently, the key
requirements for 10T devices are ultra-low poweighhprocessing capabilities, wireless
communication, and autonomy. These smart connetteites embedded RF circuits for
communications, digital circuits for data procegsimemory for data storage as well as analog
circuits such as sensors, filters, converterstamotention cameras, GPS systems etc. In battery
operatedMachine to MachingM2M) and Machine to HumanM2H) operations, the key
processing cycle includes the actions sleep, wakesense, store, process, and send. The goal
of the GREAT feteroGeneous integRated magnetic tEchnology using multifunctional stAndardized sTack)
project is to co-integrate multiple functions léensor, RF receivers and logic/memory together
within CMOS. The main idea consists on adapting3f&-MTJs magnetic devices to a single
baseline technology enabling logic, memory, andagnfanctions in the same System-on-Chip
(SoC) as the enabling technology platform for M2l 82H loT. This will lead to a unique
STT-MTJ cell technology called Multifunctional Stiardized (MTJ) Stack (MSS).

The multifunctional standardized stack (MSS) mukiva realizing memory, logic,
spin-transfer-oscillator and sensor functionalitrgthout sacrificing on the performances of
each function. To achieve this, we intend to us®1&$ out-of-plane MTJs as those currently
optimized for STT-MRAM in combination with pattemhgoermanent biasing magnets (for
instance made of CoCr alloy or NdFeB) on the tvaesiof the MTJ pillars, as this is done to
bias magnetoresistive heads in hard disk drives. Kdy idea here is to change the size and
shape of the permanent magnets and the size MTdeso that the value of the magnetic field
and the parameters of the MTJ stack are in googeagent to perform the good function.
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The micromagnetic modelling should allow to invgate the static and dynamic
behaviors of the free layer magnetization of MTdlemmagnetic field and spin-polarized
current. Different shapes (circular and elliptiaéih aspect ratio from 1.2 to 3) and sizes (from
20nm to 500nm) will be numerically investigateddrder to understand and optimize the
switching behavior for memory applications or thxeigtion spectra (base frequency range,
frequency tuning with current and field, output mow rectification, modulation and
synchronization capabilities, ...) for RF applicasofRF applications will also consider the
possibility to excite the pinned layer by curreignsreversal. Pinned layer excitations can
provide improved properties in terms of phase ndis@ second step, the thermal fluctuation
influence on the MTJ properties will be taken iaicount (e.g. linewidth for RF functions,
thermal stability for switching and sensing).

5.5Memristive magnetic memaories for spintronic synapse

Conventional electronic circuits consume much menergy than human brain at
similar performances. Consequently, there is agtinterest in developing electronic circuits
which mimic the working principle of the brain. Tee circuits are particularly suited for
learning functions, associative functions, patteecognition etc. For that purpose, it is
necessary to develop new electronic componentshwie@lize neurons or synaptic functions.
Synapses are interconnection elements betweenmgeabte to keep the memory of the history
of the current pulses to which that have been stibdhi We propose to develop such electronic
synapses based on spintronic phenomena and parkyjcah the tunnel magnetoresistance of
MTJ. The resistance of such component must contislyovary between a minimum and
maximum value depending on the sequence of cupelstes sent though the component
[Chua197]. Such components are called memristor (memorgtaei

Today, in the field of spintronics, a first categaf such component was developed
based on magnetic domain wall displacemenisajelli2014. The team of J. Grollier at UMR-
CNRS Thaleslequeux201pshown the possibility to have several pinningrdseof a DW in
stripes perpendicularly magnetized and consequeatigus levels of resistance are accessible.
MTJ based neuromorphic circuits were investigatedimulation D. Querlioz at IEF Orsay
combining several MTJ cells stochastically writf@incent201}. Experimental attempts based
on spin orbit-torque are also been recently pubti$bukami2016, Border203but the size of the
Hall crosses is still very large few pum.

Here, we propose a different approached basedeoarttular orientation of the storage
layer magnetization in magnetic tunnel junctionlisTtype of junctions are already used in a
binary way for binary memory functions (MRAM or STMRAM). We propose to modify the
working principle of these junctions to be ablegach all intermediate states betweeam Bnd
Rmax thus realizing the memristor function.

The nanopillar has a similar structure with that thie perpendicular STNO
[Houssameddine20(70r the precessional STT-MRAMV4ysset201lL (Fig.5.68. Our previous
studies have shown that by STT the magnetizatidheofree layer can be switched or driven
in steady precessional state. For a memristor egin, we need to change progressively the
orientation of the magnetization of the free layth a sequence of voltage pulses. Thus, the
free layer material should have isotropic propseriie the plane and a damping parameter
relatively large. With pulses of few ns the magragion of the free layer must rotate few degree
away from the initial state.
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Fig. 5.6 a) Schematic view of the nanopillar withia-plane magnetized free-layer (FL) with granusdructure.
b)Various in-plane stable states of a 240nm diameét¢. c) Sequence of voltage pulses allowing tmroote
between various stable states. D) memristor-likeplmbtained upon varying the voltage pulse duration
[Mansueto2017]

Our preliminar micromagnetic studies consideririgea layer with a granular structure
and in-plane randomly distributed anisotropy are filst attempt £ig.5.6b-d. In a 240nm
diameter nano-pillar more than 20 stable state® vaemtified. The injection of 1ns pulses of
current with different polarities enabled the contation between the states and thus a
memristor-like behavior is predicted. The topiclvaié further developed in the next 3 years
with the PhD thesis of Marco Mansueto.

5.6 Modelling tools

The realization of the above mentioned future potsjés conditioned by the evolution
of the numerical tools. The package of numericalstds in continuous evolution. In 2016 the
transition of Micro3D on GPU has been initiatedhia frame of the post-doc of Nikita Strelkov.
The model is a phenomenological one with severaicels of additional terms to be accounted.
The flexibility of including distribution of varicaiparameters is key feature of the code being
mandatory for the future studies.

The macrospin at first glance is seen as beinglsimpdel but drawing diagrams and
carrying on statistical analyses is still time aoméng. Specific solvers are under development
allowing to use the local GPU cards with user filigrinterface.

74



Fig. 5.7 Spintec Macrospin solver interface.
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