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#### Abstract

We analyse a posteriori error estimates for the discretization of the neutron diffusion equations with mixed finite elements. We provide guaranteed and locally efficient estimators on a base block equation, the one-group neutron diffusion equation. We pay particular attention to AMR strategies on Cartesian meshes, since such structures are common for nuclear reactor core applications. We exhibit a robust marker strategy for this specific constraint, the direction marker strategy. The approach is further extended to a Domain Decomposition Method, the so-called DD $+L^{2}$ jumps method, as well as to the multigroup neutron diffusion equation.
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## Introduction

The diffusion equation can model different physical phenomena, for instance Darcy's law, Fick's law or the neutron diffusion. Among models that are used in the nuclear industry, the multigroup neutron diffusion equation plays a central role [15]. The base block is the one-group neutron diffusion equation. In [11, 10], the first author and co-authors carried out the numerical analysis of this one-group neutron diffusion equation with a source term, discretized with mixed finite elements. The numerical analysis is also performed when a domain decomposition method, called the $\mathrm{DD}+L^{2}$-jumps method, is applied. The analysis included in particular the case of low-regularity solutions. A priori estimates were derived in the process. A natural question is then the a posteriori analysis of the method, to further optimize the cost of the numerical method. This the main topic we address in this paper.

A posteriori analysis for mixed finite elements has been extensively studied, see [7, 22, 23, 29] and references therein for the Poisson equation, [31] for the diffusion-reaction equation (one-group neutron diffusion equation), and [28] for the convection-diffusion-reaction equation. We also mention [1,30] where a posteriori estimates are derived for a domain decomposition method.

[^0]Nuclear reactor cores often have a Cartesian geometry. Indeed, in the models, the base brick, which is called a cell, is a rectangular cuboid of $\mathbb{R}^{3}$. The global layout is a set of cells, that are distributed on a 3 D grid, so that the global domain of the reactor core is represented by a rectangular cuboid of $\mathbb{R}^{3}$. Each cell can be made of fuel, absorbing or reflector material. To account for the different materials, the coefficients in the models are piecewise-polynomials (possibly piecewise-constant) with respect to the position, ie. their restriction to each cell is a polynomial $[15,19,20]$. In practice the coefficients characterizing the materials may differ from one cell to another by a factor of order 10 or more.

The outline is as follows.
In Sections 1 and 2, we introduce some notations and our model problem. Then in Section 3, we recall how it can be solved in a mixed setting. To that aim we build the well-known equivalent variational formulation, and provide the existing a priori numerical analysis results that allow one to compare the discrete solution to the exact one. For the discretization, we choose the well-known Raviart-Thomas-Nédélec finite element RTN $_{k}$, where $k \geq 0$ denotes the order.
In Section 4, we propose the a posteriori analysis of the model. We begin by the reconstruction of the solution (via post-processing), which can be devised in at least two ways: one is specific to the lowest-order, and the second one can be applied to any order. We also mention an averaging approach for the reconstruction. In Section 5, we propose some numerical experiments to compare the resulting strategies. For that, we focus on a specific discretization, based on Cartesian meshes. This kind of discretization is of particular importance for nuclear core simulations.
In Section 6, we consider the same problem, now solved with the $\mathrm{DD}+L^{2}$-jumps method. Finally, we carry out the same analysis on a more general model for the neutron diffusion, the multigroup neutron diffusion equation. This is the subject of Section 7.

## 1 Notations

We choose the same notations as in [11, 10]. Throughout the paper, $C$ is used to denote a generic positive constant which is independent of the mesh size, the mesh and the quantities/fields of interest. We also use the shorthand notation $A \lesssim B$ for the inequality $A \leq C B$, where $A$ and $B$ are two scalar quantities, and $C$ is a generic constant.
Vector-valued (resp. tensor-valued) function spaces are written in boldface character (resp. blackboard characters) ; for the latter, the index sym indicates symmetric fields. Given an open set $\mathcal{O} \subset \mathbb{R}^{\mathrm{d}}, \mathrm{d}=1,2$, 3 , we use the notation $(\cdot, \cdot)_{0, \mathcal{O}}$ (respectively $\|\cdot\|_{0, \mathcal{O}}$ ) for the $L^{2}(\mathcal{O})$ and $\mathbf{L}^{2}(\mathcal{O}):=\left(L^{2}(\mathcal{O})\right)^{\text {d }}$ scalar products (resp. norms). More generally, $(\cdot, \cdot)_{s, \mathcal{O}}$ and $\|\cdot\|_{s, \mathcal{O}}$ (respectively $|\cdot|_{s, \mathcal{O}}$ ) denote the scalar product and norm (resp. semi-norm) of the Sobolev spaces $H^{s}(\mathcal{O})$ and $\mathbf{H}^{s}(\mathcal{O}):=\left(H^{s}(\mathcal{O})\right)^{\text {d }}$ for $s \in \mathbb{R}$ (resp. for $s>0$ ).
If moreover the boundary $\partial \mathcal{O}$ is Lipschitz, $\mathbf{n}$ denotes the unit outward normal vector field to $\partial \mathcal{O}$. Finally, it is assumed that the reader is familiar with vector-valued function spaces related to the diffusion equation, such as $\mathbf{H}(\operatorname{div} ; \mathcal{O}), \mathbf{H}_{0}(\operatorname{div} ; \mathcal{O})$ etc.
Specifically, we let $\Omega$ be a bounded, connected and open subset of $\mathbb{R}^{d}$ for $d=2,3$, having a Lipschitz boundary which is piecewise smooth. We split $\Omega$ into $N$ open disjoint parts $\left\{\Omega_{i}\right\}_{1 \leq i \leq N}$ with Lipschitz, piecewise smooth boundaries: $\bar{\Omega}=\cup_{1 \leq i \leq N} \overline{\Omega_{i}}$ and the set $\left\{\Omega_{i}\right\}_{1 \leq i \leq N}$ is called a partition of $\Omega$. For a field $v$ defined over $\Omega$, we shall use the notations $v_{i}=v_{\mid \Omega_{i}}$, for $1 \leq i \leq N$.
Given a partition $\left\{\Omega_{i}\right\}_{1 \leq i \leq N}$ of $\Omega$, we introduce a function space with piecewise regular elements:

$$
\mathcal{P} W^{1, \infty}(\Omega)=\left\{D \in L^{\infty}(\Omega) \mid D_{i} \in W^{1, \infty}\left(\Omega_{i}\right), 1 \leq i \leq N\right\}
$$

To measure $\psi \in \mathcal{P} W^{1, \infty}(\Omega)$, we use the natural norm $\|\psi\|_{\mathcal{P} W^{1, \infty}(\Omega)}=\max _{i=1, N}\left\|\psi_{i}\right\|_{W^{1, \infty}\left(\Omega_{i}\right)}$.

## 2 The model

Given a source term $S_{f} \in L^{2}(\Omega)$, we consider the following neutron diffusion equation, with vanishing Dirichlet boundary condition. In its primal form, it is written:

$$
\left\{\begin{array}{l}
\text { Find } \phi \in H_{0}^{1}(\Omega) \text { such that }  \tag{1}\\
-\operatorname{div} \mathbb{D} \operatorname{grad} \phi+\Sigma_{a} \phi=S_{f} \text { in } \Omega
\end{array}\right.
$$

where $\phi, \mathbb{D}$, and $\Sigma_{a}$ denote respectively the neutron flux, the diffusion coefficient and the macroscopic absorption cross section. Finally, $S_{f}$ denotes the fission source. When solving the neutron diffusion equation, $\mathbb{D}$ is scalar-valued. We choose to consider more generally that $\mathbb{D}$ is a (symmetric) tensor-valued coefficient. The coefficients defining Problem (1) satisfy the assumptions:

$$
\left\{\begin{array}{l}
\left(\mathbb{D}, \Sigma_{a}\right) \in \mathbb{L}_{s y m}^{\infty}(\Omega) \times L^{\infty}(\Omega)  \tag{2}\\
\exists D_{*}, D^{*}>0, \forall \boldsymbol{z} \in \mathbb{R}^{d}, D_{*}\|\boldsymbol{z}\|^{2} \leq(\mathbb{D} \boldsymbol{z}, \boldsymbol{z}) \leq D^{*}\|\boldsymbol{z}\|^{2} \text { a.e. in } \Omega \\
\exists\left(\Sigma_{a}\right)_{*},\left(\Sigma_{a}\right)^{*}>0,0<\left(\Sigma_{a}\right)_{*} \leq \Sigma_{a} \leq\left(\Sigma_{a}\right)^{*} \text { a.e. in } \Omega
\end{array}\right.
$$

Classically, Problem (1) is equivalent to the following variational formulation:

$$
\left\{\begin{array}{l}
\text { Find } \phi \in H_{0}^{1}(\Omega) \text { such that }  \tag{3}\\
\forall \psi \in H_{0}^{1}(\Omega), \quad(\mathbb{D} \operatorname{grad} \phi, \operatorname{grad} \psi)_{0, \Omega}+\left(\Sigma_{a} \phi, \psi\right)_{0, \Omega}=\left(S_{f}, \psi\right)_{0, \Omega} .
\end{array}\right.
$$

Under the assumptions (2) on the coefficients, the primal problem (1) is well-posed, in the sense that for all $S_{f} \in L^{2}(\Omega)$, there exists one and only one solution $\phi \in H_{0}^{1}(\Omega)$ that solves (1), with the bound $\|\phi\|_{1, \Omega} \lesssim$ $\left\|S_{f}\right\|_{0, \Omega}$. Provided that the coefficient $\mathbb{D}$ is piecewise smooth, the solution is smoother (see eg. Proposition 1 in [11]). Instead of imposing a Dirichlet boundary condition on $\partial \Omega$, one can consider a Neumann or Fourier boundary condition $\mu_{F} \phi+(\mathbb{D} \operatorname{grad} \phi) \cdot \mathbf{n}=0$, with $\mu_{F} \geq 0$. Results are similar.

## 3 Single domain variational formulation and discretization

Let us introduce the function space:

$$
\mathbf{X}=\left\{\xi:=(\mathbf{q}, \psi) \in \mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega)\right\},\|\xi\|_{\mathbf{X}}:=\left(\|\mathbf{q}\|_{\mathbf{H}(\operatorname{div}, \Omega)}^{2}+\|\psi\|_{0, \Omega}^{2}\right)^{1 / 2}
$$

From now on, we use the notations: $\zeta=(\mathbf{p}, \phi)$ and $\xi=(\mathbf{q}, \psi)$.

### 3.1 Mixed variational formulation

The solution $\phi$ to (1) belongs to $H^{1}(\Omega)$, so if one lets $\mathbf{p}:=-\mathbb{D} \boldsymbol{\operatorname { g r a d }} \phi \in \mathbf{L}^{2}(\Omega)$, the neutron diffusion problem may be written as:

$$
\left\{\begin{array}{l}
\text { Find }(\mathbf{p}, \phi) \in \mathbf{H}(\operatorname{div}, \Omega) \times H_{0}^{1}(\Omega) \text { such that }  \tag{4}\\
-\mathbb{D}^{-1} \mathbf{p}-\operatorname{grad} \phi=0 \text { in } \Omega \\
\operatorname{div} \mathbf{p}+\Sigma_{a} \phi=S_{f} \text { in } \Omega
\end{array}\right.
$$

Solving the mixed problem (4) is equivalent to solving (1).
Proposition 1. Let $\mathbb{D}, \Sigma_{a}$ satisfy (2). The solution $(\mathbf{p}, \phi) \in \mathbf{H}(\operatorname{div}, \Omega) \times H_{0}^{1}(\Omega)$ to (4) is such that $\phi$ is a solution to (1) with the same data. Conversely, the solution $\phi \in H_{0}^{1}(\Omega)$ to (1) is such that $(-\mathbb{D} \operatorname{grad} \phi, \phi) \in$ $\mathbf{H}(\operatorname{div}, \Omega) \times H_{0}^{1}(\Omega)$ is a solution to (4) with the same data.

To obtain the variational formulation for the mixed problem (4), let $\mathbf{q} \in \mathbf{H}(\operatorname{div}, \Omega)$ and $\psi \in L^{2}(\Omega)$, multiply the first equation of (4) by $\mathbf{q}$, the second equation of (4) by $\psi \in L^{2}(\Omega)$, and integrate over $\Omega$. Adding up the contributions, one finds that:

$$
\begin{equation*}
-\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{q}\right)_{0, \Omega}-(\operatorname{grad} \phi, \mathbf{q})_{0, \Omega}+(\psi, \operatorname{div} \mathbf{p})_{0, \Omega}+\left(\Sigma_{a} \phi, \psi\right)_{0, \Omega}=\left(S_{f}, \psi\right)_{0, \Omega} \tag{5}
\end{equation*}
$$

One may integrate by parts the second term in the left-hand side, which yields: $-(\operatorname{grad} \phi, \mathbf{q})_{0, \Omega}=(\phi, \operatorname{div} \mathbf{q})_{0, \Omega}$. We conclude that the solution to (4) also solves:

$$
\left\{\begin{array}{l}
\text { Find }(\mathbf{p}, \phi) \in \mathbf{X} \text { such that }  \tag{6}\\
\forall(\mathbf{q}, \psi) \in \mathbf{X}, \quad-\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{q}\right)_{0, \Omega}+(\phi, \operatorname{div} \mathbf{q})_{0, \Omega}+(\psi, \operatorname{div} \mathbf{p})_{0, \Omega}+\left(\Sigma_{a} \phi, \psi\right)_{0, \Omega}=\left(S_{f}, \psi\right)_{0, \Omega}
\end{array}\right.
$$

Because $\mathbb{D}$ is a symmetric tensor field, the form

$$
\begin{equation*}
c:((\mathbf{p}, \phi),(\mathbf{q}, \psi)) \mapsto-\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{q}\right)_{0, \Omega}+(\phi, \operatorname{div} \mathbf{q})_{0, \Omega}+(\psi, \operatorname{div} \mathbf{p})_{0, \Omega}+\left(\Sigma_{a} \phi, \psi\right)_{0, \Omega} \tag{7}
\end{equation*}
$$

is continuous, bilinear and symmetric on $\mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega)$. For further use, we introduce:

$$
\begin{gather*}
a:\left\{\begin{array}{rl}
\mathbf{H}(\operatorname{div}, \Omega) \times \mathbf{H}(\operatorname{div}, \Omega) & \rightarrow \mathbb{R} \\
(\mathbf{p}, \mathbf{q}) & \mapsto
\end{array}-\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{q}\right)_{0, \Omega}\right. \tag{8}
\end{gather*} ;
$$

and the continuous linear form

$$
f:\left\{\begin{array}{rll}
\mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega) & \rightarrow & \mathbb{R}  \tag{11}\\
(\mathbf{q}, \psi) & \mapsto & \left(S_{f}, \psi\right)_{0, \Omega}
\end{array} .\right.
$$

We may rewrite the variational formulation (6) as:

$$
\left\{\begin{array}{l}
\text { Find }(\mathbf{p}, \phi) \in \mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega) \text { such that }  \tag{12}\\
\forall(\mathbf{q}, \psi) \in \mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega), \quad c((\mathbf{p}, \phi),(\mathbf{q}, \psi))=f((\mathbf{q}, \psi))
\end{array}\right.
$$

Proposition 2. The solution $\zeta=(\mathbf{p}, \phi)$ to (12) satisfies (4). Hence, problems (12) and (4) are equivalent.

One may prove that the mixed formulation (12) is well-posed, see Theorem 4.4 in [10]. As a matter of fact, the result is obtained by proving an inf-sup condition in $\mathbf{X}=\mathbf{H}(\operatorname{div}, \Omega) \times L^{2}(\Omega)$, which we recall here.

Theorem 1. Let $\mathbb{D}$ and $\Sigma_{a}$ satisfy (2). Then, the bilinear symmetric form $c$ fulfills an inf-sup condition:

$$
\begin{equation*}
\exists \eta>0, \quad \inf _{\zeta \in \mathbf{X}} \sup _{\xi \in \mathbf{X}} \frac{c(\zeta, \xi)}{\|\zeta\|_{\mathbf{x}}\|\xi\|_{\mathbf{X}}} \geq \eta \tag{13}
\end{equation*}
$$

### 3.2 Discretization and a priori error analysis

We study conforming discretizations of (12). Let $\left(\mathcal{T}_{h}\right)_{h}$ be a family of meshes, made for instance of simplices, or of rectangles $(d=2)$, resp. cuboids $(d=3)$, indexed by a parameter $h$ equal to the largest diameter of elements of a given mesh. We introduce discrete, finite-dimensional, spaces indexed by $h$ as follows:

$$
\mathbf{Q}_{h} \subset \mathbf{H}(\operatorname{div}, \Omega), \text { and } L_{h} \subset L^{2}(\Omega)
$$

The conforming discretization of the variational formulation (12) is then:

$$
\left\{\begin{array}{l}
\text { Find }\left(\mathbf{p}_{h}, \phi_{h}\right) \in \mathbf{Q}_{h} \times L_{h} \text { such that }  \tag{14}\\
\forall\left(\mathbf{q}_{h}, \psi_{h}\right) \in \mathbf{Q}_{h} \times L_{h}, \quad c\left(\left(\mathbf{p}_{h}, \phi_{h}\right),\left(\mathbf{q}_{h}, \psi_{h}\right)\right)=f\left(\left(\mathbf{q}_{h}, \psi_{h}\right)\right) .
\end{array}\right.
$$

Following Definition 2.14 in [16], we assume that $\left(\mathbf{Q}_{h}\right)_{h}$, resp. $\left(L_{h}\right)_{h}$ have the approximability property in the sense that

$$
\begin{align*}
& \forall \mathbf{q} \in \mathbf{H}(\operatorname{div}, \Omega), \lim _{h \rightarrow 0}\left(\inf _{\mathbf{q}_{h} \in \mathbf{Q}_{h}}\left\|\mathbf{q}-\mathbf{q}_{h}\right\|_{\mathbf{H}(\operatorname{div}, \Omega)}\right)=0, \\
& \forall \psi \in L^{2}(\Omega), \lim _{h \rightarrow 0}\left(\inf _{\psi_{h} \in L_{h}}\left\|\psi-\psi_{h}\right\|_{0, \Omega}\right)=0, \tag{15}
\end{align*}
$$

We also impose that the space $L_{h}^{0}$ of piecewise constant fields on the mesh is included in $L_{h}$, and that div $\mathbf{Q}_{h} \subset$ $L_{h}$. We finally define:

$$
\mathbf{X}_{h}=\left\{\xi_{h}:=\left(\mathbf{q}_{h}, \psi_{h}\right) \in \mathbf{Q}_{h} \times L_{h}\right\}, \text { endowed with }\|\cdot\|_{\mathbf{x}}
$$

Remark 1. At some point, the discrete spaces are considered locally, i.e.. restricted to one element of the mesh. So, one introduces the local spaces $\mathbf{Q}_{h}(K), L_{h}(K), \mathbf{X}_{h}(K)$ for every $K \in \mathcal{T}_{h}$.

Provided the above conditions are fulfilled, one may derive a uniform discrete inf-sup condition under the same assumptions as in theorem 1 (cf. Theorem 4.5 in [10]).

Theorem 2. Let $\mathbb{D} \in \mathcal{P} \mathbb{W}^{1, \infty}(\Omega)$, resp. $\Sigma_{a} \in \mathcal{P} W^{1, \infty}(\Omega)$, satisfy (2). Assume that $\left(\mathbf{Q}_{h}\right)_{h},\left(L_{h}\right)_{h}$ fulfill (15), $L_{h}^{0} \subset L_{h}$ and $\operatorname{div} \mathbf{Q}_{h} \subset L_{h}$ for all $h$. Then the bilinear form c fulfills a uniform discrete inf-sup condition in $\mathbf{X}_{h}$.

$$
\begin{equation*}
\exists \eta^{\prime}>0, \quad \forall h, \quad \inf _{\zeta_{h} \in \mathbf{X}_{h}} \sup _{\xi_{h} \in \mathbf{X}_{h}} \frac{c\left(\zeta_{h}, \xi_{h}\right)}{\left\|\zeta_{h}\right\|_{\mathbf{x}}\left\|\xi_{h}\right\|_{\mathbf{x}}} \geq \eta^{\prime} \tag{16}
\end{equation*}
$$

The classical a priori error analysis follows. Let $\zeta_{h}=\left(\mathbf{p}_{h}, \phi_{h}\right)$ be the solution to (14).
Corollary 1. Let $\mathbb{D} \in \mathcal{P} \mathbb{W}^{1, \infty}(\Omega)$, resp. $\Sigma_{a} \in \mathcal{P} W^{1, \infty}(\Omega)$, satisfy (2). Assume that $\left(\mathbf{Q}_{h}\right)_{h}$, (L $\left.L_{h}\right)_{h}$ fulfill (15), $L_{h}^{0} \subset L_{h}$ and $\operatorname{div} \mathbf{Q}_{h} \subset L_{h}$ for all $h$. Then there holds:

$$
\begin{equation*}
\exists C>0, \quad \forall h, \quad\left\|\zeta-\zeta_{h}\right\|_{\mathbf{x}_{h}} \leq C \inf _{\xi_{h} \in \mathbf{x}_{h}}\left\|\zeta-\xi_{h}\right\| \mathbf{x}_{h} \tag{17}
\end{equation*}
$$

In this paper, we focus on the Raviart-Thomas-Nédélec (RTN) Finite Element [26, 24]. For simplicial meshes, that is meshes made of simplices, the finite element spaces RTN $_{k}$ can be described as follows, where $k \geq 0$ is the order of the discretization for the scalar fields of $L_{h}$, see eg. [5].
The boundary of a simplex $K \in \mathcal{T}_{h}$ is made of the union of $(d-1)$-simplices, called facets from now on, and denoted by $\left(F_{e}^{K}\right)_{1 \leq e \leq d+1}$. We let $\mathbb{P}_{k}(K)$ be the space of polynomials of maximal degree $k$ on $K$, resp. $\mathbb{P}_{k}\left(F_{e}^{K}\right)$ the space of polynomials of maximal degree $k$ on $F_{e}^{K}$. The definition is

$$
\begin{gathered}
\operatorname{RTN}_{k}(K)=\left\{\mathbf{q} \in \mathbf{L}^{2}(K) \mid \exists \mathbf{a} \in\left(\mathbb{P}_{k}(T)\right)^{d}, \exists b \in \mathbb{P}_{k}(T), \forall \mathbf{x} \in K, \mathbf{q}(\mathbf{x})=\mathbf{a}+b \mathbf{x}\right. \\
\text { and } \left.\forall e \in\{1, \cdots, d+1\},(\mathbf{q} \cdot \mathbf{n})_{\mid F_{e}^{K}} \in \mathbb{P}_{k}\left(F_{e}^{K}\right)\right\}
\end{gathered}
$$

The definitions of the finite element spaces $\mathrm{RTN}_{k}$ are then
$\mathbf{Q}_{h}=\left\{\mathbf{q}_{h} \in \mathbf{H}(\operatorname{div}, \Omega) \mid \forall K \in \mathcal{T}_{h}, \mathbf{q}_{h \mid K} \in \operatorname{RTN}_{k}(K)\right\}, L_{h}=\left\{\psi_{h} \in L^{2}(\Omega) \mid \forall K \in \mathcal{T}_{h}, \psi_{h \mid K} \in \mathbb{P}_{k}(K)\right\}$.
Remark 2. For rectangular or Cartesian meshes, a description of the Raviart-Thomas-Nédélec (RTN) finite element spaces can be found for instance in Section 4.2 of [20]. We consider those meshes explicitly for the numerical examples, see Section 5.

## 4 A posteriori studies for a mixed Finite element discretization

To develop the study of a posteriori estimates, we use the so-called reconstruction of the discrete solution. To that aim, we consider that

$$
V:=H_{0}^{1}(\Omega), \text { the original space of solutions, see }(1),
$$

is the default space of scalar reconstructed fields. We also introduce the broken space $\mathbf{H}\left(\operatorname{div} ; \mathcal{T}_{h}\right)=\{\psi \in$ $\left.L^{2}(\Omega) \mid \psi \in \mathbf{H}(\operatorname{div} ; K), \forall K \in \mathcal{T}_{h}\right\}$.

A first approach has been suggested in [18, Chapter 8]. The reconstruction $\tilde{\zeta}_{h}=\left(\tilde{\mathbf{p}}_{h}, \tilde{\phi}_{h}\right)$ is defined as

$$
\begin{aligned}
& \tilde{\mathbf{p}}_{h}=\mathbf{p}_{h} \in \mathbf{Q}_{h} \subset \mathbf{H}(\operatorname{div} ; \Omega), \\
& \tilde{\phi}_{h} \in V .
\end{aligned}
$$

Remark 3. For other boundary conditions, i.e.. for a Neumann of Fourier boundary condition, the default space $V$ of scalar reconstructed fields would be equal to $H^{1}(\Omega)$.

In Section 4.1, we recall some reconstruction approaches for RTN finite element spaces. Section 4.2 is devoted to the derivation of a posteriori estimates.

### 4.1 Reconstruction of the discrete solution

In this section, we investigate some approaches to devise a reconstruction of the discrete solution $\left(\mathbf{p}_{h}, \phi_{h}\right) \in$ $\mathbf{X}_{h}$, here obtained with the $\mathrm{RTN}_{k}$ finite element discretization, for $k \geq 0$.
For illustrative purposes, we consider simplicial meshes. Let us introduce some further notations, given such a mesh $\mathcal{T}_{h}$. The set of facets of $\mathcal{T}_{h}$ is denoted $\mathcal{F}_{h}$, and it is split as $\mathcal{F}_{h}=\mathcal{F}_{h}^{i} \cup \mathcal{F}_{h}^{e}$, with $\mathcal{F}_{h}^{e}$ (resp. $\mathcal{F}_{h}^{i}$ ) being the set of boundary facets (resp. interior facets). We denote by $\mathbb{P}_{k}\left(\mathcal{T}_{h}\right)$ the space of piecewise polynomials of maximal degree $k$ on each simplex $K \in \mathcal{T}_{h}$. We let $\mathcal{V}_{h}^{k}$ be the set of interpolation points (or nodes) where the degrees of freedom of the $V$-conforming Lagrange Finite Element space of order $k$ are defined. And, for a node $a \in \mathcal{V}_{h}^{k}$, we denote by $\mathcal{T}_{a}$ the set of simplices $K$ such that $a \in K$.
We recall the definition of the (original) Oswald interpolation operator [25] $\mathcal{I}_{O s}: \mathbb{P}_{k}\left(\mathcal{T}_{h}\right) \rightarrow \mathbb{P}_{k}\left(\mathcal{T}_{h}\right) \cap V$ such that

$$
\forall \phi_{h} \in \mathbb{P}_{k}\left(\mathcal{T}_{h}\right), \forall a \in \mathcal{V}_{h}^{k}, \quad \mathcal{I}_{O s}\left(\phi_{h}\right)(a)=\frac{1}{\left|\mathcal{T}_{a}\right|} \sum_{K \in \mathcal{T}_{a}} \phi_{h \mid K}(a)
$$

A second, modified Oswald operator is defined in [28] as follows. Let

$$
W_{0}\left(\mathcal{T}_{h}\right)=\left\{\psi_{h} \in L^{2}\left(\mathcal{T}_{h}\right) \mid \forall K \in \mathcal{T}_{h}, \psi_{h \mid K} \in H^{1}(K) ; \forall F \in \mathcal{F}_{h}^{i}, \int_{F}\left[\psi_{h}\right]=0 ; \forall F \in \mathcal{F}_{h}^{e}, \int_{F} \psi_{h}=0\right\}
$$

where $\left.\left[\psi_{h}\right]\right|_{F}=\left.\psi_{h}\right|_{K_{1}} \mathbf{n}_{K_{1}}+\left.\psi_{h}\right|_{K_{2}} \mathbf{n}_{K_{2}}$ denotes the jump of $\psi_{h}$ on the facet $F \in \mathcal{F}_{h}^{i}$ shared by elements $K_{1}$ and $K_{2}$ and $\mathbf{n}_{K_{1,2}}$ is the unit outer normal of the mesh element $K_{1,2} \in \mathcal{T}_{h}$. Then, the modified Oswald operator ${ }^{1} \mathcal{I}_{M O}: \mathbb{P}_{2}\left(\mathcal{T}_{h}\right) \cap W_{0}\left(\mathcal{T}_{h}\right) \rightarrow \mathbb{P}_{d}\left(\mathcal{T}_{h}\right) \cap V$ is such that

$$
\begin{aligned}
& \forall \phi_{h} \in \mathbb{P}_{2}\left(\mathcal{T}_{h}\right) \cap W_{0}\left(\mathcal{T}_{h}\right), \forall a \in \mathcal{V}_{h}^{d}, \\
& \qquad \mathcal{I}_{M O}\left(\phi_{h}\right)(a)= \begin{cases}\mathcal{I}_{O s}\left(\phi_{h}\right)(a) & \text { if } a \text { is not located at a barycenter of a facet } \\
m\left(\phi_{h}, a\right) & \text { else }\end{cases}
\end{aligned}
$$

Above, the values $\left(m\left(\phi_{h}, a_{F}\right)\right)_{F \in \mathcal{F}_{h}}$ at the barycenters of the facets are then defined so that the means of $\mathcal{I}_{M O}\left(\phi_{h}\right)$ on every facet is equal to the means of $\phi_{h}$.
Remark 4. Observe that the results presented in this section can be extended to the case of rectangular or cuboid meshes [29].

[^1]
### 4.1.1 Averaging operator

We introduce the averaging operator of the neutron flux $\mathcal{I}_{a v}: \mathbb{P}_{k}\left(\mathcal{T}_{h}\right) \rightarrow \mathbb{P}_{k+1}\left(\mathcal{T}_{h}\right) \cap V$ such that

$$
\forall \phi_{h} \in \mathbb{P}_{k}\left(\mathcal{T}_{h}\right), \forall a \in \mathcal{V}_{h}^{k+1}, \quad \mathcal{I}_{a v}\left(\phi_{h}\right)(a)=\frac{1}{\left|\mathcal{T}_{a}\right|} \sum_{K \in \mathcal{T}_{a}} \phi_{h \mid K}(a)
$$

The average reconstruction is $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \mathcal{I}_{a v}\left(\phi_{h}\right)\right)$.

### 4.1.2 Post-processing approaches

In order to recover the relation $\mathbf{p}=-\mathbb{D} \mathbf{g r a d} \phi$ at the discrete level, some post-processing techniques have been introduced for mixed finite element method $[28,29]$. The first one is specific to a discretization with the $\mathrm{RTN}_{0}$ finite element, whereas the second one can be applied to any discretization with a $\mathrm{RTN}_{k}$ finite element, i.e.. $k$ can be any integer, possibly equal to 0 .
$\boldsymbol{R T N} N_{0}$ post-processing A post-processing is introduced in [28] for the RTN $_{0}$ finite element, that is with $k=0$. Briefly, the author proposes one post-processed scalar variable $\mathcal{I}_{p p}\left(\mathbf{p}_{h}, \phi_{h}\right)=\widehat{\phi}_{h} \in \mathbb{P}_{2}\left(\mathcal{T}_{h}\right)$, which is such that

$$
\begin{equation*}
\forall K \in \mathcal{T}_{h}, \quad-\mathbb{D}_{K}\left(\operatorname{grad} \widehat{\phi}_{h}\right)_{\mid K}=\mathbf{p}_{h \mid K}, \frac{\left(\widehat{\phi}_{h}, 1\right)_{0, K}}{|K|}=\phi_{h \mid K} \tag{18}
\end{equation*}
$$

Problems (18) are local and independent on each element $K \in \mathcal{T}_{h}$. We define the $\mathrm{RTN}_{0}$ post-processing by $\mathcal{I}_{O s} \circ \mathcal{I}_{p p}$. The reconstruction associated to the $\mathrm{RTN}_{0}$ post-processing is $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \mathcal{I}_{O s} \circ \mathcal{I}_{p p}\left(\mathbf{p}_{h}, \phi_{h}\right)\right)$.
$\boldsymbol{R T N}$ post-processing In the general case of the $\mathrm{RTN}_{k}$ finite element, for $k \geq 0$, there exists no solution to Problem (18). We present here the approach proposed in [2] for the general case. It is shown there that the solution to (14), $\zeta_{h}=\left(\mathbf{p}_{h}, \phi_{h}\right) \in \mathbf{X}_{h}$, is also equal to the first argument of the solution of a hybrid formulation, where the constraint of continuity of the normal trace of the current $\mathbf{p}_{h} \in \mathbf{Q}_{h}$ is relaxed. Let

$$
\Lambda_{h}=\left\{\lambda_{h} \in L^{2}\left(\mathcal{F}_{h}^{i}\right) \mid \exists \mathbf{q}_{h} \in \mathbf{Q}_{h}, \lambda_{h \mid F}=\mathbf{q}_{h} \cdot \mathbf{n}_{\mid F}, \forall F \in \mathcal{F}_{h}^{i}\right\}
$$

be the space of the Lagrange multipliers and let $\tilde{\mathbf{X}}_{h}:=\Pi_{K \in \mathcal{T}_{h}} \mathbf{X}_{h}(K)$ be the unconstrained approximation space with the $\mathrm{RTN}_{k}$ local finite element spaces. By definition, $\mathbf{X}_{h}$ is a strict subset of $\tilde{\mathbf{X}}_{h}$. The hybrid formulation is:

$$
\left\{\begin{array}{l}
\text { Find }\left(\zeta_{h}, \lambda_{h}\right) \in \tilde{\mathbf{X}}_{h} \times \Lambda_{h} \text { such that }  \tag{19}\\
\forall\left(\xi_{h}, \mu_{h}\right) \in \tilde{\mathbf{X}}_{h} \times \Lambda_{h}, \quad c\left(\zeta_{h}, \xi_{h}\right)-\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F} \lambda_{h}\left[\mathbf{q}_{h} \cdot \mathbf{n}\right]+\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F} \mu_{h}\left[\mathbf{p}_{h} \cdot \mathbf{n}\right]=f\left(\xi_{h}\right)
\end{array}\right.
$$

Let $\Pi_{M_{h}}: \tilde{\mathbf{X}}_{h} \times \Lambda_{h} \rightarrow M_{h}$ be the projection onto an appropriate space ${ }^{2}$ such that, given $\left(\zeta_{h}, \lambda_{h}\right) \in \tilde{\mathbf{X}}_{h} \times \Lambda_{h}$, its projection $\widehat{\phi}_{h}=\Pi_{M_{h}}\left(\zeta_{h}, \lambda_{h}\right)$ is governed by

$$
\begin{aligned}
& \forall \psi_{h} \in L_{h}, \quad\left(\widehat{\phi}_{h}, \psi_{h}\right)_{0, \Omega}=\left(\phi_{h}, \psi_{h}\right)_{0, \Omega} \\
& \forall \mu_{h} \in \Lambda_{h}, \quad \sum_{F \in \mathcal{F}_{h}^{i}} \int_{F} \widehat{\phi}_{h} \mu_{h}=\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F} \lambda_{h} \mu_{h}
\end{aligned}
$$

Then, the reconstruction associated to the RTN post-processing is $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \Pi_{M_{h}}\left(\zeta_{h}, \lambda_{h}\right)\right)$.

Finally, we refer to [17] for an application of this technique in the field of neutronics. The RTN post-processing is defined here by $\mathcal{I}_{\text {RTN }}^{2}: \tilde{\mathbf{X}}_{h} \times \Lambda_{h} \rightarrow \mathbb{P}_{k+2}\left(\mathcal{T}_{h}\right) \cap V$ such that

$$
\forall\left(\zeta_{h}, \lambda_{h}\right) \in \tilde{\mathbf{X}}_{h} \times \Lambda_{h}, \forall a \in \mathcal{V}_{h}^{k+2}, \quad \mathcal{I}_{\mathrm{RTN}}^{2}\left(\zeta_{h}, \lambda_{h}\right)(a)=\frac{1}{\left|\mathcal{T}_{a}\right|} \sum_{K \in \mathcal{T}_{a}}\left(\Pi_{M_{h}}\left(\zeta_{h}, \lambda_{h}\right)\right)_{\mid K}(a)
$$

The reconstruction associated to the RTN post-processing is $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \mathcal{I}_{\mathrm{RTN}}^{2}\left(\zeta_{h}, \lambda_{h}\right)\right)$.

### 4.2 A posteriori error estimates

In this section, we detail the derivation of a posteriori estimates.
We define

$$
\begin{aligned}
& d_{S}(\zeta, \xi)=-a(\mathbf{p}, \mathbf{q})+t(\phi, \psi) \\
& d_{A}(\zeta, \xi)=b(\mathbf{p}, \psi)-b(\mathbf{q}, \phi) \\
& d(\zeta, \xi)=d_{S}(\zeta, \xi)+d_{A}(\zeta, \xi)=c(\zeta,(-\mathbf{q}, \psi))
\end{aligned}
$$

The definition is extended to piecewise smooth fields on $\mathcal{T}_{h}$ by replacing $\int_{\Omega}$ by $\sum_{K \in \mathcal{T}_{h}} \int_{K}$.
We define the following norm on $\mathbf{X}$, for all $\zeta \in \mathbf{X}$,

$$
\begin{aligned}
\|\zeta\|_{S}^{2} & =d_{S}(\zeta, \zeta)+\sum_{K \in \mathcal{T}_{h}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{p}\right\|_{0, K}^{2} \\
& =\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{p}\right)_{0, \Omega}+\left(\Sigma_{a} \phi, \phi\right)_{0, \Omega}+\sum_{K \in \mathcal{T}_{h}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{p}\right\|_{0, K}^{2}
\end{aligned}
$$

For $K \in \mathcal{T}_{h}$, we introduce $N(K)=\left\{K^{\prime} \in \mathcal{T}_{h}, \operatorname{dim}_{H}\left(\partial K^{\prime} \cap \partial K\right)=d-1\right\}$, where $\operatorname{dim}_{H}$ is the Haussdorff dimension, and $\mathbf{X}_{K}=\{\zeta=(\mathbf{p}, \phi) \in \mathbf{X} \mid \operatorname{Supp}(\phi) \subset K, \operatorname{Supp}(\mathbf{p}) \subset N(K)\}$. Then one can define the following $\mathbf{X}_{K}$-local norm, for all $\zeta \in \mathbf{X}$,

$$
\begin{equation*}
|\zeta|_{+, K}=\sup _{\xi \in \mathbf{X}_{K},\|\xi\|_{S} \leq 1} d(\zeta, \xi) \tag{20}
\end{equation*}
$$

${ }^{2}$ The space $M_{h}$ is defined here as $M_{h}=\Pi_{K \in \mathcal{T}_{h}} M_{h}(K)$, with for all $K \in \mathcal{T}_{h}$,

$$
M_{h}(K)=\left\{\begin{array}{l}
\left\{\psi_{h} \in \mathbb{P}_{k+3}(K):\left.\psi_{h}\right|_{F_{e}^{K}} \in \mathbb{P}_{k+1}\left(F_{e}^{K}\right) \text { for } 1 \leq e \leq d+1\right\} \quad \text { if } k \text { is even, } \\
\left\{\psi_{h} \in \mathbb{P}_{k+3}(K):\left.\psi_{h}\right|_{F_{e}^{K}} \in \mathbb{P}_{k}\left(F_{e}^{K}\right) \oplus \tilde{\mathbb{P}}_{k+2}(F) \text { for } 1 \leq e \leq d+1\right\} \quad \text { if } k \text { is odd, }
\end{array}\right.
$$

where $\tilde{\mathbb{P}}_{k+2}(F)$ denotes the $L^{2}(F)$-orthogonal complement of $\mathbb{P}_{k+1}(F)$ in $\mathbb{P}_{k+2}(F)$ for any facet $F \in \mathcal{F}_{h}$. We refer to [2] for the definition of $a d$ hoc finite-dimensional spaces $M_{h}$ for various families and types of elements.

Observe that the norm $\|\cdot\|_{S}$ measures elements of $\mathbf{X}$ in $\mathbf{H}\left(\operatorname{div}, \mathcal{T}_{h}\right) \times L^{2}(\Omega)$ norm. This corresponds precisely to the energy norm (cf. [18, Chapter 8]).
We propose two alternatives, the first one is to measure the error with respect to the $\left.\left.\right|_{\cdot}\right|_{+, K}$ norm (20), the second one is to measure the elements of $\mathbf{X}$ in the weaker $\mathbf{L}^{2}(\Omega) \times L^{2}(\Omega)$ norm. Both approaches are respectively developed in sections 4.2.1 and 4.2.2.

### 4.2.1 Estimates in $|\cdot|_{+, K}$ norm (20)

Lemma 1. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (12) and (14). Let $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}\right)$ be a reconstruction of $\zeta_{h}$. We have for all $\xi \in \mathbf{X}$,

$$
\begin{equation*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega} \tag{21}
\end{equation*}
$$

Proof. Let $\xi$ be in $\mathbf{X}$. According to (12), we have

$$
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}, \mathbf{q}\right)_{0, \Omega}+\left(\tilde{\phi}_{h}, \operatorname{div} \mathbf{q}\right)_{0, \Omega}
$$

Owing to the fact that $\tilde{\phi}_{h}$ is in $V$, we can integrate by part the last integral:

$$
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}, \mathbf{q}\right)_{0, \Omega}-\left(\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega}
$$

This concludes the proof.
We now derive a similar lemma where the reconstruction $\tilde{\phi}_{h}^{C R}$ belongs to the Crouzeix-Raviart approximation space

$$
V_{h}^{C R}=\left\{\psi_{h} \in L^{2}\left(\mathcal{T}_{h}\right) \mid \forall K \in \mathcal{T}_{h}, \psi_{h \mid K} \in H^{1}(K) ; \forall F \in \mathcal{F}_{h}^{i}, \int_{F}\left[\psi_{h}\right]=0 ; \forall F \in \mathcal{F}_{h}^{e}, \psi_{h \mid F}=0\right\}
$$

Lemma 2. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (12) and (14). Let $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}^{C R}\right)$ be such that $\mathbf{p}_{h} \in \mathbf{Q}_{h}$ and $\tilde{\phi}_{h}^{C R} \in V_{h}^{C R}$. We have for all $\xi=(\mathbf{q}, \psi) \in \mathbf{X}$, such that $\mathbf{q} \in \mathbf{H}^{s}(\Omega)$ for some $s \in(0,1 / 2)$,

$$
\begin{align*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)= & \sum_{K \in \mathcal{T}_{h}} \int_{K}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}^{C R}\right) \psi-\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}^{C R}\right) \cdot \mathbf{q} \\
& +\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F}\left(\mathbf{q}-\frac{1}{|F|} \int_{F} \mathbf{q}\right) \cdot\left[\tilde{\phi}_{h}^{C R}\right] \tag{22}
\end{align*}
$$

Remark 5. Let $s \in(0,1 / 2)$. For a vector field $\mathbf{q} \in \mathbf{H}^{s}(K)$ with $\operatorname{div} \mathbf{q} \in L^{2}(K)$, it holds that $\mathbf{q} \cdot \mathbf{n}_{\mid \partial K} \in$ $H^{-1 / 2+s}(\partial K)$. Hence one may split duality brackets over $\partial K$ into the sum of duality brackets over the facets. To emphasize this point, we use integrals instead of duality brackets.

Proof. Let $\xi$ be in X. According to (12), we have

$$
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}^{C R}\right) \psi-\sum_{K \in \mathcal{T}_{h}} \int_{K} \mathbb{D}^{-1} \mathbf{p}_{h} \cdot \mathbf{q}+\sum_{K \in \mathcal{T}_{h}} \int_{K} \tilde{\phi}_{h}^{C R} \operatorname{div} \mathbf{q}
$$

Owing to the fact that $\tilde{\phi}_{h}^{C R}$ is in $V_{h}^{C R}$, we can integrate by part the last term:

$$
\begin{aligned}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)= & \sum_{K \in \mathcal{T}_{h}} \int_{K}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}^{C R}\right) \psi-\sum_{K \in \mathcal{T}_{h}} \int_{K} \mathbb{D}^{-1} \mathbf{p}_{h} \cdot \mathbf{q}-\sum_{K \in \mathcal{T}_{h}} \int_{K} \operatorname{grad} \tilde{\phi}_{h}^{C R} \cdot \mathbf{q} \\
& +\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F} \mathbf{q} \cdot\left[\tilde{\phi}_{h}^{C R}\right]
\end{aligned}
$$

Above, we use integrals over facets, see remark 5. Using the definition of $V_{h}^{C R}$, we obtain that

$$
\begin{aligned}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)= & \sum_{K \in \mathcal{T}_{h}} \int_{K}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}^{C R}\right) \psi-\sum_{K \in \mathcal{T}_{h}} \int_{K} \mathbb{D}^{-1} \mathbf{p}_{h} \cdot \mathbf{q}-\sum_{K \in \mathcal{T}_{h}} \int_{K} \operatorname{grad} \tilde{\phi}_{h}^{C R} \cdot \mathbf{q} \\
& +\sum_{F \in \mathcal{F}_{h}^{i}} \int_{F}\left(\mathbf{q}-\frac{1}{|F|} \int_{F} \mathbf{q}\right) \cdot\left[\tilde{\phi}_{h}^{C R}\right]
\end{aligned}
$$

This concludes the proof.
Theorem 3. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (12) and (14). Let $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}\right)$ be a reconstruction of $\zeta_{h}=\left(\mathbf{p}_{h}, \phi_{h}\right)$ in $\mathbf{Q}_{h} \times V$. For any $K \in \mathcal{T}_{h}$, we define the residual estimator

$$
\begin{equation*}
\eta_{r, K}=\left\|\Sigma_{a}^{-1 / 2}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}\right)\right\|_{0, K} \tag{23}
\end{equation*}
$$

the flux estimator

$$
\begin{equation*}
\eta_{f, K}=\left\|\mathbb{D}^{1 / 2}\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}\right)\right\|_{0, K} \tag{24}
\end{equation*}
$$

and the non-conforming estimator

$$
\begin{equation*}
\eta_{n c, K}=\left\|\Sigma_{a}^{1 / 2}\left(\tilde{\phi}_{h}-\phi_{h}\right)\right\|_{0, K} \tag{25}
\end{equation*}
$$

Then it stands for all $K \in \mathcal{T}_{h}$

$$
\begin{align*}
& \left|\zeta-\tilde{\zeta}_{h}\right|_{+, K} \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}  \tag{26}\\
& \left|\zeta-\zeta_{h}\right|_{+, K} \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}+\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, K^{\prime}}^{2}\right)^{1 / 2} . \tag{27}
\end{align*}
$$

Proof. Using the triangle inequality, we obtain for all $K \in \mathcal{T}_{h}$

$$
\begin{equation*}
\left|\zeta-\zeta_{h}\right|_{+, K} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}+\left|\tilde{\zeta}_{h}-\zeta_{h}\right|_{+, K} \tag{28}
\end{equation*}
$$

According to lemma 1, we have

$$
\begin{equation*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega} \tag{29}
\end{equation*}
$$

Let $K \in \mathcal{T}_{h}$ and $\xi=(\mathbf{q}, \psi) \in \mathbf{X}$ be such that $\operatorname{Supp}(\psi) \subset K, \operatorname{Supp}(\mathbf{q}) \subset N(K)$. Applying Cauchy Schwarz inequalities successively in $L^{2}(K), L^{2}\left(K^{\prime}\right)$ for $K^{\prime} \in N(K)$, and then in $\mathbb{R}^{1+N(K)}$, we get

$$
\begin{aligned}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right) & \leq \eta_{r, K}\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}\left\|\mathbb{D}^{-1 / 2} \mathbf{q}\right\|_{0, K^{\prime}} \\
& \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}\left(\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}^{2}+\sum_{K^{\prime} \in N(K)}\left\|\mathbb{D}^{-1 / 2} \mathbf{q}\right\|_{0, K^{\prime}}^{2}\right)^{1 / 2}
\end{aligned}
$$

We infer (26) from the definition of the $|\cdot|_{+, K}$ norm (20). Now, we want to bound the second term of the right-hand side of (28). We look for an upper bound to

$$
\begin{align*}
d\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right) & =d_{S}\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right)+d_{A}\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right) \\
& \leq\left(\Sigma_{a}\left(\tilde{\phi}_{h}-\phi_{h}\right), \psi\right)_{0, K}-\left(\operatorname{div} \mathbf{q}, \tilde{\phi}_{h}-\phi_{h}\right)_{0, \Omega} \\
& \leq \eta_{n c, K}\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in N(K)} \eta_{n c, K^{\prime}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{q}\right\|_{0, K^{\prime}} \\
& \leq\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, K^{\prime}}^{2}\right)^{1 / 2}\left(\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}^{2}+\sum_{K^{\prime} \in N(K)}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{q}\right\|_{0, K^{\prime}}^{2}\right)^{1 / 2}, \tag{30}
\end{align*}
$$

where we used Cauchy-Schwarz inequalities in the last two lines. Collecting (26), (28) and (30), we get the desired estimate.

Remark 6. Using the same arguments as in the proof of theorem 3, there holds for all $K \in \mathcal{T}_{h}$,

$$
\begin{aligned}
& \left|\zeta-\tilde{\zeta}_{h}\right|_{+, K} \leq\left(\left(\widehat{\eta}_{r, K}+\eta_{n c, K}\right)^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2} \\
& \left|\zeta-\zeta_{h}\right|_{+, K} \leq\left(\left(\widehat{\eta}_{r, K}+\eta_{n c, K}\right)^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}+\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, K^{\prime}}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $\hat{\eta}_{r, K}=\left\|\Sigma_{a}^{-1 / 2}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \phi_{h}\right)\right\|_{0, K}$. By definition, it holds that $\eta_{r, K} \leq \widehat{\eta}_{r, K}+\eta_{n c, K}$. Actually, we observe numerically that the residual estimator $\eta_{r, K}$ is "close" to the non-conforming estimator $\eta_{n c, K}$, see Section 5.5. This property is closely related to the weak variational formulation (14). In other words, the second equation in (4) being imposed weakly, it is expected that $\widehat{\eta}_{r, K} \ll \eta_{n c, K}$.

In order to state the next theorem, we will use the following assumption.
Assumption 1. The parameters $\mathbb{D}, \Sigma_{a}$ are piecewise constant on $\mathcal{T}_{h}$ and $S_{f} \in L_{h}$.
Under Assumption 1, one may define

$$
\mathbb{D}_{K}^{\max }=\sup _{\mathbf{q} \in \mathbf{L}^{2}(K) \backslash\{0\}} \frac{(\mathbb{D} \mathbf{q}, \mathbf{q})_{0, K}}{\|\mathbf{q}\|_{0, K}^{2}}, \quad \mathbb{D}_{K}^{\min }=\inf _{\mathbf{q} \in \mathbf{L}^{2}(K) \backslash\{0\}} \frac{(\mathbb{D} \mathbf{q}, \mathbf{q})_{0, K}}{\|\mathbf{q}\|_{0, K}^{2}} .
$$

Theorem 4 (local efficiency of the a posteriori error estimators). Let $K \in \mathcal{T}_{h}$ and let $\eta_{r, K}$ and $\eta_{f, K}$ be the residual estimators respectively given by (23) and (24). Under Assumption 1, the following estimates hold true

$$
\begin{align*}
& \eta_{r, K} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K} \mathrm{c}  \tag{31}\\
& \eta_{f, K} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\{\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{\mathbb{D}_{K}^{\min }}+\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{h_{K}^{2} \Sigma_{a, K}}\right\}^{1 / 2} \tag{32}
\end{align*}
$$

where c and C are constants which depend only on the polynomial degree $k$ of $S_{f}, d$, and the shape-regularity parameter $\kappa_{K}:=|K| / h_{K}^{d}$.

Proof. The proof follows that given in [28, Lemma 7.6]. Let $\psi_{K}$ be the bubble function on $K$, given as the product of the $d+1$ linear functions that take the value 1 at one vertex of $K$ and vanish at the other vertices, and let us denote $\psi_{r}=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \widetilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\psi_{r}$ is a polynomial in $K$ by Assumption 1. Then the equivalence of norms on finite-dimensional spaces gives

$$
\begin{align*}
& c\left\|\psi_{r}\right\|_{0, K}^{2} \leq\left(\psi_{r}, \psi_{K} \psi_{r}\right)_{0, K}  \tag{33}\\
& \left\|\psi_{K} \psi_{r}\right\|_{0, K} \leq\left\|\psi_{r}\right\|_{0, K} \tag{34}
\end{align*}
$$

with the constant $c$ depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{r, K}=\left(0, \psi_{K} \psi_{r}\right) \in \mathbf{X}$, we immediately have (cf. the proof of lemma 1)

$$
d\left(\zeta-\tilde{\zeta}_{h}, \xi_{r, K}\right)=\left(\psi_{r}, \psi_{K} \psi_{r}\right)_{0, K}
$$

and by definition (20) of the $|\cdot|_{+, K}$ norm,

$$
\begin{align*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi_{r, K}\right) & \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\xi_{r, K}\right\|_{S} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\Sigma_{a}^{1 / 2} \psi_{K} \psi_{r}\right\|_{0, K} \tag{35}
\end{align*}
$$

Combining (33), (34) and (35), one comes to

$$
c\left\|\psi_{r}\right\|_{0, K}^{2} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\psi_{r}\right\|_{0, K}\left(\Sigma_{a, K}\right)^{1 / 2}
$$

Using the definition of $\eta_{r, K}$ by (23) concludes the proof of (31):

$$
\eta_{r, K}=\left(\Sigma_{a, K}\right)^{-1 / 2}\left\|\psi_{r}\right\|_{0, K} \leq \frac{1}{c}\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}
$$

We now proceed similarly for the second estimate. Let us denote $\mathbf{q}_{f}=\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\boldsymbol{g r a d} \tilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\mathbf{q}_{f}$ is a polynomial in $K$ by Assumption 1. Then the equivalence of norms on finite-dimensional spaces and the inverse inequality (cf., e.g., [8, Theorem 3.2.6]) give

$$
\begin{align*}
& c\left\|\mathbf{q}_{f}\right\|_{0, K}^{2} \leq\left(\mathbf{q}_{f}, \psi_{K} \mathbf{q}_{f}\right)_{0, K}  \tag{36}\\
& \left\|\psi_{K} \mathbf{q}_{f}\right\|_{0, K} \leq\left\|\mathbf{q}_{f}\right\|_{0, K}  \tag{37}\\
& \left\|\operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K} \leq \frac{C}{h_{K}}\left\|\psi_{K} \mathbf{q}_{f}\right\|_{0, K} \tag{38}
\end{align*}
$$

with the constants $c$ and $C$ depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{f, K}=$ $\left(\psi_{K} \mathbf{q}_{f}, 0\right) \in \mathbf{X}$, we immediately have (cf. the proof of lemma 1)

$$
-d\left(\zeta-\tilde{\zeta}_{h}, \xi_{f, K}\right)=\left(\mathbf{q}_{f}, \psi_{K} \mathbf{q}_{f}\right)_{0, K}
$$

and again by definition (20) of the $|\cdot|_{+, K}$ norm,

$$
\begin{align*}
-d\left(\zeta-\tilde{\zeta}_{h}, \xi_{f, K}\right) & \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\xi_{f, K}\right\|_{S} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\{\left\|\mathbb{D}^{-1 / 2}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}+\left\|\Sigma_{a}^{-1 / 2} \operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}\right\}^{1 / 2} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\{\left(\mathbb{D}_{K}^{\min }\right)^{-1}\left\|\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}+\left(\Sigma_{a, K}\right)^{-1}\left\|\operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}\right\}^{1 / 2} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\{\left(\mathbb{D}_{K}^{m i n}\right)^{-1}+C^{2}\left(h_{K}^{2} \Sigma_{a, K}\right)^{-1}\right\}^{1 / 2}\left\|\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K} \tag{39}
\end{align*}
$$

where we used the inverse inequality (38) to reach the last line. Combining (36), (37) and (39), one comes to

$$
c\left\|\mathbf{q}_{f}\right\|_{0, K}^{2} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\mathbf{q}_{f}\right\|_{0, K}\left\{\left(\mathbb{D}_{K}^{\min }\right)^{-1}+C^{2}\left(h_{K}^{2} \Sigma_{a, K}\right)^{-1}\right\}^{1 / 2}
$$

Considering the definition of $\eta_{f, K}$ by (24) concludes the proof.
Remark 7. Assume in addition in Theorem 4 that there exists a constant $\kappa>0$, such that $\min _{K \in \mathcal{T}_{h}} \kappa_{K} \geq \kappa$, for all $h>0$. Then, the constants c and C do not depend on $\kappa_{K}$ (but on $\kappa$ ).

### 4.2.2 Estimates in $\mathbf{L}^{2}(\Omega) \times L^{2}(\Omega)$ norm

In this section, we define

$$
\|\xi \mid\|_{\mathcal{T}_{h}}^{2}:=d_{S}(\xi, \xi)=\sum_{K \in \mathcal{T}_{h}}\|\xi\| \|_{K}^{2}
$$

where

$$
\begin{equation*}
\|\xi\|\left\|_{K}^{2}:=\right\| \mathbb{D}^{-1 / 2} \mathbf{q}\left\|_{0, K}^{2}+\right\| \Sigma_{a}^{1 / 2} \psi \|_{0, K}^{2} \tag{40}
\end{equation*}
$$

Theorem 5. Let $\zeta$ be the weak solution of Problem (12). If $\zeta_{h}=\left(\mathbf{p}_{h}, \phi_{h}\right)$ is the discrete solution to Problem (14) and $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}\right) \in \mathbf{X}$ is a reconstruction of $\zeta_{h}$, then

$$
\begin{align*}
& \left\|\zeta-\tilde{\zeta}_{h}\right\| \|_{\mathcal{T}_{h}} \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}  \tag{41}\\
& \left\|\left\|\zeta-\zeta_{h}\right\|\right\|_{\mathcal{T}_{h}} \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}+\left(\sum_{K \in \mathcal{T}_{h}} \eta_{n c, K}^{2}\right)^{1 / 2} . \tag{42}
\end{align*}
$$

Proof. We have

$$
\begin{align*}
\left\|\zeta \zeta-\tilde{\zeta}_{h}\right\| \|_{\mathcal{T}_{h}}^{2} & =d_{S}\left(\zeta-\tilde{\zeta}_{h}, \zeta-\tilde{\zeta}_{h}\right)=d\left(\zeta-\tilde{\zeta}_{h}, \zeta-\tilde{\zeta}_{h}\right) \\
& \leq\| \| \zeta-\tilde{\zeta}_{h} \|\left.\right|_{\mathcal{T}_{h}} \sup _{\xi \in \mathbf{X},\|\xi\| \|_{\mathcal{T}_{h}}=1} d\left(\zeta-\tilde{\zeta}_{h}, \xi\right) \tag{43}
\end{align*}
$$

We observe that Equation (21) in lemma 1 may be written as

$$
\begin{equation*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\sum_{K \in \mathcal{T}_{h}}\left(S_{f}+\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, K}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, K} \tag{44}
\end{equation*}
$$

Using Cauchy-Schwarz inequalities, we obtain

$$
\begin{align*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi\right) & \leq \sum_{K \in \mathcal{T}_{h}}\left(\eta_{r, K}\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}+\eta_{f, K}\left\|\mathbb{D}^{-1 / 2} \mathbf{q}\right\|_{0, K}\right) \\
& \leq \sum_{K \in \mathcal{T}_{h}}\left(\eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}\| \| \xi\| \|_{K} \\
& \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}\|\xi\| \|_{\mathcal{T}_{h}} \tag{45}
\end{align*}
$$

Collecting (43), (44) and (45), we infer (41). Using the triangle inequality, we obtain

$$
\left\|\left\|\zeta-\zeta_{h}\right\|\right\|_{\mathcal{T}_{h}} \leq\| \| \zeta-\tilde{\zeta}_{h}\| \|_{\mathcal{T}_{h}}+\| \| \tilde{\zeta}_{h}-\zeta_{h}\| \|_{\mathcal{T}_{h}}
$$

From the definition of the reconstruction, we get

$$
\left\|\left\|\tilde{\zeta}_{h}-\zeta_{h}\right\|_{\mathcal{T}_{h}}=\left(\sum_{K \in \mathcal{T}_{h}} \eta_{n c, K}^{2}\right)^{1 / 2}\right.
$$

This concludes the proof.

Theorem 6 (local efficiency of the a posteriori error estimators). Let $K \in \mathcal{T}_{h}$ and let $\eta_{r, K}$ and $\eta_{f, K}$ be the residual estimators respectively given by (23) and (24). Under Assumption 1, the following estimates hold true

$$
\begin{align*}
& \eta_{r, K} \leq\| \| \zeta-\tilde{\zeta}_{h}\| \|_{K}\left(\mathrm{c}^{2}+\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{h_{K}^{2} \Sigma_{a, K}}\right)^{1 / 2},  \tag{46}\\
& \eta_{f, K} \leq\left\|\mid \zeta-\tilde{\zeta}_{h}\right\| \|_{K}\left(\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{\mathbb{D}_{K}^{\min }}+\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{h_{K}^{2} \Sigma_{a, K}}\right)^{1 / 2} \tag{47}
\end{align*}
$$

where c and C are constants which depend only on the polynomial degree $k$ of $S_{f}, d$, and the shape-regularity parameter $\kappa_{K}$.

Proof. The proof follows that given in [28, Lemma 7.6]. Let $\psi_{K}$ be the bubble function on $K$ defined as in the proof of Theorem 4, and let us denote $\psi_{r}=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \widetilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\psi_{r}$ is a polynomial in $K$ by Assumption 1. Then the equivalence of norms on finite-dimensional spaces and the inverse inequality (cf., e.g., [8, Theorem 3.2.6]) give (33), (34) and

$$
\begin{equation*}
\left\|\mathbb{D}^{1 / 2} \operatorname{grad}\left(\psi_{K} \psi_{r}\right)\right\|_{0, K} \leq C\left(\mathbb{D}_{K}^{\max }\right)^{1 / 2} h_{K}^{-1}\left\|\psi_{K} \psi_{r}\right\|_{0, K} \tag{48}
\end{equation*}
$$

with the constants $c$ and $C$ depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{r, K}=$ $\left(0, \psi_{K} \psi_{r}\right) \in \mathbf{X}$, we immediately have (cf. the proof of lemma 1)

$$
d\left(\zeta-\tilde{\zeta}_{h}, \xi_{r, K}\right)=\left(\psi_{r}, \psi_{K} \psi_{r}\right)_{0, K}
$$

and,

$$
\begin{align*}
d\left(\zeta-\tilde{\zeta}_{h}, \xi_{r, K}\right) & =t\left(\phi-\tilde{\phi}_{h}, \psi_{K} \psi_{r}\right)+b\left(\mathbf{p}-\mathbf{p}_{h}, \psi_{K} \psi_{r}\right) \\
& =t\left(\phi-\tilde{\phi}_{h}, \psi_{K} \psi_{r}\right)-\int_{K}\left(\mathbf{p}-\mathbf{p}_{h}\right) \cdot \operatorname{grad}\left(\psi_{K} \psi_{r}\right) \\
& \leq\| \| \zeta-\tilde{\zeta}_{h} \|_{K}\left(\left\|\mathbb{D}^{1 / 2} \operatorname{grad}\left(\psi_{K} \psi_{r}\right)\right\|_{0, K}^{2}+\left\|\Sigma_{a}^{1 / 2} \psi_{K} \psi_{r}\right\|_{0, K}^{2}\right)^{1 / 2} \tag{49}
\end{align*}
$$

where we integrated by parts the second term in the second line. Combining (33), (34), (48) and (49), one comes to

$$
c\left\|\psi_{r}\right\|_{0, K}^{2} \leq\| \| \zeta-\tilde{\zeta}_{h}\left\|_{K}\right\| \psi_{r} \|_{0, K}\left(C^{2} \mathbb{D}_{K}^{\max } h_{K}^{-2}+\Sigma_{a, K}\right)^{1 / 2}
$$

Considering the definition (23) of $\eta_{r, K}$ concludes the proof of (46).
We now proceed similarly for the second estimate. Let us denote $\mathbf{q}_{f}=\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\boldsymbol{g r a d} \tilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\mathbf{q}_{f}$ is a polynomial in $K$ by Assumption 1. Then the equivalence of norms on finite-dimensional spaces, and the inverse inequality (cf., e.g., [8, Theorem 3.2.6]) give (36)-(37)-(38) with the constants $c$ and $C$ depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{f, K}=\left(\psi_{K} \mathbf{q}_{f}, 0\right) \in \mathbf{X}$, we immediately have (cf. the proof of lemma 1)

$$
-d\left(\zeta-\tilde{\zeta}_{h}, \xi_{f, K}\right)=\left(\mathbf{q}_{f}, \psi_{K} \mathbf{q}_{f}\right)_{0, K}
$$

and

$$
\begin{align*}
& -d\left(\zeta-\tilde{\zeta}_{h}, \xi_{f, K}\right) \\
= & a\left(\mathbf{p}-\mathbf{p}_{h}, \psi_{K} \mathbf{q}_{f}\right)+b\left(\psi_{K} \mathbf{q}_{f}, \phi-\tilde{\phi}_{h}\right) \\
\leq & \left\|\mid \zeta-\tilde{\zeta}_{h}\right\| \|_{K}\left(\left\|\mathbb{D}^{-1 / 2}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}+\left\|\Sigma_{a}^{-1 / 2} \operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}\right)^{1 / 2} \tag{50}
\end{align*}
$$

Combining (36), (37), (38) and (50), one comes to

$$
c\left\|\mathbf{q}_{f}\right\|_{0, K}^{2} \leq\| \| \zeta-\tilde{\zeta}_{h}\| \|_{K}\left\|\mathbf{q}_{f}\right\|_{0, K}\left(C^{2}\left(h_{K}^{2} \Sigma_{a, K}\right)^{-1}+\left(\mathbb{D}_{K}^{\min }\right)^{-1}\right)^{1 / 2}
$$

Considering the definition of $\eta_{f, K}$ by (24) concludes the proof.

### 4.2.3 Estimates in the primal energy norm

In this section, we aim to briefly recall the a posteriori error framework introduced in [28]. The energy norm associated to the primal form is

$$
\left\|\|\phi\|_{p}^{2}=\right\| \mathbb{D}^{1 / 2} \operatorname{grad} \phi\left\|_{0, \Omega}^{2}+\right\| \Sigma_{a}^{1 / 2} \phi \|_{0, \Omega}^{2}
$$

Therefore, we define

$$
\|\psi\|\left\|_{p, \mathcal{T}_{h}}^{2}=\sum_{K \in \mathcal{T}_{h}}\right\|\|\psi\|_{p, K}^{2}
$$

where

$$
\begin{equation*}
\|\psi\|_{p, K}^{2}=\left\|\mathbb{D}^{1 / 2} \operatorname{grad} \psi\right\|_{0, K}^{2}+\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}^{2} \tag{51}
\end{equation*}
$$

We have the following a posteriori error estimate [28, Theorem 4.2, p.1578].
Theorem 7. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (12) and (14) with RTN ${ }_{0}$ finite elements, and let $\widehat{\phi}_{h}=\mathcal{I}_{p p}\left(\phi_{h}\right)$. For all $K \in \mathcal{T}_{h}$, we define the residual estimator

$$
\begin{equation*}
\tilde{\eta}_{r, K}=m_{K}\left\|S_{f}+\operatorname{div}\left(\mathbb{D} \operatorname{grad} \widehat{\phi}_{h}\right)-\Sigma_{a} \widehat{\phi}_{h}\right\|_{0, K} \tag{52}
\end{equation*}
$$

with

$$
m_{K}^{2}:=\min \left\{C_{P, d} \frac{h_{K}^{2}}{\mathbb{D}_{K}^{\min }}, \frac{1}{\Sigma_{a, K}}\right\}
$$

where $C_{P, d}$ is the Poincaré constant defined in [28, Definition (2.1)], and the nonconformity estimator

$$
\tilde{\eta}_{n c, K}:=\left\|\widehat{\phi}_{h}-\mathcal{I}_{M O}\left(\widehat{\phi}_{h}\right)\right\| \|_{p, K}
$$

Then, under Assumption 1, it holds that

$$
\begin{equation*}
\left\|\mid \phi-\widehat{\phi}_{h}\right\| \|_{p, \mathcal{T}_{h}} \leq\left\{\sum_{K \in \mathcal{T}_{h}} \tilde{\eta}_{n c, K}^{2}\right\}^{1 / 2}+\left\{\sum_{K \in \mathcal{T}_{h}} \tilde{\eta}_{r, K}^{2}\right\}^{1 / 2} \tag{53}
\end{equation*}
$$

The following theorem states the local efficiency of the residual estimator [28, Theorem 4.4, p.1578-1579].
Theorem 8. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (12) and (14) with $R T N_{0}$ finite elements, and let $\widehat{\phi}_{h}=\mathcal{I}_{p p}\left(\phi_{h}\right)$. Under Assumption 1, there holds on every $K \in \mathcal{T}_{h}$

$$
\begin{equation*}
\tilde{\eta}_{r, K} \leq \mathrm{C}\left\|\mid \phi-\widehat{\phi}_{h}\right\| \|_{p, K}\left(\frac{\mathbb{D}_{K}^{\max }}{\mathbb{D}_{K}^{\min }}\right)^{1 / 2} \tag{54}
\end{equation*}
$$

with the constant C depending only on the polynomial degree $k$ of $S_{f}$, the space dimension $d$, and the shaperegularity parameter $\kappa_{K}$.

## 5 Numerical results

This section is devoted to the numerical experiments we performed on adaptive mesh refinement strategies (AMR). In fact, the AMR strategy can be classified into some categories: the $h$-refinement (mesh subdivision), which amounts to refining the mesh where large errors occur [27]; the $p$-refinement (local high order approximation), which increases the order of the polynomial functions [4], or the $r$-refinement (moving mesh) that moves the nodes of the mesh to increase the mesh density [6], in the regions of interest where large variations of the solution occur. The above strategies can be mixed, such as $h p$-refinement $[3,12]$ and $h r$-refinement [21].

We are interested in the case of heterogeneous coefficients which may induce some singularities in the solution of Problem (1), that is a loss of regularity of the solution due to the interaction among the materials. Therefore, we focus on mesh subdivision strategy in this section.

The performance of adaptive mesh refinement is assessed with respect to various criteria such as the error estimator, the marker strategy and the threshold parameter. We recall that the context of our applications is modelling nuclear reactor cores, in particular geometries composed of rectangular cuboids of $\mathbb{R}^{3}$. This is the reason why the discretization in this section is applied on Cartesian meshes.

Mesh subdivision strategies are introduced in Section 5.1. Section 5.2 presents the set of test cases considered throughout the whole Section 5 . Section 5.3 focuses on the marker strategies. The sensitivity with respect to the threshold parameter is investigated in Section 5.4. Section 5.5 compares various reconstruction approaches. Section 5.6 examines different error estimators.

### 5.1 An adaptive mesh refinement strategy

We recall in this section the $h$-refinement approach.
From the initial mesh $\mathcal{T}_{h_{0}}$, we generate a sequence of meshes $\mathcal{T}_{h_{k}}$ by using the AMR strategy which is in general an iterative loop where at each iteration, we consider the following four modules:


Assuming that the mesh $\mathcal{T}_{h_{k}}$ is computed, module Solve indeed corresponds to solving Problem (14). The output of the module Estimate is $\left(\eta_{K}\right)_{K \in \mathcal{T}_{h_{k}}}$ where $\eta_{K}$ is an a posteriori error estimator. The stopping criterion of the algorithm is given by

$$
\max _{K \in \mathcal{T}_{h}} \eta_{K} \leq \epsilon_{A M R}
$$

where $\epsilon_{A M R}>0$. Module Mark returns the set of the marked cells based on the error estimators $\left(\eta_{K}\right)_{K \in \mathcal{T}_{h_{k}}}$. In other words, this module selects a set of elements to be refined. To be convenient, for $S \subset \mathcal{T}_{h_{k}}$, let us denote $\eta(S)=\left(\sum_{K \in S} \eta_{K}^{2}\right)^{1 / 2}$. For a fixed threshold parameter $0<\theta \leq 1$, the classical bulk chasing (Doffler's marking strategy [14]) is to select the (smallest) set of elements such that

$$
\begin{equation*}
\eta(S) \geq \theta \eta\left(\mathcal{T}_{h_{k}}\right) . \tag{55}
\end{equation*}
$$

Lastly, module Refine performs the mesh refinement according to the selected mesh elements.
This strategy is generic and can be applied to any kind of mesh.

In order to have Cartesian mesh preserving, it is essential to refine the mesh according to the whole lines in each direction $\left(\mathbf{e}_{x}\right)_{x=1, d}$ which contain at least one of the selected cells. As a consequence, it is obvious to see that this cell marker strategy is really costly since we use the error indicator of just some selected cells to refine the other cells located in the same line for a given direction. Due to this drawback, it is extremely important to point out some other marker cell strategies based on more information. Therefore, instead of using the classical bulk chasing (Doffler's marking strategy) defined on a single cell, we modify it to propose some other error indicators according to the lines of each direction and also on the "cross" value (the total error indicators of all the lines) respectively denoted the direction marker and cross marker method.
The direction marker method consists in selecting for each direction $\mathrm{e}_{x}, x=1, \ldots, d$, the small set of lines $L_{x} \subset \mathcal{T}_{h_{k}}$ parallel to $\mathbf{e}_{x}$ such that

$$
\begin{equation*}
\eta\left(L_{x}\right) \geq \theta_{l} \eta\left(\mathcal{T}_{h_{k}}\right) \tag{56}
\end{equation*}
$$

where $0<\theta_{l} \leq 1$ is a fixed threshold parameter. The resulting selected set is $\cup_{x=1, d}\left(L_{x}\right)$.
The cross marker method corresponds to selecting for each $K \in \mathcal{T}_{h}$, the small set of elements $S \subset \mathcal{T}_{h_{k}}$ such that

$$
\begin{equation*}
\sum_{K \in S} \eta\left(C_{K}\right) \geq \theta_{c} \eta\left(\mathcal{T}_{h_{k}}\right) \tag{57}
\end{equation*}
$$

where $0<\theta_{c} \leq 1$ is a fixed threshold parameter and $C_{K}$ is the union for all direction $\left(\mathbf{e}_{x}\right)_{x=1, d}$ of the lines containing $K$. The resulting selected set is $\cup_{K \in S}\left(C_{K}\right)$. Interestingly, performing the mesh refinement is straightforward with both the direction marker and cross marker methods. In addition, they both preserve the Cartesian structure of the mesh.

### 5.2 Setting of the test cases

This section is devoted to the definition of the test cases considered, namely the Dauge test case, the Checkerboard test case, the Center test case and the Rotation Center test cases. In the following test cases, we perform the numerical simulations on the domain $\Omega=(0,1)^{2}$. We consider here a simple source term given by $S_{f}=1$. Moreover, we assume that the diffusion coefficient $\mathbb{D}$ is a scalar, piecewise constant given by Figure 1 . We also set $\Sigma_{a}=1$.

In the following, the initial mesh of the AMR strategy is chosen to be uniform in all directions. The mesh size of the initial mesh of the Dauge test case, the Checkerboard test case, the Center test case and the Rotation Center test cases are respectively equal to $1 / 4,1 / 8,1 / 6$ and $1 / 8$.


Figure 1: The diffusion coefficient $\mathbb{D}$ : the region $\square$ corresponds to $\mathbb{D}=10$ and the other region $\square$ stands for $\mathbb{D}=1$.

### 5.3 Influence of the marker cell strategy

We now study the influence of the marker cell strategy on the AMR approach for our set of test cases. In this section, the Dauge test case, the Center test case and the Checkerboard test case are performed with RTN $_{0}$ finite elements, while the Rotation Center test cases are performed with RTN $_{1}$ finite elements. The AMR strategies are based on the error estimator introduced in (27) and the average reconstruction defined in Section 4.1.1.

The Dauge test case is a singular toy problem (see also in [13], [11], [18] and references therein for more details). In this test case, the singularity is located at $(0.5,0.5)$ and we expect refinement in this region. Adaptive mesh refinement is performed with a stopping criterion equal to $\epsilon_{A M R}=2 \times 10^{-3}$. Figure 2 shows that mesh refinement is more located near the singularity for the direction marker strategy than the other strategies. Moreover, Figure 3 shows that the direction marker needs at least three times less mesh elements than the other strategies. All the other test cases yield the same conclusions.

So, from now on, the adaptive mesh refinement is always performed with the direction marker method.


Figure 2: Dauge test case: the numerical flux on refined meshes for different marker strategies with RTN $_{0}$.


Figure 3: Dauge test case: Evolution of the number of elements and the maximum of the total error estimator for different marker cell strategies.

### 5.4 Sensitivity with respect to the threshold parameter

In this section, we evaluate the sensitivity with respect to the threshold parameter $\theta_{l}$ defined in (56) on the set of test cases presented in Section 5.2. For unstructured meshes like triangular meshes, the typical value for the threshold parameter $\theta_{l}$ is 0.5 . However, the choice of an optimal value for the threshold parameter $\theta_{l}$ remains a difficult question. Therefore, we numerically investigate the optimal value of the threshold parameter.

The stopping criterion of the Checkerboard test case is $\epsilon_{A M R}=5 \times 10^{-3}$. For the other test cases, the stopping criterion is set to $\epsilon_{A M R}=2 \times 10^{-3}$.
Figures 4 and 5 indicate that the optimal value of $\theta_{l}$ for the Dauge and Checkerboard test case is around 0.35 while Figure 6 shows that the optimal value of this parameter for the Center test case is around 0.6. Moreover, the optimal value of parameter $\theta_{l}$ for the Rotation Center test case with $\alpha=\frac{\pi}{6}$ and $\alpha=\frac{\pi}{4}$ are around 0.45 and 0.4 respectively, see Figures 7 and 8. Figure 9 shows the numerical flux on the refined mesh with an optimal value of $\theta_{l}$ for the different test cases.


Figure 4: Dauge test case.


Figure 5: Checkerboard test case.


Figure 6: Center test case.


Figure 7: Rotation Center, $\alpha=\pi / 6$.


Figure 8: Rotation Center, $\alpha=\pi / 4$.


(c) Center, $\theta_{l}=0.6$

(d) Rotation Center, $\alpha=\pi / 6, \theta_{l}=0.45$

(e) Rotation Center, $\alpha=\pi / 4, \theta_{l}=0.4$

Figure 9: The numerical flux $\phi_{h}$ of the different test cases

### 5.5 Influence of the reconstruction

In this section, we investigate the influence of the reconstruction on the error estimator defined in (27). To this aim, we compare the reconstruction approaches defined in Section 4.1 on the Dauge test case.

First, the stopping criterion is fixed at $\epsilon_{A M R}=1.5 \times 10^{-3}$. As can be seen in Figure 10, the average re-
construction and RTN post-processing need more elements to reach the stopping criterion than the RTN ${ }_{0}$ post-processing. It is related to the fact that the flux estimator is the dominant contribution of the total estimator. We do not show here the residual estimator which is similar to the non-conforming estimator. Figure 11 shows the numerical flux on the refined mesh for the different reconstructions.


Figure 10: Evolution of the number of elements and the maximum of the total estimator by using different reconstruction methods.


Figure 11: The numerical flux $\phi_{h}$ for different reconstruction methods.

Second, we modify the stopping criterion. Now, the stopping criterion is based on the $L_{2}$ error with respect to a reference solution. That is to say, the algorithm is stopped when

$$
\begin{equation*}
\frac{\left\|\phi_{r e f}-\phi_{h}\right\|_{0, \Omega}}{\left\|\phi_{r e f}\right\|_{0, \Omega}} \leq \epsilon_{A c r}, \tag{58}
\end{equation*}
$$

where $\phi_{\text {ref }}$ is a reference solution computed on a fine mesh. We fix $\epsilon_{A c r}=2 \times 10^{-2}$. Figure 12 shows that the $\mathrm{RTN}_{0}$ post-processing and RTN post-processing give similar AMR strategies and that the resulting mesh have fewer elements than with the average reconstruction.


Figure 12: Evolution of the number of elements and the relative $L^{2}$ error (58) for different reconstruction methods.

### 5.6 Comparison of the error estimators

In this section, we perform the Dauge test case with a stopping criterion on the relative $L^{2}$ error (58) with respect to a reference solution at $\epsilon_{A c r}=2 \times 10^{-2}$. To be convenient, let Estimator 1, Estimator 2, Estimator 3 and Estimator 4 respectively stand for the error estimator defined in [Theorem 8.4, p.117][18], (27), (42) and (53). For the sake of completeness, we recall here the different estimators for all $K \in \mathcal{T}_{h}$,

$$
\begin{aligned}
\eta_{K}^{1} & =\left(\widehat{\eta}_{r, K}^{2}+\eta_{f, K}^{2}+9 \eta_{n c, K}^{2}\right)^{1 / 2} \text { where } \widehat{\eta}_{r, K} \text { is defined in Remark 6, } \\
\eta_{K}^{2} & =\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}+\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, K^{\prime}}^{2}\right)^{1 / 2} \\
\eta_{K}^{3} & =\left(\eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}+\eta_{n c, K} \\
\eta_{K}^{4} & =\tilde{\eta}_{n c, K}+\tilde{\eta}_{r, K} .
\end{aligned}
$$

We apply the reconstruction associated to the RTN post-processing to each error estimators. As can be seen in Figure 13, we obtain similar meshes for the AMR strategies using Estimators 1, 2 and 3. On the other hand, there is more refinement near the boundary for Estimator 4. The relative $L^{2}$ error on the neutron flux are similar for the different AMR strategies according to Figure 14.


Figure 13: The numerical flux $\phi_{h}$ for different error estimators.


Figure 14: Evolution of the number of elements and the relative $L^{2}$ error (58) for different error estimators

## 6 Extension to the DD $+L^{2}$-jumps method

In this section, we extend the derivation of the a posteriori estimators to a domain decomposition method introduced in [11], namely the $\mathrm{DD}+L^{2}$-jumps methods.

To this aim, let us consider a partition $\left\{\tilde{\Omega}_{\tilde{i}}\right\}_{1 \leq i \leq \tilde{N}}$ of $\Omega$ which is independent from the physical partition $\left\{\Omega_{i}\right\}_{1 \leq i \leq N}$ introduced in section 1 . For a field $v$ defined over $\Omega$, we shall use the notation $v_{\tilde{\imath}}=\left.v\right|_{\tilde{\Omega}_{\tilde{\imath}}}$, for $1 \leq$ $\tilde{\imath} \leq \tilde{N}$. We denote by $\Gamma_{\tilde{\imath} \tilde{\jmath}}$ the interface between two subdomains $\tilde{\Omega}_{\tilde{\imath}}$ and $\tilde{\Omega}_{\tilde{\jmath}}$ for $\tilde{\imath} \neq \tilde{\jmath}$ : if $\operatorname{dim}_{H}\left(\partial \tilde{\Omega}_{\tilde{\imath}} \cap \partial \tilde{\Omega}_{\tilde{\jmath}}\right)=$ $d-1$, then $\Gamma_{\tilde{\imath} \jmath}=\operatorname{int}\left(\partial \tilde{\Omega}_{\tilde{\imath}} \cap \partial \tilde{\Omega}_{\tilde{\jmath}}\right)$; otherwise, $\Gamma_{\tilde{\imath} \tilde{\jmath}}=\emptyset$. We define the interface $\Gamma_{S}$ by

$$
\Gamma_{S}=\cup_{\tilde{i}=1}^{\tilde{N}} \cup \tilde{\tilde{j}}=\tilde{i}+1, \overline{\Gamma_{i j}} .
$$

We also introduce the spaces

$$
\begin{aligned}
\tilde{P} H_{0}^{1}(\Omega) & =\left\{\psi \in L^{2}(\Omega)\left|\psi_{\tilde{\imath}} \in H^{1}\left(\tilde{\Omega}_{\tilde{\imath}}\right), \psi\right|_{\partial \tilde{\Omega}_{\tilde{\imath}} \overline{\overline{S_{S}}}}=0,1 \leq \tilde{\imath} \leq \tilde{N}\right\}, \\
\tilde{\mathbf{P}} \mathbf{H}(\operatorname{div}, \Omega) & =\left\{\mathbf{q} \in L^{2}(\Omega) \mid \mathbf{q}_{\tilde{\imath}} \in \mathbf{H}\left(\operatorname{div}, \tilde{\Omega}_{\tilde{\imath}}\right), 1 \leq \tilde{\imath} \leq \tilde{N}\right\}, \\
M & =\left\{\psi_{S} \in \prod_{\tilde{i}<\tilde{\jmath}} L^{2}\left(\Gamma_{\tilde{\imath} \tilde{\jmath}}\right)\right\}, \\
\tilde{\mathbf{Q}} & =\{\mathbf{q} \in \tilde{\mathbf{P}} \mathbf{H}(\operatorname{div}, \Omega) \mid[\mathbf{q} \cdot \mathbf{n}] \in M\}, \\
\mathrm{W} & =\tilde{\mathbf{Q}} \times L^{2}(\Omega) \times M,
\end{aligned}
$$

where $[\mathbf{q} \cdot \mathbf{n}]$ stands for the global jump of the normal component on the interface and is defined by

$$
\left.[\mathbf{q} \cdot \mathbf{n}]\right|_{\Gamma_{i} \tilde{\jmath}}=\mathbf{q}_{\tilde{\imath}} \cdot \mathbf{n}_{\tilde{\imath}}+\mathbf{q}_{\tilde{\jmath}} \cdot \mathbf{n}_{\tilde{\jmath}}, \text { for } 1 \leq \tilde{\imath}<\tilde{\jmath} \leq \tilde{N} .
$$

We consider the following problem:

The variational formulation writes

$$
\begin{equation*}
\text { Find } \mathrm{u}=\left(\mathbf{p}, \phi, \phi_{S}\right) \in \mathrm{W} \text { such that for all } \mathrm{w}=\left(\mathbf{q}, \psi, \psi_{S}\right) \in \mathrm{W}, \quad c_{S}(\mathrm{u}, \mathrm{w})=f(\mathrm{w}), \tag{59}
\end{equation*}
$$

where

$$
c_{S}(\mathrm{u}, \mathrm{w})=c((\mathbf{p}, \phi),(\mathbf{q}, \psi))+\int_{\Gamma_{S}}[\mathbf{p} \cdot \mathbf{n}] \psi_{S}-\int_{\Gamma_{S}}[\mathbf{q} \cdot \mathbf{n}] \phi_{S}, \quad \text { and } f(\mathrm{w})=\left(S_{f}, \psi\right)_{0, \Omega} .
$$

Above, we extended the definition (7) of the bilinear form $c$ to piecewise smooth fields. We do the same for the forms $a, b$ and $t$. We introduce discrete, finite-dimensional, spaces indexed by $h$ as follows: $Q_{\tilde{i}, h} \subset$ $\mathbf{H}\left(\operatorname{div}, \tilde{\Omega}_{\tilde{\imath}}\right)$ and $L_{\tilde{\imath}, h} \subset L^{2}\left(\tilde{\Omega}_{\tilde{\imath}}\right)$, for $1 \leq \tilde{\imath} \leq \tilde{N}$. We impose the following requirements for all $1 \leq \tilde{\imath} \leq \tilde{N}$ :

- $\mathbf{q}_{\tilde{\imath}, h} \cdot \mathbf{n} \in L^{2}\left(\partial \tilde{\Omega}_{\tilde{\imath}}\right)$ for all $h>0$, for all $\mathbf{q}_{\tilde{i}, h} \in Q_{\tilde{\imath}, h}$;
- $\operatorname{div} \mathbf{Q}_{\tilde{i}, h} \subset L_{\tilde{i}, h}$ for all $h>0$;
- $\left(\mathbf{Q}_{\tilde{i}, h}\right)_{h}$ and $\left(L_{\tilde{i}, h}\right)_{h}$ satisfy the approximability property (15) in $\tilde{\Omega}_{\tilde{\imath}}$.

We observe that, to build conforming discretizations, one uses meshes that are conforming with respect to the partition $\left\{\tilde{\Omega}_{\tilde{\imath}}\right\}_{1 \leq \tilde{\imath} \leq \tilde{N}}$ : for all $h$, for all $K \in \mathcal{T}_{h}$, there exists $\tilde{\imath}$ such that $\operatorname{int}(K) \subset \tilde{\Omega}_{\tilde{\imath}}$ : we denote $\tilde{\Omega}_{\tilde{\imath}}$ by $\tilde{\Omega}_{K}$. We then set

$$
\tilde{\mathbf{Q}}_{h}=\prod_{\tilde{i}=1}^{\tilde{N}} \mathbf{Q}_{\tilde{\imath}, h}, \quad \tilde{L}_{h}=\prod_{\tilde{i}=1}^{\tilde{N}} L_{\tilde{i}, h}, \quad \mathrm{~W}_{h}=\tilde{\mathbf{Q}}_{h} \times \tilde{L}_{h} \times M_{h},
$$

where $M_{h} \subset M$ is the discrete space of Lagrange multipliers. We assume that the space of piecewise constant fields is included in $M_{h}$. Following [11, Section 5], we introduce the discrete projection operators $\left(\Pi_{\tilde{i}}\right)_{1 \leq i} \leq \tilde{N}$ from the spaces of normal traces

$$
T_{\bar{\imath}, h}=\left\{q_{\bar{\imath}, h} \in L^{2}\left(\partial \tilde{\Omega}_{\tilde{\imath}} \cap \Gamma_{S}\right) \mid \exists \mathbf{q}_{\tilde{i}, h} \in \mathbf{Q}_{\tilde{i}, h}, q_{\tilde{\imath}, h}=\mathbf{q}_{\tilde{i}, h} \cdot \mathbf{n}_{\tilde{\imath}_{\mid \partial \tilde{\Omega}_{\tilde{i}} \cap \Gamma_{S}}}\right\} \text {, for } 1 \leq \tilde{\imath} \leq \tilde{N},
$$

to $M_{h}$, resp. the discrete projection operators $\left(\pi_{\tilde{\imath}}\right)_{1 \leq \tilde{i} \leq \tilde{N}}$ from $M_{h}$ to $\left(T_{\tilde{\imath}, h}\right)_{1 \leq \tilde{i} \leq \tilde{N}}$, which are defined by

$$
\begin{aligned}
& \forall q_{\tilde{\imath}, h} \in T_{\tilde{\imath}, h}, \forall \psi_{S, h} \in M_{h} \\
&\left\{\begin{array}{l}
\int_{\partial \tilde{\Omega}_{\tilde{\imath}} \cap \Gamma_{S}}\left(\Pi_{\tilde{\imath}}\left(q_{\tilde{\imath}, h}\right)-q_{\tilde{\imath}, h}\right) \psi_{S, h}=0 \\
\int_{\partial \tilde{\Omega}_{\tilde{\imath}} \cap \Gamma_{S}}\left(\pi_{\tilde{\imath}}\left(\psi_{S, h}\right)-\psi_{S, h}\right) q_{\tilde{\imath}, h}=0 .
\end{array}\right.
\end{aligned}
$$

Next, let $\mathbf{p}_{h} \in \tilde{\mathbf{Q}}_{h}$. We define the discrete jump of the normal component of $\mathbf{p}_{h}$ on the interface $\Gamma_{\tilde{\imath} \jmath}$ as $\left[\mathbf{p}_{h} \cdot \mathbf{n}\right]_{h, \tilde{\imath} \tilde{j}}:=\Pi_{\tilde{\imath}}\left(\mathbf{p}_{\tilde{i}, h} \cdot \mathbf{n}_{\tilde{i} \mid \Gamma_{\tilde{i} j}}\right)+\Pi_{\tilde{j}}\left(\mathbf{p}_{\tilde{j}, h} \cdot \mathbf{n}_{\tilde{j} \mid \Gamma_{\tilde{\imath} \tilde{j}}}\right)$.
The discrete variational formulation associated to (59) writes

$$
\begin{equation*}
\text { Find } \mathrm{u}_{h}=\left(\mathbf{p}_{h}, \phi_{h}, \phi_{S, h}\right) \in \mathrm{W}_{h} \text { such that for all } \mathrm{w}_{h}=\left(\mathbf{q}_{h}, \psi_{h}, \psi_{S, h}\right) \in \mathrm{W}_{h}, \quad c_{S}\left(\mathrm{u}_{h}, \mathrm{w}_{h}\right)=f\left(\mathrm{w}_{h}\right) . \tag{60}
\end{equation*}
$$

We define

$$
\begin{aligned}
& d_{S}(\mathrm{u}, \mathrm{w})=-a(\mathbf{p}, \mathbf{q})+t(\phi, \psi) \\
& d_{A}(\mathrm{u}, \mathrm{w})=b(\mathbf{p}, \psi)-b(\mathbf{q}, \phi)-\int_{\Gamma_{S}}[\mathbf{p} \cdot \mathbf{n}] \psi_{S}+\int_{\Gamma_{S}}[\mathbf{q} \cdot \mathbf{n}] \phi_{S} \\
& d(\mathrm{u}, \mathrm{w})=d_{S}(\mathrm{u}, \mathrm{w})+d_{A}(\mathrm{u}, \mathrm{w})=c_{S}\left(\mathbf{u},\left(-\mathbf{q}, \psi,-\psi_{S}\right)\right) .
\end{aligned}
$$

We define the following norm on W , for all $\mathrm{u} \in \mathrm{W}$,

$$
\begin{aligned}
\|\mathbf{u}\|_{S}^{2} & =d_{S}(\mathbf{u}, \mathbf{u})+\sum_{K \in \mathcal{T}_{h}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{p}\right\|_{0, K}^{2}+\sum_{F \in \Gamma_{S}}\|[\mathbf{p} \cdot \mathbf{n}]\|_{0, F}^{2}+\left\|\phi_{S}\right\|_{M}^{2} \\
& =\left(\mathbb{D}^{-1} \mathbf{p}, \mathbf{p}\right)_{0, \Omega}+\left(\Sigma_{a} \phi, \phi\right)_{0, \Omega}+\sum_{K \in \mathcal{T}_{h}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{p}\right\|_{0, K}^{2}+\sum_{F \in \Gamma_{S}}\|[\mathbf{p} \cdot \mathbf{n}]\|_{0, F}^{2}+\left\|\phi_{S}\right\|_{M}^{2},
\end{aligned}
$$

and the following $\mathrm{W}_{K}$-local norm, for all $\mathrm{u} \in \mathrm{W}$,

$$
\begin{equation*}
|\mathbf{u}|_{+, K}=\sup _{\mathfrak{w} \in \mathfrak{W}_{K},\|\mathbf{w}\|_{S} \leq 1} d(\mathbf{u}, \mathbf{w}), \tag{61}
\end{equation*}
$$

where

$$
\mathrm{W}_{K}=\left\{\mathrm{u}=\left(\mathbf{p}, \phi, \phi_{S}\right) \in \mathrm{W}, \operatorname{Supp}(\phi) \subset K, \operatorname{Supp}\left(\phi_{S}\right) \subset \partial K \cap \Gamma_{S}, \operatorname{Supp}(\mathbf{p}) \subset \tilde{N}(K)\right\},
$$

with $\tilde{N}_{K}:=N(K) \cap \overline{\tilde{\Omega}_{K}}$. Since $\mathbf{p}$ is in $\tilde{\mathbf{P}} \mathbf{H}($ div,$\Omega)$, only the elements $K^{\prime}$ of $N(K)$ that belong to $\overline{\tilde{\Omega}_{K}}$ have to be considered above.
Assumption 2. We assume that there exists $\beta_{h}>0$ such that for all $\mathbf{q}_{h} \in \tilde{\mathbf{Q}}_{h}$,

$$
\begin{equation*}
\int_{\Gamma_{S}}\left[\mathbf{q}_{h} \cdot \mathbf{n}\right]_{h}\left[\mathbf{q}_{h} \cdot \mathbf{n}\right] \geq \beta_{h} \int_{\Gamma_{S}}\left[\mathbf{q}_{h} \cdot \mathbf{n}\right]^{2}, \tag{62}
\end{equation*}
$$

and that there exists $\gamma_{h}>0$ such that for all $\psi_{S, h} \in M_{h}$,

$$
\begin{equation*}
\sum_{\tilde{i}=1}^{\tilde{N}} \sum_{\tilde{j}=\tilde{\imath}+1}^{\tilde{N}} \int_{\Gamma_{\tilde{\imath} \tilde{\jmath}}}\left(\pi_{\tilde{\imath}}\left(\psi_{S, h}\right)^{2}+\pi_{\tilde{j}}\left(\psi_{S, h}\right)^{2}\right) \geq \gamma_{h}\left\|\psi_{S, h}\right\|_{M}^{2} . \tag{63}
\end{equation*}
$$

It is proven in [11, Section 5.1] that, under Assumption 2, the discrete problem (60) is well-posed, and also that the discrete solution fulfills $\left[\mathbf{p}_{h} \cdot \mathbf{n}\right]=0$.
Lemma 3. Let u and $\mathrm{u}_{h}$ be respectively the solution to (59) and (60). Let $\tilde{\mathrm{u}}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}, \tilde{\phi}_{S, h}\right)$ be a reconstruction of $\mathrm{u}_{h}$ in $\tilde{\mathbf{Q}}_{h} \times V \times M$ such that $\tilde{\phi}_{S, h}=\tilde{\phi}_{h}$ on $\Gamma_{S}$. We have for all $\mathrm{w} \in \mathrm{W}$,

$$
\begin{equation*}
d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega} \tag{64}
\end{equation*}
$$

Proof. Let $\tilde{\mathrm{u}}_{h}$ be a reconstruction of $\mathrm{u}_{h}$ in $\tilde{\mathbf{Q}} \times V \times M$. We have for all $\mathrm{w} \in \mathrm{W}$,

$$
\begin{aligned}
& d\left(\mathbf{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}\right) \\
= & \left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}, \mathbf{q}\right)_{0, \Omega}+\left(\tilde{\phi}_{h}, \operatorname{div} \mathbf{q}\right)_{0, \Omega}-\int_{\Gamma_{S}}[\mathbf{q} \cdot \mathbf{n}] \tilde{\phi}_{S, h} \\
= & \left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\mathbf{g r a d} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega}+\int_{\Gamma_{S}}[\mathbf{q} \cdot \mathbf{n}]\left(\tilde{\phi}_{h}-\tilde{\phi}_{S, h}\right),
\end{aligned}
$$

where we integrate by parts using [11, Theorem 5].
Noticing that

$$
\tilde{\phi}_{S, h}=\tilde{\phi}_{h} \text { on } \Gamma_{S}
$$

we obtain the desired result.
Theorem 9. We suppose that Assumption 2 holds. Let u and $\mathrm{u}_{h}$ be respectively the solution to (59) and (60). Let $\tilde{\mathrm{u}}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}, \tilde{\phi}_{S, h}\right)$ be a reconstruction of $\mathrm{u}_{h}$ in $\tilde{\mathbf{Q}}_{h} \times V \times M$ such that $\tilde{\phi}_{S, h}=\tilde{\phi}_{h}$ on $\Gamma_{S}$. For any $K \in \mathcal{T}_{h}$, we define the residual estimator $\eta_{r, K}$ as in (23), the flux estimator $\eta_{f, K}$ as in (24) and the non-conforming estimator $\eta_{n c, K}$ as in (25) ; finally, for any $F \in \Gamma_{S}$, we define the interface continuity estimator by

$$
\begin{equation*}
\eta_{i c, F}=\left\|\tilde{\phi}_{S, h}-\phi_{S, h}\right\|_{0, F} . \tag{65}
\end{equation*}
$$

Then, it stands for all $K \in \mathcal{T}_{h}$

$$
\begin{align*}
\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K} & \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}  \tag{66}\\
\left|\mathrm{u}-\mathrm{u}_{h}\right|_{+, K} & \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2} \\
& +\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{n c, K^{\prime}}^{2}+\sum_{F \in \Gamma_{S, K}} \eta_{i c, F}^{2}\right)^{1 / 2} \tag{67}
\end{align*}
$$

where $\Gamma_{S, K}$ is the set of facets associated to $\tilde{N}(K)$ belonging to $\Gamma_{S}$.

Proof. Using the triangle inequality, we obtain for all $K \in \mathcal{T}_{h}$

$$
\begin{equation*}
\left|\mathrm{u}-\mathrm{u}_{h}\right|_{+, K} \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}+\left|\tilde{\mathrm{u}}_{h}-\mathrm{u}_{h}\right|_{+, K} . \tag{68}
\end{equation*}
$$

We observe that Equation (64) in lemma 3 may be written as

$$
d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}\right)=\sum_{K \in \mathcal{T}_{h}}\left(S_{f}+\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \tilde{\phi}_{h}, \psi\right)_{0, K}-\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, K}
$$

Let $K \in \mathcal{T}_{h}$ and $\mathrm{w}=\left(\mathbf{q}, \psi, \psi_{S}\right) \in \mathrm{W}$ be such that $\operatorname{Supp}(\psi) \subset K$ and $\operatorname{Supp}(\mathbf{q}) \subset \tilde{N}(K)$. Using CauchySchwarz inequalities, we obtain successively

$$
\begin{aligned}
d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}\right) & \leq \eta_{r, K}\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{f, K^{\prime}}\left\|\mathbb{D}^{-1 / 2} \mathbf{q}\right\|_{0, K} \\
& \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}\|\mathrm{w}\|_{S}
\end{aligned}
$$

We conclude from (61) that (66) holds.
Next, we bound the second term of the right-hand side of (68). Let $w \in W$, we look for an upper bound to

$$
\begin{align*}
d\left(\tilde{\mathrm{u}}_{h}-\mathrm{u}_{h}, \mathrm{w}\right) & =d_{S}\left(\tilde{\mathrm{u}}_{h}-\mathrm{u}_{h}, \mathrm{w}\right)+d_{A}\left(\tilde{\mathrm{u}}_{h}-\mathrm{u}_{h}, \mathrm{w}\right) \\
& \leq\left(\Sigma_{a}\left(\tilde{\phi}_{h}-\phi_{h}\right), \psi\right)_{0, \Omega}-\left(\tilde{\phi}_{h}-\phi_{h}, \operatorname{div} \mathbf{q}\right)_{0, \Omega}+\int_{\Gamma_{S}}[\mathbf{q} \cdot \mathbf{n}]\left(\tilde{\phi}_{S, h}-\phi_{S, h}\right) \\
& \leq \eta_{n c, K}\left\|\Sigma_{a}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{n c, K^{\prime}}\left\|\Sigma_{a}^{-1 / 2} \operatorname{div} \mathbf{q}\right\|_{0, K^{\prime}}+\sum_{F \in \Gamma_{S, K}} \eta_{i c, F}\|[\mathbf{q} \cdot \mathbf{n}]\|_{0, F} \\
& \leq\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in \tilde{N}(K)} \eta_{n c, K^{\prime}}^{2}+\sum_{F \in \Gamma_{S, K}} \eta_{i c, F}^{2}\right)^{1 / 2}\|\mathrm{w}\|_{S} \tag{69}
\end{align*}
$$

where we used Cauchy-Schwarz in the last two lines. Collecting (67), (68) and (69), we get the estimate.
Remark 8. We give here an example of reconstruction based on the averaging operator defined in Section 4.1.1 in the case where $\tilde{L}_{h}=\mathbb{P}_{n}\left(\mathcal{T}_{h}\right)$. Let $\tilde{\mathcal{T}}_{\tilde{L}}$ be a $V$-conforming mesh, that is without hanging nodes, such that $\tilde{\mathcal{T}}_{h}$ is a refinement of $\mathcal{T}_{h}$. We define here $\tilde{\mathcal{V}}_{h}^{n+1}$ as the set of nodes of $V \cap \mathbb{P}_{n+1}\left(\tilde{\mathcal{T}}_{h}\right)$, and $\tilde{\mathcal{T}}_{a}$ is the set of simplices sharing a node a $\in \tilde{\mathcal{V}}_{h}^{n+1}$. For a node a on $\operatorname{int}\left(\Gamma_{S}\right) \cap \tilde{\mathcal{V}}_{h}^{n+1}$, we define $\tilde{\mathcal{E}}_{a}$ has the set of interface facets sharing $a$. Given $a \in \tilde{\mathcal{V}}_{h}^{n+1}$, we distinguish three cases:

1. If $a \in \tilde{\Omega}_{j}, \tilde{\phi}_{h}(a)=\frac{1}{\left|\tilde{\mathcal{T}}_{a}\right|} \sum_{K \in \tilde{\mathcal{T}}_{a}} \phi_{h \mid K}(a)$;
2. If $a \in \operatorname{int}\left(\Gamma_{S}\right), \tilde{\phi}_{h}(a)=\frac{1}{\left|\tilde{\mathcal{E}}_{a}\right|} \sum_{E \in \tilde{\mathcal{E}}_{a}} \phi_{S, h \mid E}(a)$;
3. If $a \in \partial \Omega \cap \partial \tilde{\Omega}_{j}, \tilde{\phi}_{h}(a)=0$.

Interestingly, this approach share some similarities with the construction of the discrete space of the Lagrange multipliers $M_{h}$ detailed in [11, Section 5.2].

Theorem 10 (local efficiency of the a posteriori error estimators). Let $K \in \mathcal{T}_{h}$ and let $\eta_{r, K}$ and $\eta_{f, K}$ be the residual estimators respectively given by (23) and (24). Under Assumptions 1 and 2, the following estimates holds true

$$
\begin{align*}
& \eta_{r, K} \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K} \mathrm{c}  \tag{70}\\
& \eta_{f, K} \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left\{\mathrm{c}^{2} \frac{\mathbb{D}_{K}^{\max }}{\mathbb{D}_{K}^{\min }}+\mathrm{C}^{2} \frac{\mathbb{D}_{K}^{\max }}{h_{K}^{2} \Sigma_{a, K}}\right\}^{1 / 2} \tag{71}
\end{align*}
$$

where c and C are constants which depend only on the polynomial degree $k$ of $S_{f}$, d, and the shape-regularity parameter $\kappa_{K}$, and with the $|\cdot|_{+, K}$ norm defined as in (61).

Proof. The proof follows that given in [28, Lemma 7.6]. Let $\psi_{K}$ be the bubble function on $K$, and let us denote $\psi_{r}=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\Sigma_{a} \widetilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. We recall that, since $\psi_{r}$ is a polynomial in $K$ by Assumption 1, the equivalence of norms on finite-dimensional spaces yields the bounds (33) and (34), with the constant $c$ there depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\mathrm{w}_{r, K}=\left(0, \psi_{K} \psi_{r}, 0\right) \in \mathrm{W}$, we immediately have (cf. the proof of lemma 3)

$$
d\left(\mathrm{u}-\tilde{\mathrm{u}_{h}}, \mathrm{w}_{r, K}\right)=\left(\psi_{r}, \psi_{K} \psi_{r}\right)_{0, K} .
$$

Then, by definition (61) of the $|\cdot|_{+, K}$ norm,

$$
\begin{equation*}
d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}_{r, K}\right) \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left\|\mathrm{w}_{r, K}\right\|_{S} \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left\|\Sigma_{a}^{1 / 2} \psi_{K} \psi_{r}\right\|_{0, K} \tag{72}
\end{equation*}
$$

Combining (33), (34) and (72), one comes to

$$
c\left\|\psi_{r}\right\|_{0, K}^{2} \leq\left|\mathbf{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left\|\psi_{r}\right\|_{0, K}\left(\Sigma_{a, K}\right)^{1 / 2}
$$

Using the definition of $\eta_{r, K}$ by (23) concludes the proof of (70).
We now proceed similarly for the second estimate. Let us denote $\mathbf{q}_{f}=\left(\mathbb{D}^{-1} \mathbf{p}_{h}+\boldsymbol{g r a d} \tilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\mathbf{q}_{f}$ is a polynomial in $K$ by Assumption 1, hence the equivalence of norms on finitedimensional spaces gives the bounds (36) and (37), while the inverse inequality (38) holds. The constants $c$ and $C$ there depend only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\mathrm{w}_{f, K}=\left(\psi_{K} \mathbf{q}_{f}, 0,0\right) \in \mathrm{W}$, we immediately have (cf. the proof of lemma 1)

$$
-d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}_{f, K}\right)=\left(\mathbf{q}_{f}, \psi_{K} \mathbf{q}_{f}\right)_{0, K}
$$

and, moreover,

$$
\begin{align*}
-d\left(\mathrm{u}-\tilde{\mathrm{u}}_{h}, \mathrm{w}_{f, K}\right) & \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left\|\mathrm{w}_{f, K}\right\|_{S} \\
& \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left(\left\|\mathbb{D}^{-1 / 2} \psi_{K} \mathbf{q}_{f}\right\|_{0, K}^{2}+\left\|\Sigma_{a}^{-1 / 2} \operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}\right)^{1 / 2} \\
& \leq\left|\mathrm{u}-\tilde{\mathrm{u}}_{h}\right|_{+, K}\left(\left(\mathbb{D}_{K}^{\min }\right)^{-1}+C\left(h_{K}^{2} \Sigma_{a, K}\right)^{-1}\right)^{1 / 2}\left\|\psi_{K} \mathbf{q}_{f}\right\|_{0, K}, \tag{73}
\end{align*}
$$

where we used (38) in the last line. Combining (36), (37) and (73), one comes to

$$
c\left\|\mathbf{q}_{f}\right\|_{0, K}^{2} \leq\left|\mathbf{u}-\tilde{\mathbf{u}}_{h}\right|_{+, K}\left\|\mathbf{q}_{f}\right\|_{0, K}\left(\left(\mathbb{D}_{K}^{m i n}\right)^{-1}+C\left(h_{K}^{2} \Sigma_{a, K}\right)^{-1}\right)^{1 / 2}
$$

Considering the definition of $\eta_{f, K}$ by (24) concludes the proof.

## 7 Extension to the multigroup diffusion equations

The neutron flux density in the reactor core is determined by solving the transport equation which depends on seven variables: the space (3), the direction (2), the energy or the speed (1), and the time (1). It physically states the balance between the emission of neutrons by fission and the absorption, scattering, and leakage at the boundaries of neutrons. The most common discretization of the energy variable is the multigroup approximation where the energy domain is divided into subintervals called energy groups. In practice, the neutron flux density is usually modeled by the multigroup diffusion equations [15, Chapter 7] at the reactor core scale.

In many practical situations, only a steady-state solution is relevant and it requires to solve a generalized eigenvalue problem. In the companion paper [9], we perform adaptive mesh refinement for the multigroup diffusion
case on this so-called criticality problem. We present in this section some theoretical results underlying this approach on a source problem.

For $G \geq 2$, we let $\mathcal{I}_{G}:=\{1, \ldots, G\}$ be the set of energy groups. Given a function space $W$, we denote by $\underline{W}$ the product space $W^{G}$. We extend the notation $(\cdot, \cdot)_{0, \mathcal{O}}$ (respectively $\|\cdot\|_{0, \mathcal{O}}$ ) for the $\underline{L^{2}}(\mathcal{O})$ and $\underline{\mathbf{L}^{2}}(\mathcal{O})$ scalar products (resp. norms). Let $\mathbf{q}:=\left(q_{x}^{g}\right)_{x=1, d}^{g=1, G}, \mathbf{q}^{g}=\left(q_{x}^{g}\right)_{x=1, d} \in \mathbb{R}^{d}$ for $1 \leq g \leq G$, and $\operatorname{div} \mathbf{q}=\left(\operatorname{div}_{\mathbf{x}} \mathbf{q}^{g}\right)^{g=1, G} \in \mathbb{R}^{G}$.
Let $\mathbb{T}_{e} \in(\mathbb{R})^{G \times G}$ be the even removal matrix. It is a full matrix such that

$$
\forall\left(g, g^{\prime}\right) \in \mathcal{I}_{G} \times \mathcal{I}_{G}, \quad\left(\mathbb{T}_{e}\right)_{g, g^{\prime}}= \begin{cases}\Sigma_{t}^{g}-\Sigma_{s, 0}^{g \rightarrow g} & \text { if } g=g^{\prime} \\ -\Sigma_{s, 0}^{g^{\prime} \rightarrow g} & \text { if } g \neq g^{\prime}\end{cases}
$$

where $\Sigma_{s, 0}^{g^{\prime} \rightarrow g}$ are the Legendre moments of order 0 of the macroscopic scattering cross sections from energy group $g^{\prime}$ to energy group $g$ and the coefficient $\Sigma_{t}^{g}$ is the macroscopic total cross section of energy group $g$ [15, Part 2, Chapter IV, Section A, p.124-127].
We denote $\mathbb{T}_{o} \in(\mathbb{R})^{G \times G}$ the odd removal matrix. It is a diagonal matrix such that

$$
\forall g \in \mathcal{I}_{G}, \quad\left(\mathbb{T}_{o}\right)_{g, g}=1 / D^{g}
$$

where $D^{g}$ is the diffusion coefficient of energy group $g$. The coefficients of the matrices $\mathbb{T}_{e, o}$ are supposed to be such that:

$$
\left\{\begin{array}{l}
(0) \quad \forall g, g^{\prime} \in \mathcal{I}_{G},\left(D^{g}, \Sigma_{r, 0}^{g}, \Sigma_{s, 0}^{g^{\prime} \rightarrow g}, \underline{\nu \Sigma_{f}^{g}}\right) \in \mathcal{P} W^{1, \infty}(\Omega) \times \mathcal{P} W^{1, \infty}(\Omega) \times L^{\infty}(\Omega) \times L^{\infty}(\Omega)  \tag{74}\\
\text { (i) } \quad \exists(D)_{*},(D)^{*}>0, \forall g \in \mathcal{I}_{G},(D)_{*} \leq D^{g} \leq(D)^{*} \text { a.e. in } \Omega \\
\text { (ii) } \quad \exists\left(\Sigma_{r, 0}\right)_{*},\left(\Sigma_{r, 0}\right)^{*}>0, \forall g \in \mathcal{I}_{G},\left(\Sigma_{r, 0}\right)_{*} \leq \Sigma_{r, 0}^{g} \leq\left(\Sigma_{r, 0}\right)^{*} \text { a.e. in } \Omega \\
\text { (iii) } \\
\exists \epsilon \in\left(0,(G-1)^{-1}\right), \forall g, g^{\prime} \in \mathcal{I}_{G}, g^{\prime} \neq g,\left|\Sigma_{s, 0}^{g \rightarrow g^{\prime}}\right| \leq \epsilon \Sigma_{r, 0}^{g} \text { a.e. in } \Omega
\end{array}\right.
$$

As a consequence of (74), the matrix $\mathbb{T}_{e}$ is strictly diagonally dominant, so it is invertible and so is the diagonal matrix $\mathbb{T}_{o}$.

Remark 9. Hypothesis (74)-(iii) models accurately the core of a pressurized water reactor and, in this case, $\epsilon$ is a small fraction of $(G-1)^{-1}$. So on every row of $\mathbb{T}_{e}$, the off-diagonal entries are much smaller than the diagonal entries. Hence, the inverse of $\mathbb{T}_{e}$ is well-approximated by the inverse of its diagonal.

In the multigroup case, the bilinear forms read:

$$
\begin{align*}
& \underline{a}:\left\{\begin{array}{lll}
\frac{Q}{(\mathbf{p}, \underline{\mathbf{q}})} & \mapsto & \mathbb{R} \\
\underline{b} & \left.\mapsto \mathbb{T}_{o} \mathbf{p}, \mathbf{q}\right)_{0, \Omega}
\end{array}\right.  \tag{75}\\
& \underline{t}:\left\{\begin{array}{lll}
\frac{Q}{(\mathbf{q}, \psi)} & \mapsto & \mathbb{R}
\end{array}\right.  \tag{76}\\
& \underline{t}:\left\{\begin{array}{lll}
\underline{L} \times \underline{L} & \rightarrow & \mathbb{R} \\
(\phi, \psi) & \mapsto & \left(\mathbb{T}_{e} \phi, \psi\right)_{0, \Omega}
\end{array}\right. \tag{77}
\end{align*}
$$

and:

$$
\begin{align*}
\underline{c}:\left\{\begin{aligned}
\underline{\mathbf{X}} \times \underline{\mathbf{X}} & \rightarrow \mathbb{R} \\
(\zeta, \xi) & \mapsto \underline{a}(\mathbf{p}, \mathbf{q})+\underline{b}(\mathbf{q}, \phi)+\underline{b}(\mathbf{p}, \psi)+\underline{t}(\phi, \psi)
\end{aligned}\right.  \tag{78}\\
\underline{f}:\left\{\begin{array}{lll}
\frac{Q}{(\mathbf{q}, \underline{L},} & \rightarrow & \mathbb{R} \\
& \mapsto & \left(S_{f}, \psi\right)_{0, \Omega}
\end{array}\right. \tag{79}
\end{align*}
$$

where $S_{f} \in \underline{L}$.
We may write the variational formulation as:

$$
\begin{equation*}
\text { Find } \zeta \in \underline{\mathbf{X}} \text { such that for all } \xi \in \underline{\mathbf{X}}, \underline{c}(\zeta, \xi)=f(\xi) . \tag{80}
\end{equation*}
$$

We discretize this variational formulation using the same approach as before, see section 3.2, here applied to each group. The associated discrete problem reads,

$$
\begin{equation*}
\text { Find } \zeta_{h} \in \underline{\mathbf{X}}_{h} \text { such that for all } \xi_{h} \in \underline{\mathbf{X}}_{h}, \underline{c}\left(\zeta_{h}, \xi_{h}\right)=\underline{f}\left(\xi_{h}\right) \text {. } \tag{81}
\end{equation*}
$$

We define

$$
\begin{aligned}
& \underline{d}_{S}(\zeta, \xi)=-\underline{a}(\mathbf{p}, \mathbf{q})+\underline{t}(\phi, \psi) \\
& \underline{d}_{A}(\zeta, \xi)=\underline{b}(\mathbf{p}, \psi)-\underline{b}(\mathbf{q}, \phi) \\
& \underline{d}(\zeta, \xi)=\underline{d}_{S}(\zeta, \xi)+\underline{d}_{A}(\zeta, \xi)=\underline{c}(\zeta,(-\mathbf{q}, \psi)) .
\end{aligned}
$$

We define the following norm on $\underline{\mathbf{X}}$, for all $\zeta \in \underline{\mathbf{X}}$,

$$
\|\zeta\|_{S, M G}^{2}=\sum_{K \in \mathcal{T}_{h}}\left\|d \mathbb{T}_{o}^{1 / 2} \mathbf{p}\right\|_{0, K}^{2}+\left\|d \mathbb{T}_{e}^{1 / 2} \phi\right\|_{0, K}^{2}+\sum_{K \in \mathcal{T}_{h}}\left\|d \mathbb{T}_{e}^{-1 / 2}(\operatorname{div} \mathbf{p})\right\|_{0, K}^{2},
$$

where $d \mathbb{T}_{e, o}^{1 / 2}$, resp. $d \mathbb{T}_{e, o}^{-1 / 2}$, is the square root of the diagonal part of $\mathbb{T}_{e, o}$, resp. the inverse of the diagonal part of $\mathbb{T}_{e, o}$. For the multigroup diffusion model, we introduce the following $\underline{\mathbf{X}}_{K}$-local norm, for all $\zeta \in \underline{\mathbf{X}}$,

$$
\begin{equation*}
|\zeta|_{+, K}=\sup _{\xi \in \underline{\mathbf{x}}_{K},\|\xi\| S, M G \leq 1} \underline{d}(\zeta, \xi), \tag{82}
\end{equation*}
$$

with

$$
\underline{\mathbf{x}}_{K}=\{\zeta=(\mathbf{p}, \phi) \in \underline{\mathbf{X}}, \operatorname{Supp}(\phi) \subset K, \operatorname{Supp}(\mathbf{p}) \subset N(K)\} .
$$

Observe that the norm $\|\cdot\|_{S, M G}$ measures elements of $\underline{\mathbf{X}}$ in $\underline{\mathbf{H}}\left(\operatorname{div}, \mathcal{T}_{h}\right) \times \underline{L}$ norm. This corresponds precisely to the energy norm (cf. [18, Chapter 8]). In this section, we derive a posteriori estimates following the approach of section 4.2.1.

Remark 10. It is also possible to extend the approach developed in section 4.2.2 to the multigroup diffusion model.

Lemma 4. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (80) and (81). Let $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}\right) \in \underline{\mathbf{Q}}_{h} \times \underline{V}$ be a reconstruction of $\zeta_{h}$. We have,

$$
\begin{equation*}
\forall \xi \in \underline{\mathbf{X}}, \quad \underline{d}\left(\zeta-\tilde{\zeta}_{h}, \xi\right)=\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\mathbb{T}_{e} \tilde{\phi}_{h}, \psi\right)_{0, \Omega}-\left(\mathbb{T}_{o} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}, \mathbf{q}\right)_{0, \Omega} . \tag{83}
\end{equation*}
$$

We skip the proof which is identical to the proof of lemma 1. We are now in position to state the following theorem.

Theorem 11. Let $\zeta$ and $\zeta_{h}$ be respectively the solution to (80) and (81). Let $\tilde{\zeta}_{h}=\left(\mathbf{p}_{h}, \tilde{\phi}_{h}\right)$ be a reconstruction of $\zeta_{h}$ in $\underline{\mathbf{Q}}_{h} \times \underline{V}$. For any $K \in \mathcal{T}_{h}$, we define the residual estimators

$$
\begin{equation*}
\eta_{r, K}=\left\|d \mathbb{T}_{e}^{-1 / 2}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\mathbb{T}_{e} \tilde{\phi}_{h}\right)\right\|_{0, K}, \tag{84}
\end{equation*}
$$

the flux estimator

$$
\begin{equation*}
\eta_{f, K}=\left\|d \mathbb{T}_{o}^{-1 / 2}\left(\mathbb{T}_{o} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}\right)\right\|_{0, K}, \tag{85}
\end{equation*}
$$

and the two non-conforming estimators

$$
\begin{equation*}
\eta_{n c, K}=\left\|d \mathbb{T}_{e}^{-1 / 2} \mathbb{T}_{e}\left(\tilde{\phi}_{h}-\phi_{h}\right)\right\|_{0, K}, \quad \eta_{n c, \star, K}=\left\|d \mathbb{T}_{e}^{1 / 2}\left(\tilde{\phi}_{h}-\phi_{h}\right)\right\|_{0, K} \tag{86}
\end{equation*}
$$

Then it stands for all $K \in \mathcal{T}_{h}$,

$$
\begin{align*}
& \left|\zeta-\tilde{\zeta}_{h}\right|_{+, K} \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}  \tag{87}\\
& \left|\zeta-\zeta_{h}\right|_{+, K} \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}+\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, \star, K^{\prime}}^{2}\right)^{1 / 2} \tag{88}
\end{align*}
$$

Proof. Using the triangle inequality, we obtain for any $K \in \mathcal{T}_{h}$

$$
\begin{equation*}
\left|\zeta-\zeta_{h}\right|_{+} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+}+\left|\tilde{\zeta}_{h}-\zeta_{h}\right|_{+} \tag{89}
\end{equation*}
$$

According to Lemma 4, (83) holds for all $\xi \in \underline{\mathbf{X}}$. Let $K \in \mathcal{T}_{h}$ and $\xi=(\mathbf{q}, \psi)$ be such that $\operatorname{Supp}(\psi) \subset K$, and $\operatorname{Supp}(\mathbf{q}) \subset N(K)$. Applying Cauchy-Schwarz inequalities, we get successively

$$
\begin{aligned}
\underline{d}\left(\zeta-\tilde{\zeta}_{h}, \xi\right) & \leq \eta_{r, K}\left\|d \mathbb{T}_{e}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}\left\|\mathbb{T}_{o}^{1 / 2} \mathbf{q}\right\|_{0, K^{\prime}} \\
& \leq\left(\eta_{r, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{f, K^{\prime}}^{2}\right)^{1 / 2}\|\xi\|_{S, M G}
\end{aligned}
$$

We infer from the definition (82) of the $|\cdot|_{+, K}$ norm that (87) holds.
Now, we want to bound the second term of the right-hand side of (89). We bound

$$
\begin{aligned}
\underline{d}\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right) & =\underline{d}_{S}\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right)+\underline{d}_{A}\left(\tilde{\zeta}_{h}-\zeta_{h}, \xi\right) \\
& \leq\left(\mathbb{T}_{e}\left(\phi_{h}-\tilde{\phi}_{h}\right), \psi\right)_{0, \Omega}-\left(\operatorname{div} \mathbf{q}, \tilde{\phi}_{h}-\phi_{h}\right)_{0, \Omega} \\
& \leq \eta_{n c, K}\left\|d \mathbb{T}_{e}^{1 / 2} \psi\right\|_{0, K}+\sum_{K^{\prime} \in N(K)} \eta_{n c, \star, K^{\prime}}\left\|d \mathbb{T}_{e}^{-1 / 2}(\operatorname{div} \mathbf{q})\right\|_{0, K^{\prime}} \\
& \leq\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, \star, K^{\prime}}^{2}\right)^{1 / 2}\|\xi\|_{S, M G}
\end{aligned}
$$

where we used Cauchy-Schwarz in the last two lines. Hence, $\left|\tilde{\zeta}_{h}-\zeta_{h}\right|_{+, K} \leq\left(\eta_{n c, K}^{2}+\sum_{K^{\prime} \in N(K)} \eta_{n c, \star, K^{\prime}}^{2}\right)^{1 / 2}$. Using the triangle inequality (89), we get the desired estimate (88).

Remark 11. Using the same arguments as in the proof of theorem 11, we can show under the same assumptions that

$$
\begin{aligned}
\left|\zeta-\tilde{\zeta}_{h}\right|_{+} & \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2} \\
\left|\zeta-\zeta_{h}\right|_{+} & \leq\left(\sum_{K \in \mathcal{T}_{h}} \eta_{r, K}^{2}+\eta_{f, K}^{2}\right)^{1 / 2}+\left(\sum_{K \in \mathcal{T}_{h}} \eta_{n c, K}^{2}+\eta_{n c, \star, K}^{2}\right)^{1 / 2}
\end{aligned}
$$

where the global $|\cdot|_{+}$norm is defined for all $\zeta \in \underline{\mathbf{X}}$ by,

$$
|\zeta|_{+}=\sup _{\xi \in \underline{\mathbf{X}},\|\xi\|_{S, M G} \leq 1} \underline{d}(\zeta, \xi) .
$$

These estimates are similar to the one stated in the companion paper [9, Estimate (6)] where we use a slightly different definition of the flux estimator.

In order to state the next theorem, we will use the following assumption.
Assumption 3. The matrices $\mathbb{T}_{e, o}$ are piecewise constant on $\mathcal{T}_{h}$ and $S_{f} \in L_{h}$.
Under Assumption 3, one may define

$$
d \mathbb{T}_{e, K}^{\max }=\left[\max _{g \in \mathcal{I}_{G}}\left(\mathbb{T}_{e}\right)_{g, g}\right]_{\mid K}, d \mathbb{T}_{e, K}^{\min }=\left[\min _{g \in \mathcal{I}_{G}}\left(\mathbb{T}_{e}\right)_{g, g}\right]_{\mid K} ; d \mathbb{T}_{o, K}^{\max }=\left[\max _{g \in \mathcal{I}_{G}}\left(\mathbb{T}_{o}\right)_{g, g}\right]_{\mid K}, d \mathbb{T}_{o, K}^{\min }=\left[\min _{g \in \mathcal{I}_{G}}\left(\mathbb{T}_{o}\right)_{g, g}\right]_{\mid K}
$$

Theorem 12 (local efficiency of the a posteriori error estimators). Let $K \in \mathcal{T}_{h}$ and let $\eta_{r, K}$ and $\eta_{f, K}$ be the residual estimators respectively given by (84) and (85). Under Assumption 3, the following estimates holds true

$$
\begin{align*}
& \eta_{r, K} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K} \mathrm{c}\left(\frac{d \mathbb{T}_{e, K}^{\max }}{d \mathbb{T}_{e, K}^{\min }}\right)^{1 / 2}  \tag{90}\\
& \eta_{f, K} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\{\mathrm{c}^{2} \frac{d \mathbb{T}_{o, K}^{\max }}{d \mathbb{T}_{o, K}^{\min }}+\mathrm{C}^{2} \frac{\left(d \mathbb{T}_{o, K}^{\min }\right)^{-1}}{h_{K}^{2} d \mathbb{T}_{e, K}^{\min }}\right\}^{1 / 2} \tag{91}
\end{align*}
$$

where c and C are constants which depend only on the polynomial degree $k$ of $S_{f}, d$, and the shape-regularity parameter $\kappa_{K}$, with the $|\cdot|_{+, K}$ norm defined as in (82).

Proof. The proof follows that given in [28, Lemma 7.6]. Let $\psi_{K}$ be the bubble function on $K$, and let us denote $\psi_{r}=d \mathbb{T}_{e}^{-1 / 2}\left(S_{f}-\operatorname{div} \mathbf{p}_{h}-\mathbb{T}_{e} \tilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Again, because $\psi_{r}$ is a polynomial in $K$ by Assumption 3, the equivalence of norms on finite-dimensional spaces gives the bounds equivalent to (33) and (34), with the constant $c$ there depending only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{r, K}=\left(0, \psi_{K} \psi_{r}\right) \in \underline{\mathbf{X}}$, we immediately have (cf. lemma 4)

$$
\underline{d}\left(\zeta-\tilde{\zeta_{h}}, \xi_{r, K}\right)=\left(d \mathbb{T}_{e}^{1 / 2} \psi_{r}, \psi_{K} \psi_{r}\right)_{0, K}
$$

so that

$$
\begin{equation*}
\underline{d}\left(\zeta-\tilde{\zeta}_{h}, \xi_{r, K}\right) \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\xi_{r, K}\right\|_{S, M G} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|d \mathbb{T}_{e}^{1 / 2}{ }_{\mid K} \psi_{K} \psi_{r}\right\|_{0, K} \tag{92}
\end{equation*}
$$

Combining (33), (34) and (92), one comes to

$$
c\left(d \mathbb{T}_{e, K}^{\min }\right)^{1 / 2}\left\|\psi_{r}\right\|_{0, K}^{2} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\psi_{r}\right\|_{0, K}\left(d \mathbb{T}_{e, K}^{\max }\right)^{1 / 2}
$$

Using the definition of $\eta_{r, K}$ by (84) concludes the proof of (90).
We now proceed similarly for the second estimate. Let us denote $\mathbf{q}_{f}=d \mathbb{T}_{o}^{-1 / 2}\left(\mathbb{T}_{e} \mathbf{p}_{h}+\operatorname{grad} \tilde{\phi}_{h}\right)$ on a given $K \in \mathcal{T}_{h}$. Note that $\mathbf{q}_{f}$ is a polynomial in $K$ by Assumption 3. Then the equivalence of norms on finitedimensional spaces gives the bounds analogous to (36) and (37), while the corresponding inverse inequality (38) holds. The constants $c$ and $C$ there depend only on the polynomial degree $k$ of $S_{f}, d$, and $\kappa_{K}$. Let $\xi_{f, K}=\left(\psi_{K} \mathbf{q}_{f}, 0\right) \in \underline{\mathbf{X}}$, we immediately have, according to Lemma 4, that

$$
-\underline{d}\left(\zeta-\tilde{\zeta_{h}}, \xi_{f, K}\right)=\left(d \mathbb{T}_{o}^{1 / 2} \mathbf{q}_{f}, \psi_{K} \mathbf{q}_{f}\right)_{0, K}
$$

Then,

$$
\begin{align*}
-\underline{d}\left(\zeta-\tilde{\zeta}_{h}, \xi_{f, K}\right) & \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left\|\xi_{f, K}\right\|_{S, M G} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left(\left\|d \mathbb{T}_{o}^{1 / 2}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}+\left\|d \mathbb{T}_{e}^{-1 / 2} \operatorname{div}\left(\psi_{K} \mathbf{q}_{f}\right)\right\|_{0, K}^{2}\right)^{1 / 2} \\
& \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left(d \mathbb{T}_{o, K}^{\max }+C\left(h_{K}^{2}\left(d \mathbb{T}_{e, K}^{\min }\right)\right)^{-1}\right)^{1 / 2}\left\|\psi_{K} \mathbf{q}_{f}\right\|_{0, K} \tag{93}
\end{align*}
$$

Combining (36), (37) and (93), one comes to

$$
c\left(d \mathbb{T}_{o, K}^{\min }\right)^{1 / 2}\left\|\mathbf{q}_{f}\right\|_{0, K}^{2} \leq\left|\zeta-\tilde{\zeta}_{h}\right|_{+, K}\left(d \mathbb{T}_{o, K}^{\max }+C\left(h_{K}^{2}\left(d \mathbb{T}_{e, K}^{\min }\right)\right)^{-1}\right)^{1 / 2}\left\|\mathbf{q}_{f}\right\|_{0, K}
$$

Considering the definition of $\eta_{f, K}$ by (85) concludes the proof.

## 8 Conclusion

In this manuscript, we derive a posteriori estimates associated to different norms for the numerical solution of the neutron diffusion equation.
As a starting point, we consider the classical diffusion equation and observe that, although the approach presented in [18, Chapter 8] is guaranteed, it remains difficult to prove the local efficiency of the estimator. We address this issue by proposing a posteriori estimators that are guaranteed and locally efficient.

We focus on Cartesian meshes since such structures are relevant in nuclear core applications, and outline a robust marker strategy for this specific constraint, the direction marker strategy. We observe numerically that the AMR strategy is sensitive to the choice of the threshold parameter. We compare various a posteriori estimators under different criteria. We show that the choice of the reconstruction has a strong influence on the AMR strategy. The post-processing approaches are shown to be more efficient than the average reconstruction. In the case of the lowest-order Raviart-Thomas-Nédélec finite element, the RTN $_{0}$ post-processing gives a more accurate reconstruction compared to the RTN post-processing. Also, we compare the different estimators with the same choice of reconstruction. And we note that, if the stopping criterion is based on the $L^{2}$ error with respect to a reference solution, the various refinement strategies yield similar results.

Finally, we consider more general models or settings. First, we extend our a posteriori estimators to a Domain Decomposition Method, the so-called DD $+L^{2}$ jumps method. Then, we choose a more general model, widely used for nuclear core simulations, the multigroup diffusion problem, for which we also provide a posteriori estimators. We refer to [9] for an example of application.
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