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Abstract – The study and design of 5G seems to have reached its end and 5G communication systems are currently under de‑ 
ployment. In parallel, 5G standardization is as Release 16, which is going to complete the deϔinition and the design guidelines 
of the 5G radio access network. Because of that, the interest of the scientiϔic and industrial communities has already started 
focusing on the future 6G communication networks. The preliminary deϔinition of future technology trends towards 2030, 
given by major standardization bodies, and the ϔlagship 6G projects worldwide have started proposing various visions about 
what 6G will be. Side by side, various scientiϔic articles, addressing the initial characterisation of 6G, have also been published. 
However, considering the promises of 5G, can 6G represent a signiϔicant technological advancement to justify a so‑called new 
generation? In fact, now, 5G softwarized networks may just imply continuous network software upgrades (as it happens for 
the Internet) instead of new generations every ten years. This article starts describing the main characteristics that made 5G 
a breakthrough in telecommunications, also brieϔly introducing the network virtualisation and computing paradigms that 
have reformed telecommunications. Next, by providing rigorous deϔinition of the terminology and a survey of the principal 
6G visions proposed, the paper tries to establish important motivations and characteristics that can really justify the need for 
and the novelty of future 6G communication networks.

Keywords – 3D networking, 6G, beyond 5G, beyond Shannon, digital twin networking, goal oriented communications, 
key performance indicators, native artiϐicial intelligence, semantic communications

1. INTRODUCTION
Wireless cellular communication networks have seen the
rise of a so‐called new generation approximately every
ten years. Each generation has always provided a dis‐
ruptive technological advancement and societal change.
The ϐirst generation (1G) ϐirst introduced analogue wire‐
less cellular technologies. On the other hand, the second
generation (2G) was the ϐirst wireless cellular network
based on digital technologies. Next, the third generation
(3G) not only provided the support forwireless voice tele‐
phony but also for Internet access, video calls, and mo‐
bile television. Finally, the fourth generation (4G) was
the ϐirst mobile cellular network with full support for In‐
ternet Protocol (IP) and access to Internet services. With
the ϐifth generation (5G), the gateway to digitisation in in‐
dustry has been pushed wide open. 5G has been address‐
ing the support to controlling machines, and to give con‐
nectivity to several applications besides industry, such
as agriculture, the construction sector, the energy sec‐
tor with so‐called smart grids, and the Internet of Things
(IoT) also possible in real time.

Before 5G, communication networks mainly focused on
providing continuously higher data rates to offer high‐
resolution streaming services. On the other hand, 5G has
been targeting the support for millions of devices at very
low latency. Low latency combinedwith resilience are the

key to realise the remote control of machines, and it also 
allows people and machines to co‐work in the same real‐
virtual environment. That is why the setup of 5G mobile 
systems is so important, even if low latency will only be 
realised with the next 5G releases. To this end, the leader 
of 5G standardization body, the 3rd Generation Partner‐
ship Project (3GPP), has already prepared a clear road 
map with the next steps together with the International 
Telecommunication Union (ITU). So it is not the case that 
the development of 5G is complete. The 5G network is 
continuously evolving and will be adapted and optimised 
to the tasks ahead.

However, 5G is not just an agnostic bit pipe, describing 
the simple passing of bits, as in previous generations. The 
new approach is achieved through the concept of soft‑ 
warization. While its predecessors came in the form of 
dedicated hardware, 5G is mainly based on tailored soft‐
ware solutions running on general‐purpose hardware, 
referring to low‐cost, interchangeable and readily avail‐
able products. Various softwarization concepts such as 
Software‐Deϐined Radio (SDR) or Software‐Deϐined Net‐
working (SDN) are going to enable network operators to 
keep both Operational Expenditure (OPEX) and Capital 
Expenditure (CAPEX) low [1].

Recently, the attention and the effort towards the next 
generation (6G) has started both in the scientiϐic, public,
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and  private  communities. Some consortia  have  al‐
ready started working on the deϐinition and characteri‐
sation of future 6G communication networks, preparing 
the ground for its standardization by 2030. In Europe, 
some of the major projects are the EU Flagship Hexa‐
X [2], the 5GPPP CORDIS RISE‐6G [3], and the 5GPPP 
RIA DEDICAT 6G [4]. In parallel, US has also started the 
Next G Alliance [5]. All those results are expected to be 
contributed towards the ITU Radiocommunication Sector 
(ITU‐R), which has initiated the work on “systems beyond 
IMT‐2020” (see Section 4).
However, various promises made by 5G are still not satis‐ 
ϐied and there is the feeling in part of the community that 
6G could just be a 5G+. Moreover, network softwarization 
brought 5G closer to the Internet community, which does 
not use any ’generation’ terminology, but it provides con‐
tinuous network upgrades and software updates. Next, 
5G has already promised support to many verticals, which 
are still waiting to receive the promised low‐latency reli‐
able connectivity and almost continuous service availabil‐
ity. In such conceptual/technical still ’liquid’ and chang‐
ing situation, this article tries to state some important 
conceptual, terminological, and technical characteristics 
and guidelines that will make 6G. In this sense, this paper 
will try to give a solid answer to questions such as What 
can 6G be? Do we really need 6G? Because of that, the fol‐
lowing provides a signiϐicant analysis of the literature and 
of the evolution of the characteristics of 5G and 6G, in or‐
der to propose some stable reasons for justifying the cur‐
rent standardization and research effort towards 6G.

First, Section 2 brieϐly introduces the path towards 4G, 
and origins of the concepts of virtualisation and cloud 
computing. Next, Section 3 describes the advent of 5G, its 
characteristics, requirements, and the kinds of services it 
targets. With Section 4, the objective is to survey a sig‐
niϐicant part of the literature in order to give a review of 
the current proposed metrics, characteristics, and verti‐
cals proposed within 6G. This section is important to state 
the conceptual basics, which are critically discussed in 
Section 5 in order to highlight the main fundamental as‐
pects of 6G together with the issues and the trade offs that 
will require signiϐicant investigation withing the scientiϐic 
community and the industry.

2. THE COMMUNICATION PANORAMA 
BEFORE 5G

2.1 The standardization and architecture of
wireless cellular networks

In September 2014, Release 8 of the standard 3GPP Sys‐
temArchitecture Evolution Speciϐication (SAES)was pub‐
lished. This is the ϐirst document introducing the concept
of EvolvedPacket Core (EPC) [6] –more generally labelled
Evolved Packet System (EPS). In fact, the term EPS rep‐
resents the end‐to‐end system, which mainly consists of
UserEquipment (UE), EvolvedUniversal Terrestrial Radio

Access Network (E‐UTRAN), and the core network. The 
term E‐UTRAN means the Radio Access Network (RAN) 
of Long Term Evolution (LTE) together with UMTS Ter‐
restrial Radio Access Network (UTRAN) and GSM RAN 
(GERAN), interconnected via the EPC.

The Global System for Mobile Communications (GSM) 
and the Universal Mobile Telecommunications System 
(UMTS) represents the 2nd and 3rd Generation of wire‐
less cellular networks, standardization efforts of Euro‐
pean Telecommunications Standards Institute (ETSI) and 
3GPP respectively. As it is possible to notice in the context 
of wireless cellular networks, the term ’generation’ (iden‐
tiϐied by ’⋅ G’) has been representing a signiϐicant change 
in the characteristics and performances of the RAN – 1G 
and 2G, or in how different RANs are interconnected, 3G 
and 4G. The switch of generations has maintained a peri‐
odicity of about ten years.

At the end of the 1990s, the deployment of 3G started, 
under the speciϐications of ITU International Mobile 
Telecommunications‐2000 (IMT‐2000). The scope of 3G 
was to support a variety of mobile broadband services 
not only wireless voice telephony but also mobile Inter‐
net access, video telephony, and mobile television. With 
this generation, data started becoming the core aspect 
of wireless cellular communications. Next, this standard 
was also guaranteeing global mobility via a harmonisa‐
tion of the frequency bands, which set some common 
bands worldwide.

Finally, the deployment of the 4th Generation‐LTE started 
around 2009. The objective of 4G was to improve the per‐
formance at the RAN also extending the initial focus on 
data started with 3G, providing a wireless cellular net‐
work architecture with full access to the Internet. The 
deϐinition of the EPC provided a core network, which uni‐ 
ϐied the different radio access technologies under a sin‐
gle infrastructure. Additionally, LTE also started the in‐
tegration with non‐3GPP radio access technologies. This 
is clearly visible in the part of the standard focused on 
interworking between LTE and Wireless Local Area Net‐
work (WLAN) – embodied by the Institute of Electrical 
and Electronics Engineers (IEEE) 802.11 standard [6],[7].

Fig. 1 depicts the structure of the 4G RAN and its EPC. 
There are various logical blocks in the EPS, each one 
grouping logical nodes that interwork to provide a spe‐
ciϐic set of functions in the network. From the RAN per‐
spective, all the 2G‐4G RANs coexist and connect to the 
EPC. There is also the domain called ’non‐3GPP access 
networks’, which denotes any packet data access network 
that is not deϐined by 3GPP standards such as IEEE 802.11 
WLAN and WiMAX. Side by side, the core network also 
consists of multiple domains such as circuit core, packet 
core and IP‐Multimedia Subsystem (IMS). The user man‐
agement domain provides coordinated subscriber infor‐
mation and supports roaming and mobility between and
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Fig. 1 – Domains in the 3GPP architecture of the evolved packet system [6].

within the different domains. The circuit core domain 
consists of nodes and functions that provide support for 
circuit‐switched services over GSM and Wideband Code‐
Division Multiple Access (WCDMA).

Next, the packet core domain consists of nodes and func‐
tions that provide support for packet‐switched services. 
The packet core domain also provides functions for man‐
agement of the Quality‐of‐Service (QoS). The IMS 
includes equipment and functions that provide support 
for mul‐timedia sessions. In the LTE RAN there are 
base sta‐tions called eNodeB. All eNodeBs are 
connected to at least one Mobility Management Entity 
(MME), which han‐dles all control plane signalling. The 
IP packets ϐlowing to and from mobile devices are 
handled by two logical nodes called the Serving 
Gateway (S‐GW) and the Packet Data Network Gateway 
(PDN‐GW). The S‐GW is the an‐chor point for intra‐
LTE mobility, as well as for mobil‐ity between GSM/
General Packet Radio Service (GPRS), WCDMA/High 
Speed Packet Access (HSPA) and LTE. The S‐GW also 
buffers downlink IP packets destined for ter‐minals 
that happen to be in idle mode, as well as supports 
transport level QoS through marking IP packets. On the 
other hand, the PDN‐GW is the point of interconnection to 
external IP networks. The PDN‐GW includes functional‐
ity for IP address allocation, charging, packet ϐiltering and 
policy‐based control of user‐speciϐic IP ϐlows. The PDN‐
GW also has a key role in supporting QoS for IP services.

The latest releases of LTE also included new connec‐
tion paradigms that were becoming quite popular in the 
technical and scientiϐic community such as relaying and 
Device‐to‐Device (D2D). LTE also opened the way to cellu‐
lar networks with base stations of different coverage size. 
This meant the coexistence of large and small cells with 
the deployment of the Relay Node (RN), a lower power 
3GPP base station enhancing the coverage at the cell’s

edge. The RN is wirelessly connected to a Donor eNodeB
(DeNB), so that the donor cell provides shared radio re‐
sources between the UEs (not served by the DeNB) and
the DeNB. In parallel, the D2D paradigm [8], [9] wasmen‐
tioned in LTE Advanced in order to enable direct com‐
munications between UEs, without going through the eN‐
odeB and the core network. However, the implementa‐
tion and diffusion of D2D communications has remained
in a very preliminary phase. With the advent of LTE, there
was also a signiϐicant improvement for public safety net‐
works [10]. The original limitations to voice services be‐
gan to expand to more general broadband communica‐
tions such as multimedia sharing, video calls, and live‐
video streaming. Finally, even if some preliminary pro‐
posals were provided for deploying LTE in aerial net‐
works [11], the LTE has remained a fully terrestrial wire‐
less cellular network.

2.2 The dawn of cloud computing and the
standardization of softwarized networks

The vision of 5Gwas not an agnostic and independent de‐
sign project and standardization effort. For the ϐirst time
in the panorama of telecommunications, a wireless cellu‐
lar network absorbed the very novel paradigms in com‐
puting and networking in order to move towards a real
breakthrough with the previous evolution. Concepts like
cloud computing, and SDN and Network Function Virtu‐
alisation (NFV), radically shaped the idea of a communi‐
cation network, as previously meant. This revolution in
communications also inherently changed the procedure
of standardization of wireless cellular networks. From
5Gonwards, the standardization ofwireless networks has
become a global and collective effort of several standard‐
ization bodies, collaboratively and complementary work‐
ing towards the same target. Fig. 2 depicts the standard‐
ization effort of 5G, led by 3GPP and ITU, and cooper‐
atively supported by the major standardization bodies
worldwide.

IMT 
requirements

EU Japan Korea China US India

Reference to 
3GPP specs

Partners 
referrring to 

3GPP specs for 
local 

deployment

Cross reference

Internet 
protocols

Referring to specs

Mobile applications
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Terminal certification 
based on 3GPP specs

Requirements 3GPP market 
partners

Fig. 2 – Structure of the standardization effort of 5G [1].
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First, the vision of outsourcing and centralising comput‐
ing has been the main driver for a paradigm‐shift of in‐
network computing. The so‐called cloud computing orig‐
inally started and evolved during the second half of the
21st century, when the computing hardware and the In‐
ternet grew. However, around 2008, the term cloud com‐
puting became popular, due to the maturity of the tech‐
nologies to provide remote access to computing equip‐
ment in data centres, together with the growth of private
entities such as Salesforce.com, Google, and AmazonWeb
Services. Cloud computing means a “[...] method of run‐
ning application software and storing related data in cen‐
tral computer systems and providing customers or other
users access to them through the Internet. [...]” [12]. As it
is possible to guess, this technology created the bridge be‐
tween big data centres and computing, and wireless cel‐
lular networks. Within cloud computing, it is possible to
identify a taxonomy of services, which can be grouped
into three main paradigms, according to what is made
available: Infrastructure‐as‐a‐Service (IaaS) for remote
hardware access, Platform‐as‐a‐Service (PaaS) for soft‐
ware platform access, and Software‐as‐a‐Service (SaaS)
for remote software access.

Next, the idea of network virtualisation (and more pre‐
cisely softwarization)was changing thewaynetworkshad
been intended by then, by transposing any network func‐
tion, protocol, operation, etc. from dedicated hardware
to software, running on general‐purpose hardware. If we
generally consider a network, its functions can logically
be grouped into two planes, the so‐called data (or user)
and control planes. Around 2010, the original visions of
programmable networks anddecoupling data and control
planes became reality via the ϐirst developments of SDN,
led by the nonproϐit consortium Open Network Founda‐
tion (ONF).

In order to achieve this decoupling, SDN requires three
main entities [1]:

• a centralised SDN controller, which changes the en‐
tries in the ϐlow tables of SDN switches according to
either static or dynamic algorithms, in order to man‐
age the paths of packets among end users (comput‐
ers);

• SDN switches, that contains the ϐlow tables to man‐
age the routing of messages from source(s) to desti‐
nation(s);

• a control protocol (e.g. Openϐlow), which enables the
communication between controller and switches,
while also analysing and modifying the ϐlow tables
within the SDN switches.

Currently, an Open Network Operating System (ONOS)
is leading the design and implementation of an open‐
source SDN controller. This controller can also be soft‐
warized and outsourced to the cloud, in a centralised or
distributedmanner to improve for example resilience and

scalability. In 2020, ONOS started the µONOS project
aimed at designing and realising a new generation of
open‐source SDN controllers. While original SDN con‐
trollers (either centralised or distributed) have been
’monolithic’ entities, the µONOS controller will be based
onmicro‐services. This important change will permit the
split of the controller into various subfunctions. Each sub‐
function will be responsible for a certain control opera‐
tion and/or conϐiguration and/or management function
of the SDN network. In µONOS, the so‐called service or‐
chestrator (i.e. Kubernetes) manages each micro‐service,
running in a software container.

In 2012, NFV was proposed by the industrial commu‐
nity (i.e. AT&T, BT, CenturyLink, China Mobile, Deutsche
Telekom, KDDI, NTT, Orange, Telecom Italia, Telefon‐
ica, Telstra and Verizon) with the publication of the
white paper [13]. Next, these operators identiϐied ETSI
as the standardization body to undertake the standard‐
ization effort of this paradigm. In NFV, a network
element/function/entity/etc. is no longer hardware‐
dependent but it is a complete software element, running
on any general‐purpose hardware within the network.
The NFV original architecture consists of three main lay‐
ers [1]:

• Physical resources, which are “A physical asset for
computation, storage and transport (e.g. switch,
router, antenna, etc.)” [14];

• Virtual resources, that are “An abstraction of physical
or logical resource, which may have different char‐
acteristics from the physical or logical resource and
whose capability may be not bound to the capability
of the physical or logical resource” [14];

• Services, which are the virtual network functions,
running in software environments such as virtual
machines, containers, etc. [15]

Next, there is a transverse management layer called Man‐
agement and Orchestration (MANO), which handles the
provisioning of virtual network functions, their conϐig‐
uration, placement, orchestration, and management of
physical and virtual resources. This layer contains the so‐
called orchestrator.

After the previous design and standardization efforts,
ETSI started focusing on the uniϐication of SDNandNFV in
a unique architecture. The outcome was the ETSI MANO
SDN‐NFV architecture, which is depicted in Fig. 3. The
whole architecture ϐirst consists of four main blocks such
as:

• theNetworkManagement System (NMS), responsible
for management of the virtual network;

• the Network Function Virtualization Infrastructure
(NFVI), the set of resources (physical or virtualized)
that are used to run and to connect virtual network
functions;
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• the MANO;

• the Operation/Business Support Scheme (OSS/BSS), 
the set of applications (e.g., sysytem level and man‐
agement) that are used by service providers to pro‐
vide network services.

First, the NMS includes the Tenant SDN Controller (TC),
inside a tenant’s domain, which dynamically manages
virtual network functions for tenant’s services. Next, it
also includes the Element Management (EM), responsi‐
ble for all the aspects/events related to virtual network
functions such as conϐiguration, performance, fault, secu‐
rity, etc. Second, the NFVI consists of an Infrastructure
SDN Controller (IC), which sets up and manages network
resources to guarantee available connectivity for inter‐
virtual‐network‐function communications. It also logi‐
cally hosts the physical resources and their mapping into
virtual resources (through the virtualisation layer). Fi‐
nally, theMANOhosts the Virtualized InfrastructureMan‐
ager (VIM), which controls and manages the NFVI re‐
sources and the IC. Next, the Virtual Network Function
Manager (VNFM) conϐigures andmanages the life cycle of
virtual network functions in its network domain. Finally,
there is(are) also orchestrator(s) for NFVI resource man‐
agement across different VIMs, and for managing the life
cycle of network services.

This discussionhas shown the growing virtualisationpro‐
cess, starting from the outsourcing of computing and
widening to the virtualisation of routing, data and con‐
trol plane, and of any network function. This process
has been reaching an additional level of generalisation by
also including the virtualisation of the protocol stack [1].
The idea behind Programmable Protocol Stack (PPS) is
to realise a software‐based environment for the adaptive
management of protocols and protocol stack layers. This
means that the system can reassign/change parameters,
update services, and replace functionalities according to
the needs of the users, network, and environment. This
has become highly necessary due to the difϐiculty of satis‐
faction and prediction of QoS requirements in highly het‐
erogeneous scenarios.

3. THE ADVENT AND THE EVOLUTION OF
5G

In 2016, 5G standardization effort started. In partic‐
ular, the ITU Telecommunication Standardization Sec‐
tor (ITU‐T) Focus Group on IMT‐2020 concluded its pre‐
standardization activities in December 2016 and around
the same time, ITU‐R concluded its Recommendation “Vi‐
sion of IMT beyond 2020” [16]. Side by side, in 2015,
the New Generation Mobile Networks (NMGM) Alliance,
consisting ofMembers (i.e. operators)with contributions
from Sponsors (i.e. vendors) and Advisors (i.e. research
entities) Partners, had already published its white pa‐
per/deliverable on the 5G vision [17]. The collaborative
and global structure of this standardization process and
the standardization bodies and the entities involved, have
already been shown in Fig. 2. But, what was the key ele‐
ment that mainly stimulated the paradigm shift from LTE
to 5G?

It is now important to notice that the characteristics and
performances achieved by LTE had made this wireless
technology highly attractive for several verticals, apart
from mobile broadband. However, LTE has inherent
limits that cannot make it suitable for a wide range of
heterogeneous verticals. This advancement very clearly
emerges from the NMGMAlliance’s deliverable statement
“[...] The boundaries betweenpersonal and enterprise us‐
age of devices will blur. [...]” [17], which clearly shows
this change of paradigm between 1G‐4G and 5G. With 5G,
the service requested by the UE drives the goals of the
communication network and the subsequent design of
network architecture and characteristics.
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In fact, the document from the NMGM Alliance [17] 
started drafting a possible initial classi ication of 5G use
cases, which is depicted in Fig. 4. This also implied a 
preliminary and general deϐinition of system’s Key Per‐
formance Indicators (KPI) including a user’s experienced 
data rate, end‐to‐end latency, mobility, connection den‐
sity, trafϐic density, spectrum efϐiciency, coverage, re‐
source and signalling efϐiciency. However, the authors 
of [18] had already mentioned some potential technolo‐
gies, which could have been exploited to host the several 
potential‐upcoming verticals. First, they envisioned the 
employment of massive Multiple‐Input Multiple‐Output 
(MIMO) and mmWave frequencies in the new RAN to 
boost the data rate. Next, they looked at the existing 
research, standardization, and implementation of cloud 
computing and network virtualisation (see Section 2.2) 
and suggested the pivotal role that softwarization and 
computing could have had in 5G. This is not only impor‐
tant for the core network but also for the evolution of 
the RAN towards a Cloud Radio Access Network (C‐RAN) 
paradigm.

Afterwards, several verticals were ϐinally organised into 
three main categories [19] according to their common 
KPI. First, enhanced Mobile Broadband (eMBB) includ‐
ing mobile broadband and mobile video streaming, with 
throughput and availability as main requirements. Next, 
ultra‐reliable Machine‐Type Communications (uMTC), 
or Ultra‐Reliable Low‐Latency Communication (URLLC), 
refers to communications whose requirements are con‐
currently and mainly focused on bandwidth, latency and 
reliability. Finally, massive Machine‐Type Communi‐
cation (mMTC) will support massive communications 
within IoT, eHealth sensors/wearables, smart grids and 
surveillance; its requirements are focused on bandwidth 
supply for a large number of devices and reliability.

Another major breakthrough in 5G, compared to previous 
generations, is the change of the communication network 
paradigm [1]. Until 4G and in parallel within the Inter‐
net, information routed from the source(s) to the sink(s) 
was merely stored and queued, waiting for the availability 
of link resources to be transmitted. This paradigm is nor‐
mally called store‑and‑forward. The softwarized architec‐
ture of 5G with the key role of network functions, run‐
ning within softwarized environments (e.g. virtual ma‐
chines, containers, etc.), has moved the focus on comput‐
ing. In this sense, 5G represents the ϐirst communication 
network based on compute‑and‑forward.

3.1 Performance and metrics
We have seen that 5G is user‐centred, so that the perfor‐
mance and design requirements are driven by the verti‐
cals. By looking at KPI, what marked an important change 
in 5G (in respect of previous generations) was not merely 
the deϐinition of more stringent goals. The turning point 
was represented by their concurrent satisfaction, from 
which rose critical technological trade‐offs. Various new 
services that 5G is planning to host require KPI which 

sometimes conflict with each other. In detail, the targeted
values of the KPI for 5G networks have been proposed by 
the industry [19], [20] to be:

• throughput/data rate up to 1 −10 Gbit s−1 ,

• end‐to‐end latency down to 1 −10 ms,

• 1000 times increase in bandwidth per unit of area,

• 99.999% perceived availability and 100% geograph‐
ical coverage,

• frame error rate1 equal to 1 − 10−5 [21],

• 90% reduction in network energy usage,

• signiϐicantly‐increased battery life for various kinds 
of end‐users’ devices.

• localisation precision equal to 10 cm in two dimen‐
sions [21],

• spectrum efϐiciency three‐ϐive times greater than the 
one of 4G [22],

• density of connected devices 106 km−2  [22],

• receiver sensitivity about −120 dBm [22].

Those proposals have then been provided to the IMT‐
process, leading to the technical performance require‐
ments Report ITU‐R M.2410 produced by ITU‐R Work‐
ing Party 5D (WP 5D), which is responsible for the over‐
all radio system aspects of International Mobile Telecom‐
munications (IMT) systems, comprising IMT‐2000, IMT‐
Advanced, IMT‐2020 and IMT for 2030 and beyond.

Even if it was important in previous generation networks,
the frame error rate becomes critical in 5G since URLLC
groups very sensitive services like remote surgery. In par‐
ticular, the concept of frame error rate links with reliabil‑
ity, which is characterisedby its reliability rate, that is “[...]
deϐined as [...] the amount of sent packets successfully de‐
livered to the destination within the time constraint re‐
quired by the targeted service, divided by the total num‐
ber of sent packets. Note that the reliability rate is eval‐
uated only when the network is available. [...]” [17]. It is
possible to see from this deϐinition and from the previous
list that network availability (i.e. a high availability rate)
becomes subsequently critical and so, the related concept
of resilience. In detail, resilience is deϐined as “[...] the ca‐
pability of the network to recover from failures [...]” [17].
Additionally, the request is also that the network should
be capable to somehow remotely self‐heal.

An important consideration on the KPI also concerns la‐
tency, which highlights another big difference between
5G and the previous generations. While until LTE latency
issues were mainly concerning the links within the RAN

1The frame is the data unit at Layer 2 of the International Organization
for Standardization (ISO)‐Open Systems Interconnection (OSI) proto‐
col stack.
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and the core network, with 5G, the latency switches to 
an end‐to‐end perspective. As previously mentioned, the 
5G network has a softwarized architecture thus, the net‐
work functions can run on servers that belong not only 
to operators’ computing hardware but also to data cen‐
tres in the Internet, which are networks themselves. So, 
as a consequence, the evaluation of the KPI should be on 
an end‐to‐end basis. That is also the case of energy efϐi‐
ciency. Energy efϔiciency “[...] is deϐined as the number 
of bits that can be transmitted per Joule of energy, where 
the energy is computed over the whole network, including 
potentially legacy cellular technologies, Radio access and 
Core networks, and data centres. [...]” [17]. Given this, it 
appears clear that the virtualisation of the RAN can maybe 
improve its energy efϐiciency but, on the other hand, it can 
also reduce it within the core network or the data centres.

Next to KPI, another important metric of communication 
networks is quality. In particular, there can be three 
possible metrics to measure ’quality’: QoS, Quality‐of‐
Perception (QoP) (or user‐perceived QoS), and Quality‐of‐
Experience (QoE). Network QoS is the “[...] degree of con‐
formance of the service delivered to a user by a provider 
with an agreement between them [...]” [23]. Next, the QoS 
is the “[...] totality of characteristics of a telecommunica‐
tions service that bear on its ability to satisfy stated and 
implied needs of the user of the service [...]” [23]. The 
QoS relies on technical metrics so it is technology‐centred. 
The QoP “[...] is primarily concerned with the detectabil‐
ity of a change in quality or the acceptability of a quality 
level. [...]” [23]. As an example, the use of Mean Opinion 
Score (MOS) measures the ’perception of quality’ accord‐
ing to a subjective rating.

The target of 5G has also been the support for verticals, in 
which users are immersed as ’protagonists’ (e.g. Tactile 
Internet, Augmented/Virtual Reality, etc.) [24]. This ’im‐
mersion’ of human end users in the communication ser‐
vices has made the QoS an incomplete metric. Because of 
that, the concept of QoE appeared, which can be deϐined 
as QoE, or user‐level or user‐assessed QoS. The QoE relies 
on end‐user behaviour/perception so, it is user‐centred. 
However, the QoE is a harder metric to quantify since it 
involves subjective evaluation.

In the literature, two deϐinitions of QoE can be found. The 
ϐirst states that QoE is a “[...] measure of user perfor‐
mance based on both objective and subjective psychologi‐
cal measures of using an ICT service or product. [...]” [23]. 
For this deϐinition, ETSI particularly mentions two notes:

• “[...] It takes into account technical parameters (e.g. 
QoS) and usage context variables (e.g. communica‐
tion task) and measures both the process and out‐
comes of communication (e.g. user effectiveness, ef‐ 
ϐiciency, satisfaction and enjoyment). [...]” [23];

“[...] The appropriate psychological measures will be 
dependent on the communication context. Objective
psychological measures do not rely on the opinion of 
the user (e.g. task completion time measured in sec‐
onds, task accuracy measured in number of errors). 
Subjective psychological measures are based on the 
opinion of the user (e.g. perceived quality of medium, 
satisfaction with a service). [...]” [23].

Next, the second deϐinition states that the QoE is the “[...] 
overall acceptability of an application or service, as per‐
ceived subjectively by the end‐user [...]” [23]. It is im‐
portant to notice that the QoE is an end‐to‐end metric, 
which can also be affected by users’ expectations and con‐
text. According to the above deϐinitions and considera‐
tions, 5G clearly arises more difϐiculties in the evaluation 
of communication performances. This is not only due to 
its end‐to‐end communication perspective and its hetero‐
geneity (as an ecosystem of heterogeneous network ar‐
chitectures, communications, and services), but it is also 
due to the prominent and wide role of subjective metrics, 
which had very narrow and limited impact in previous 
generation networks and in the Internet.

3.2 5G architectural characteristics
5G has been the ϐirst communication network trying 
to inherently incorporate the network virtualisation 
paradigms, together with cloud computing. Moreover, 5G 
started combining SDN and NFV, following the guidelines 
of the ETSI MANO SDN‐NFV architecture (see Fig. 3). In 
parallel, the concept of SDR was also included within 5G in 
order to have an end‐to‐end softwarized/virtual network, 
making the radio access technologies more ϐlexible and 
reconϐigurable. In this end‐to‐end virtual network con‐
text, the virtual network functions have become service 
functions, which process ingoing information at the vari‐
ous layers of the protocol stack. Next, service functions 
can be dynamically ordered into speciϐic logical chains, 
according to the network tasks that have to be performed 
on communication messages. More precisely, a Service 
Function Chaining (SFC) is deϐined as “[...] an ordered 
set of abstract service functions and ordering constraints 
that must be applied to packets and/or frames and/or 
ϐlows selected as a result of classiϐication. [...]” [25].

The combination of all these technologies, that have been 
mentioned, has enabled the adaptive‐optimal‐ϐlexible al‐
location of resources, but also the possibility for their 
logical isolation. This has opened the way for another 
communication network paradigm called end‐to‐end net‐
work slicing [1], [26]–[29]. Network slices are logical 
and ’isolated’ virtual networks that can be instantiated 
on a unique physical network infrastructure. These vir‐
tual networks are generated by the allocation of subsets 
of available physical resources and by the set of policies 
to identify the speciϐic trafϐic ϐlows, that are going to be 
hosted. In fact, slices can be created to manage and oper‐
ate multi‐tenant communication scenarios or to address 

•
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the satisfaction of KPI of a set of verticals. In particular, 
end users can also belong to more than a slice, and slices
can also be deϐined for limited subsets of the network 
in‐stead of on an end‐to‐end basis.
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Fig. 5 – Logical high‐level structure of 5G, specifying the location of fog, 
cloud, and edge computing.

Fig. 5 depicts the high‐level general end‐to‐end architec‐
ture deϐined for 5G, graphically clarifying some character‐
istics and deϐinitions. As brieϐly described in Section 2.1, 
the RAN consists of access points (non‐3GPP access tech‐
nologies) and base stations. Next, base stations, or more 
precisely eNodeBs, consist of two main elements: the Re‐
mote Radio Head (RRH), or Remote Radio Unit (RRU), and 
the Baseband Unit (BBU), which are interconnected via a 
ϐibre optical link using the Common Public Radio Inter‐
face (CPRI) protocol. The aim of the BBU is to perform the 
processing due to the lower layers of the wireless cellular 
network protocol stack. The BBU also deals with Forward 
Error Correction (FEC), Medium Access Control (MAC), 
and encryption/decryption of Packet Data Convergence 
Protocol (PDCP) uplink/downlink communications.

Next, the front haul is deϐined as “[...] The intra‐base sta‐
tion transport, in which a part of the base station func‐
tion is moved to the remote antenna site. [...]” [14]. On 
the other hand, the back haul is deϐined as “[...] The net‐
work path connecting the base station site and the net‐
work controller or gateway site. [...]” [14]. These two def‐
initions are important to be taken into account once dis‐
cussing how 5G includes the virtualisation paradigm of C‐
RAN. By employing and implementing C‐RAN, the BBU is 
softwarized and so, it runs in a virtual environment (for 
example, in a virtual machine or a container), which is 
normally placed in the cloud. This means that the tasks 
of each layer of the BBU, mentioned in the previous para‐
graphs, have to seamlessly be performed in a cloud data 
centre. However, by looking at Fig. 5, this implies a sig‐
niϐicant increase in latency. If we assume the values re‐

ported in [30], [31], the link between the RRU and the 
cloud server (also considering the delay caused by the 
in‐troduction of a virtual environment) would have to 
satisfy a latency of 150 µs at a rate of 2457 Mbit s−1 . This 
would be the case of softwarizing tasks until the very 
lower lay‐ers. Instead, if we target the softwarization of 
just the up‐per layers, the so‐called Split D, including FEC 
and Hybrid Automatic Repeat Request (HARQ), the 
requirements re‐lax to 150 µs at a rate of 180 Mbit s−1  

(latencies around 1 ms can be accepted at the price of an 
increased error rate, experienced by UEs).

These considerations about C‐RAN can be similar for 
other services requiring very low latency. That is why, the 
concepts of fog and edge computing in 5G have emerged. 
The deϐinition of edge is more articulated and less clear 
than the other ones. Speciϐically, the idea of edge and Mo‐
bile Edge Computing (MEC) derived from the original con‐
cept of fog computing, which arose as a more distributed 
solution to target URLLC extending the centralised vision 
(with increased latency) provided by cloud computing. 
Between 2011 and 2012, the term fog computing was 
created within Cisco Systems Inc. and it was deϐined as 
“[...] a highly virtualized platform that provides compute, 
storage, and networking services between end devices 
and traditional Cloud Computing Data Centers, typically, 
but not exclusively located at the edge of network. 
[...]” [32]. This deϐinition actually means that the 
concept of fog computing, more general than that of 
MEC [33], [34], means that computing can be distributed 
anywhere in be‐tween the cloud and the end users/things, 
as correctly un‐derlined by [35].

Given these premises and the characteristics of 5G, it is 
important to deϐine a system providing multi‐access MEC, 
that is a network “[...] which provides an IT service en‐
vironment and cloud‐computing capabilities at the edge 
of an access network which contains one or more type 
of access technology, and in close proximity to its users.
[...]” [36]. So, what can we name as ’edge’? First, it 
is possible to say that the edge of the network depends 
on the speciϐic vertical that is targeted. Next, if we con‐
sider the virtualisation of BBU functionalities within edge 
micro/nano data centres, the initially‐clear deϐinition of 
RAN overlaps with the edge, and it can still be accurate to 
say that the RAN becomes a subset of the edge. Thus, the 
clear separation, graphically shown in Fig. 5, would be‐
come more shaded. Recently, there has been a harmoni‐
sation process between different standardization efforts 
by ETSI and 3GPP regarding MEC [37], towards the design 
of a common unique architecture for 5G MEC.

After the high‐level architectural discussion above, it is 
important to show some details about 5G architecture as 
expressed in the latest published 3GPP release [38]. By 
now, 5G New Radio (NR) has been the principal standard‐
ization effort. This has the scope of providing an efϐicient 
and effective access network in order to connect different
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types of UEs’ services/verticals. 5G RAN will not only of‐
fer connectivity to a 5G core network and users, so‐called 
Stand‐Alone (SA) architecture, but it will also support 
the interconnection of LTE UEs and core network, the so‐
called Non‐Stand‐Alone (NSA) architecture (see Fig. 6). 
The NSA architecture is the intermediate approach that 
will be employed until 5G NR will have completely been 
deployed. This RAN consists of 5G base stations (logical 
en‐gNodeB) and legacy LTE eNodeBs so that the connec‐
tivity to UEs happens via 5G NR and E‐UTRAN. In this sce‐
nario, the eNodeB is the master node and the en‐gNodeB 
is the secondary node. On the other hand, the SA architec‐
ture represents the full 5G deployment, once LTE will not 
operate anymore. This will imply a RAN only consisting 
of gNodeBs. The detailed frequency bands of 5G NR are 
listed in Fig. 7.

Next, the 5G Core Network (CN) architecture is designed 
to ensure strong support to the critical virtualisation 
paradigms that we have previously analysed, such as MEC 
and network slicing. Fig. 6 depicts in detail what has been 
deϐined by 3GPP until now. In contrast with EPC, the 5G 
CN (or 5GC) employs virtualisation so that it becomes 
a Service‐Based Architecture (SBA) [38], where the ar‐
chitecture elements are deϐined as network functions in‐
stead of network entities. The necessary network func‐
tions that have been deϐined are the User Plane Function 
(UPF) (dealing with users’ data), the Application Function 
(AF) (handling the applications), the Access and Mobility 
Management Function (AMF) (accessing the UE and the 
RAN), and the Session Management Function (SMF) 
(accessing the UPF).

5G NR standard sets three main protocol stacks: core 
network (service‐base interface), user plane, and control 
plane protocol stacks. In the services provided by 5G CN, 
network functions are designed as a set of Application 
Programming Interface (API), relying on the core network 
(service‐base interface) protocol stack depicted in Fig. 6 
(top‐right). The employed interface deϐinition language 
is OpenAPI 3.0.0. This protocol stack employs the seriali‐
sation protocol JavaScript Object Notation (JSON)2 (IETF 
RFC 8259), the application layer protocol HTTP/2 (IETF 
RFC 7540), the Transport Layer Security (TLS) protection, 
the Transmission Control Protocol (TCP) (IETF RFC 793), 
and the IP.

Next, the control plane protocol stack starts with 
the physical layer, which performs the modula‐
tion/demodulation of the signal on the radio interface. 
The MAC sublayer deals with tasks such as mapping 
between logical and transport channels, scheduling, and 
error correction via HARQ. Next, the Radio Link Control 
(RLC) sublayer mainly transfers the upper layer Protocol 
Data Unit (PDU), and performs sequence numbering 
independent of the one in PDCP and error correction 
through Automatic Repeat reQuest (ARQ). The PDCP 
sublayer principally performs sequence numbering, 
header compression/decompression, transfer of users’ 
data. The Radio Resource Control (RRC) establishes, 
conϐigures, maintains and releases Signalling Radio 
Bearers and Data Radio Bearer (DRB); it also manages 
mobility, handovers, and cell selection for UEs, while 
also handling QoS functions. Finally, the Non‐Access 
Stratum (NAS) manages all the aspects and protocols 
just transported by the access network to the 5G CN: in 
fact, it ends in the AMF. Finally, the user plane protocol 
stack is similar to the control plane protocol stack except 
for the presence of the Service Data Adaptation Protocol 
(SDPA) layer rather than the RRC and NAS. The SDPA 
layer maps between radio bearers into different QoS 
ϐlows and marks each QoS ϐlow with a speciϐic ID in both 
downlink and uplink.

4. THE CONCEPT AND VISIONS OF 6G
Given the global success that 5G has had, ITU has 
started writing the report entitled ’IMT Future Technol‐
ogy Trends Towards 2030 and Beyond’, which is going to 
be released in June 2022. This report will be the input 
for the ITU recommendation ’Vision of IMT beyond 2030’, 
which will give the very general vision and guidelines for 
the global network of networks that 6G will be. As a start‐
ing point, external organizations have been invited to con‐
tribute to the new ITU‐R Report and new ITU‐R Recom‐
mendation [39]. Because of that, in the last few years, 
speculations have been proposed in order to give some 
shape to the future 6G networks. After the imprint left by 
5G, even 6G started from the deϐinition of potential tar‐
geted use cases.
2The serialisation protocol converts complex objects to sequences of
bits.
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Among the various proposed verticals, Augmented Real‐
ity (AR) and Virtual Reality (VR) have been the main and 
most popular drivers of 6G vision. Even if already pro‐
posed in a preliminary form during 5G, now AR and VR 
visions have signiϐicantly been extended towards the re‐
alisation of 3D holographic video representations and in‐
teractions. Some initial studies have estimated that “[...] a 
raw hologram, without any compression, with colors, full 
parallax, and 30 fps, would require 4.32 Tbit s−1 . The 
latency requirement will hit sub‐millisecond, and thou‐
sands of synchronized view angles will be necessary 
[...]” [40]. Additionally, the idea has also been to make 
holo‐grams physically perceptible by associating not 
only au‐diovisual information but also haptic data as in 
the Tactile Internet.

These initial speculations have also brought to the po‐
tential realisation within communication networks of a 
more advanced concept, called digital twin. A Digital Twin 
[41] can be deϐined as a virtual representation of either 
physical objects, workϐlows, or generally speaking sys‐
tems. The great initial interest has grown into the indus‐
trial community driving business speciϐically within the 
IoT [42]. In the context of the Industry 4.0, the design and 
production of speciϐic products (e.g. bicycles, cars, etc.) 
can be enhanced and better managed via the interaction 
with the products’ digital twin. A large number of sensors 
have to be applied on the real object to represent the phys‐
ical characteristics into the virtual reality. This can help to 
ϐind faults and to solve problems before the real‐product 
creation. The concept of digital twin has also been ex‐
tended from nonliving to living physical entities such as 
humans [42], [43]. According to what has just been said, 
it clearly appears that the quality of the virtual model, and 
of the big data collected and processed are pivotal [44],
[45].

Some aspects have already been listed in the literature 
to start characterising the idea of digital twin [43]. First, 
all the digital twins will have a unique identiϔier. Sensors 
and actuators will be fundamental to guarantee complete 
and correct replication of the real twin into the virtual 
reality. These sensors will convey all possible kinds of 
data, not only audiovisual but also haptic, hearing, taste, 
smell, etc. Next, communication will also be critical. Dig‐
ital and physical twin will have to experience real‐time 
sensing and interactions. The phenomenology of the Dig‐
ital Twin can assume different forms such as virtual (i.e. 
a 3D avatar), holographic, physical‐robotic (e.g. a hu‐
manoid social robot), or software‐based (i.e. via a set of 
software components without a recognisable form). Fi‐
nally, trust (real twins must trust their digital counter‐
parts) and privacy and security (a huge quantity of sensi‐
tive data is collected and processed) are fundamental pil‐
lars in the realisation and employment of digital twins. In 
this whole context, the role of Artiϐicial Intelligence (AI) 
will be critical under many different angles. AI will be

used to manage the communication network infrastruc‐
ture, to process/act on data, to enforce security, etc. Thus,
the paradigm of digital twins will open signiϐicant chal‐
lenges to Machine Learning (ML) algorithms.

As just brieϐly mentioned above, multiple contexts of ap‐
plications of digital twins have been identiϐied. The ϐirst
use case was industrial manufacturing [46]. Next, var‐
ious other ones appeared such as remote surgery [47],
construction industry [48], aviation [49] and aeronautics
[50], oil and gas industry [45], [51], ϐitness [49]. From
the standardization perspectives, the authors in [52] pro‐
posed the digital twins’ standardization effort as the ini‐
tial convergence from standards ISO/IEEE 11073, includ‐
ing X73 compliant devices.

As previously mentioned in Section 3.1, 5G verticals have
beengrouped into the threemain categories eMBB, uMTC,
andmMTC. In the context of 6G, these groupsmay respec‐
tively evolve to the ubiquitous Mobile Ultra‐Broadband
(uMUB), ultra‐High‐Speed Low‐latency Communications
(uHSLLC), and ultra‐High Data Density (uHDD) [53]. An‐
other consideration was proposed by [54], which sug‐
gested to include a new hybrid category of services called
Mobile‐Broadband Reliable Low‐latency Communication
(MBRLLC). In particular, this group of verticals includes
services that jointly target the KPI of eMBB and uMTC ap‐
plications. Side by side, it became the deϐinition of mas‐
sive URLLC [54], which jointly addressed verticals both
targeting the KPI of mMTC and uMTC. This can imply an
important conceptual observation. Until 4G‐LTE, there
was mainly a single mobile‐broadband vertical. With 5G,
three distinct categories have beendeϐined. In the context
of 6G, the taxonomy of verticals is going to become more
andmore elaborated, requiringmore complex sets of KPI.
Thismeans the categorisation of services is going to show
intersections among the groups.

4.1 Envisioned performance and metrics
As previously mentioned in Section 3.1, 5G has made re‐
quirements on the KPI more and more stringent, by also
adding their concurrent satisfaction on a end‐to‐end per‐
spective. According to the use cases that 6G vision has
been targeting like the onesmentioned above, the prelim‐
inary list of requirements that has been set includes [21],
[55], [56]:

• throughput/data rate up to 1 Tbit s−1,

• user‐experienced data rate of 1 Gbit s−1 (ten times
the one targeted by 5G),

• end‐to‐end latency less than 1ms,

• an ’over‐the‐air’ latency of 10−100 µs with mobility
up to 1000 kmh−1

• very broad bandwidth with frequencies reaching
1−3THz,
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• ”always‐ON” terrestrial‐aerial‐satellite network,

• frame error rate (reliability) equal to 1 − 10−9 [21],

• very high energy efϐiciency also supporting ”battery‐
free IoT devices” (10‐100 times the one of 5G [56])
and especially equal to 1 pJ bit−1 [21],

• connected intelligence,

• jitter equal to 1 µs [21],

• spectrum efϐiciency greater than three times the one
of 5G [22],

• receiver sensitivity less than −130dBm [22].

• a connectivity density ten times the one provided
by 5G, with an area trafϐic capacity of up to
1Gbit s−1m−2 (10Gbit s−1 in 3D [21]),

• density of connected devices greater than 106 km−2

[22],

• localisation precision equal to 1 cm in three dimen‐
sions [21].

Moreover, in the very recent literature on 6G, this concept
of KPI has been considered to be incomplete. Because of
that, KPI and Key Value Indicators (KVI) have been placed
side by side [2], [57]. The term KVI is based on the con‐
cept of value, which is deϐined as “[...] intangible yet im‐
portant human and societal needs such as sustainability,
trustworthiness, and inclusion. [...]” [2]. The KVI are
grouped into threemain categories [57]: growth, sustain‐
ability, and efϐiciency. The ϐirst is principally related to
economic growth, and the creation of new values, busi‐
ness ecosystems and models. The second and the third
mainly refers to digital inclusion, zero energy devices, re‐
source efϐiciency and users’ privacy. Additionally to the
ones introduced for 5G in Section 3.1, other deϐinitions of
concept of quality have been introduced. The concept of
Quality‐of‐Physical‐Experience (QoPE) [54] is an attempt
to complete and to unify the evaluation separately given
by QoS and QoE, by combining them with other physical
aspects of humans such as brain cognition, body charac‐
teristics, and gestures.

ITU has not yet started discussing requirements for “sys‐
tems beyond IMT‐2020”. As part of the to be applied IMT‐
process, ITU‐R will produce a Report on “Technical per‐
formance requirements” (e.g. like ITU‐R M.2410 for IMT‐
2020) at a later stage.

4.2 Targeted architectural characteristics
By looking at the architectural characteristics of 5G and
the current respective trends, everybody in the scien‐
tiϐic and industrial community argues that 6G architec‐
ture will be completely softwarized and ϐlexible. The cur‐
rent convergence between ETSI and 3GPP on this (pre‐
viously cited for MEC) will extend to the full network

architecture. In this sense, 6G will ϐinally complete the
paradigm shift from store‐and‐forward to compute‐and‐
forward [1], [58] or, more precisely, 6Gwill bring a “holis‐
tic management of communication” (including comput‐
ing, caching, and control resources) as deϐined in [21].

The vision of 6G has also been enhancing the idea of
’ecosystem’ of networks (or network of networks), pre‐
liminarily started with 5G. This has been making 6G
closer and closer to the concept of the ’Web of Every‐
thing Everywhere’ [59]. In fact, the research commu‐
nity agrees that there will ϐinally be a full integration and
interoperation between satellite, aerial and terrestrial
network, merged in a unique dynamic‐adaptive network
infrastructure [60]–[62]. Moreover, some researchers
have also envisioned the possibility of integrating under‐
water communication networks into the whole 6G net‐
work in order to provide seamless connectivity from the
ocean/sea ϐloor to the space [56]. Regarding the air to
ground link, authors of [62] showed the link budget for
the employment of 71−76GHz and 81−86GHz in the
the air‐to‐ground link. This so‐called 3D networking will
signiϐicantly affect the design of 6G Layer 3/Layer 4 new
network and transport protocols, which can be capable
to efϐiciently and effectively exploit the three‐dimensional
characteristics of the communication networks [54]. Fur‐
thermore, the 3D network architecture has embraced the
actual operators’ network since, for example, it has been
deϐined the concept of 3D core network [22]. The High‐
Altitude Platforms (HAP) and the low cost of nanosatel‐
lites’ constellations will represent a pivotal means to en‐
hance and ensure the complete and reliable connectivity
to the rural areas [63].

As previously mentioned D2D communications were ini‐
tially introduced in LTE networks. Next, 5G vision sig‐
niϐicantly stressed the employment of D2D technologies
(together with mobile small cells [64]) in order to allow
for the provision of effective connectivity in dense sce‐
narios. Nowadays, the D2D paradigm has also been in‐
cluded in the 6G vision [65]. The ultra‐dense scenar‐
ios envisioned in 6G, if we also consider the complexity
added by ’hybrid verticals’ such as MBRLLC and massive
URLLC, have been identiϐied as important justiϐications
for a massive and seamless integration of D2D communi‐
cations andmobile small cells (possibly cooperative) into
the future 6G ecosystem of networks.

6G communication networks will be the ϐirst generation
of networks with native AI. This means that AI will not
merely be an application but an inherent part of the in‐
frastructure, and of the network management and op‐
erations [66]. The usage of AI for physical, network,
and application layers was described in [67]. While
for network and application layers the ideas come from
existing research in ML and Self‐Organising Networks
(SON)/autonomic networking, the additional novel as‐
pect is the full application of AI within the physical layer.
The idea is tomake intelligent operations such as channel
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modelling and estimation, spectrummanagement, power
control, handover management, etc. Next, trafϐic and mo‐
bility prediction, together with supervised ML manage‐
ment of policies were additionally mentioned by [68],
in the context of URLLC. The authors in [69] envisioned
an intelligent protocol stack, in which AI handles analy‐
sis, management, and optimisation of the operations per
layer. The employment of AI for the physical layer’s op‐
erations was also highlighted by [70]. Instead of focus‐
ing on a protocol‐stack perspective, the authors of [70]
discussed the usage of AI from the RAN perspective. The
study and design of an intelligent RAN for 6G will impact
not only on the performance, management, and opera‐
tions but also on the design and future standardization
of RAN internal devices and technologies [70]. Next, [71]
dealt with the design of an intelligent edge.

Each generation of wireless cellular networks has been
promising an increase in data rate. In order to do that, a
combination of augmenting spectral efϐiciency and band‐
width should be employed. This is something that 6G
has also been promising [58]. The former can be ob‐
tained by going on employing massive MIMO antennas;
the latter by going towards higher and higher frequen‐
cies. Next, wireless communications using THz frequen‐
cies are the solution to achieve Tbit s−1 data rates. The
pro of these frequencies is the provisioning of very nar‐
row beams, which can eventually mitigate interference
and help in augmenting the possible number of antennas
into the base stations [56]. Fig. 7 clearly shows the 5G NR
operating bands together with the targeted 6G RAN oper‐
ating band [72]. The table in the ϐigure also speciϐieswhat
bands are assigned for the Time‐Division Duplex (TDD),
theFrequency‐DivisionDuplex (FDD), the Supplementary
Uplink (SUL), and the Supplementary Downlink (SDL).

The vision of 6G has also pictured the realisation of a
wireless 6G RAN ϐlexibly using time‐frequency‐space re‐
sources [73]. Regarding frequency, it has been envisioned
the usage of mmWave and Terahertz bands, and likely
visible‐light band. By referring to time, 6G could tar‐
get a subsequent reduction of the duration of the time
slot in order to better serve very low‐latency verticals.
In the space domain, it could further enhance the trend
of 5G, by employing base stations equipped with ultra‐
massive MIMO technologies. Base stations transmitting
within the Terahertz band will guarantee a coverage of
about 5m to guarantee a User Datagram Protocol (UDP)
data rate of 1 Tbit s−1 [72]. For distances greater than
7−10m mmWaves will be able to achieve greater data
rates [72]. Wireless links so directive and so short will
need the design of new medium access techniques in or‐
der to efϐiciently exploit the new bandwidths, as under‐
lined in [72]. On the other hand, these characteristics can
make Terahertz frequencies interesting as backhaul links
[72]. Highly important is also the design of new anten‐
nas with speciϐic geometries and physical characteristics
in order to efϐiciently provision the connectivity and the

targeted data rates [74]. For example, some initial chan‐
nel models for future 6G communication networks have 
been presented in [75].

The authors of [76] proposed some key physical‐layer 
problems to be solved to move from 5G to 6G physical 
layer. In particular, 6G should improve 5G via the ex‐
ploitation of higher frequency bands (mmWaves and es‐
pecially Terahertz), of smart radio technologies such as 
Reconϐigurable Intelligent Surface (RIS), and the full real‐
isation of a cell‐less massive MIMO wireless system. The 
main characteristic of cell‐free or cell‐less systems is that 
the ’usual’ concept of cell is abandoned and access points 
and base stations in the RAN coherently serve end users, 
using the same time‐frequency resources in a speciϐic cov‐
ered area. This can imply the elimination of cells’ bound‐
ary effects [76].

As shown in Fig. 7, the imagined 6G RAN has also been tar‐
geting the exploitation of frequencies in the visible‐light 
spectrum.
Since the beginning of 6G research, Visible Light Com‐
munications (VLC) have been considered by industry and 
academia as an excellent candidate complementary tech‐
nology to provide optical ϐibre‐like connectivity perfor‐
mance [21], [77]. The use of visible light spectrum with 
VLC offers the potential to create short‐range (less than 
10 m) high‐capacity links with ultrahigh bandwidth (Ter‐
ahertz), and zero electromagnetic interference with radio 
frequencies. Today available VLC products have limited 
performance from few tens of Mbit s−1 over short ranges 
(up to 5 m). As explained in [21], at the horizon of 2024, 
upcoming new light sources based on micro‐LED technol‐
ogy will unlock such limitations, enabling the use of 1 GHz 
bandwidth (and more), and achieving tens of Gbit s−1 

with single‐diode LEDs (even up to several hundreds of 
Gbit s−1, thanks to the coming availability of micro‐LED 
matrices and dedicated optical beamforming algorithms 
allowing for spatial separation of users). Next, in a few 
years’ time (by 2027), it is expected that by adding mas‐
sive parallelisation of micro‐LED arrays and dedicated 
wavelength division multiplexing techniques, VLC will be 
able to offer, similarly to sub‐THz communications, to tar‐
get Tbit s−1 aggregated throughput (see Fig. 8).

Further above, we have alluded to RIS employment within 
6G. A ϐirst step into a radical change, that has been of‐
fered to future 6G networks, is the inclusion of an RIS con‐
cept within the wireless network architecture. 5G com‐
munication networks have been following the Shannon’s 
communication paradigm, which establishes the princi‐
ples for the reliable transmission of symbols over a noisy 
communication channel [78]. However, current wireless 
communications extend their role from pure communica‐
tion systems to much more complex ones, involving the 
interaction between natural and artiϐicial intelligence, re‐
sponding to multifold requirements, and being able to 
exploit revolutionary techniques to control various
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Fig. 7 – NR bands speciϐied in the 3GPP 5G Rel‐15 [38] (subsequently included in 3GPP TS 38.104 Rel‐17 of June 2021) and speciϐication of the Terahertz
and visible light frequency bands that 6G will target.
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Fig. 8 – Visible light communication road map from Mbit s−1  to Tbit s−1 . 
Figure courtesy of [21].

aspects of the communication‐computation‐control chain 
[79]. Following the Shannon’s mantra, the common as‐
sumption in wireless communications has been that the 
channel is given and it cannot be altered according to the 
communication needs. However, with the advent of RIS, 
there is the possibility to adjust the communication chan‐
nel to control wireless connectivity and mitigate interfer‐
ence. In this way, it is possible, for example, to increase 
the channel capacity without necessarily increasing nei‐
ther the transmit power nor the bandwidth, or to reduce 
the associated electromagnetic ϐield footprint. Radical 
technological advances based on the emerging paradigm 
of RIS [80] are offering today the opportunity to forge 
a new generation of dynamically‐programmable wireless 
propagation environments with minimal redesign and re‐
conϐiguration costs for the connect‐compute network.

RIS can act especially as a transmitter, receiver or as an 
anomalous reϐlector, where the direction of the reϐlected 
wave is no longer specular according to natural reϐlec‐
tion laws, but instead adaptively controllable. This can of‐
fer unprecedented opportunities to locally support a dy‐
namic adaptation to stringent and highly‐varying 6G ser‐
vice requirements such as momentary link capacity, local‐
isation accuracy, energy efϐiciency, electromagnetic ϐield 
emission and secrecy guarantee. By deϐinition, RIS are ar‐
tiϐicial intelligent controlled surfaces, constituted by hun‐
dreds or thousands of reconϐigurable unit elements. They 
can be embedded in parts of the environment, such as 
walls, mirrors, ceilings, etc. and can operate as a nearly‐
passive tunable anomalous reϐlector or as a transmit‐
ter/receiver, when equipped with active radio‐frequency 
elements. Nowadays, RIS operate at low frequency but re‐
search is actively designing a solution to support wide‐
band operations up to the sub‐THz spectrum. In par‐
ticular, RIS can be implemented using a variety of tech‐
nologies and, through its property of modifying the ra‐
dio wave propagation, can provide extraordinary beneϐits 
for diverse wireless goal‐oriented communications. Dif‐
ferent antennas’ technologies can be adopted to design 
RIS, along with reϐlect‐arrays [81], transmit‐arrays [82],
[83] and, smart, programmable or software deϐined meta‐
surfaces [84] [85].

Although RIS have great potentials to implement ad‐
vanced electromagnetic wave manipulations, several fun‐
damental and implementation problems are still un‐
solved. At the physical layer, only simple functionalities, 
such as electronic beam‐steering and multibeam scatter‐
ing, have been demonstrated in the literature. In addi‐
tion, problems such as channel state information esti‐
mation and acquisition, passive information transfer and 
transceiver design are still open. At the network layer, 
the propagation settings of installed RIS might be adapted 
depending on scenarios, application needs and on real‐
time/predicted network dynamics. As today, open chal‐
lenges remain on how to deϐine the network architecture 
incorporating multiple RIS and how to orchestrate the 
reconϐiguration of multiple RIS devices in time‐space, to 
meet speciϐic suitable (goal‐oriented) deployment strate‐
gies for effectively exploiting RIS technology. Such RIS 
network adaptation capabilities should enable dynamic 
programming of the wireless propagation environment 
while meeting speciϐic legislation and regulation require‐
ments on spectrum use and electromagnetic ϐield emis‐
sion, that might vary for speciϐic locations and evolve over 
time. Finally, it is still an open question to check under 
what conditions RIS‐empowered networks can provide a 
signiϐicant reduction of the overall network energy usage.

5. WHAT SHOULD 6G BE?
Previously, Section 2 and Section 3 discussed wireless 
cellular networks and 5G, while Section 4 generally 
described the technological, architectural, and metric‐
related trends envisioned for 6G. These important aspects 
were aimed at providing the fundamental background for 
now trying to answer the questions, which were originally 
stated in the Introduction: What can 6G be? Do we re‑ 
ally need 6G? In the last few years some articles [86], [87] 
have already tried to pose and to initially address these 
questions, showing some concerns regarding the need for 
a new ’network generation’ after 5G. So, we now address 
various critical points in order to justify how 6G can really 
differentiate from 5G. Then, the following general analysis 
will help justifying the need for the so‐called new genera‐
tion, underlining how 6G is not merely the answer to the 
disregarded promises of 5G, but it is a new disruptive gen‐
eration of communication networks. The following will 
assume the perspective of KPI and metrics and the one 
of new verticals (and subsequent needed technologies), 
which were the main drivers for the advent of 5G and have 
also been the main forces for the rise of 6G.

5.1 Performance indicators and metrics

Let us now discuss the current set of performance indi‐
cators and metrics for 6G (see the list in Section 4.1) to 
see if they are really motivated or if they just represent 
a needless increase of the ones of 5G. The ϐirst criticism 
refers to the KPI linked to higher bandwidth and data rate. 
We agree with [86], which correctly states that increasing
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data rates to 1 Tbit s−1 is something that end users will 
surely welcome but not at an augmented price, since it is 
not a prominent need. An increase in data rate without 6G 
would still be possible, since, as discussed in [87], 5G has 
already foreseen the inclusion of higher frequencies up 
to 60 GHz. Thus, covering higher frequencies would not 
necessarily require the huge additional investments for a 
new 6th generation in order to get additional very broad 
bandwidth with frequencies reaching 1 −3 THz. Further‐
more, the targeted data rate of 5G set to 1 −10 Gbit s−1 

can be enough for the satisfaction of many possible ver‐
ticals already envisioned or to come. For example, the 
initial requirements estimated for 3D holographic com‐
munications [40], and implicitly for the digital twin, of 
4.32 Tbit s−1 are for raw data. This quantity could signiϐi‐
cantly be reduced with advanced data compression tech‐
niques that could be researched. This means that more 
efϐicient and effective methodologies to compress data 
could avoid the usage of unnecessary spectrum and un‐
necessary investments by the operators. In this direction, 
recent works have been exploring the potential of Seman‑ 
tic Communications [88] to achieve maximum compres‐
sion of data while ensuring the correct accomplishment 
of identiϐied tasks between interacting entities.

Moreover, since the advent of 4G services, network trafϐic 
has been drifting from mainly downlink to uplink intense 
usage, because of various new bandwidth‐intensive appli‐
cations [89]. Representative examples of services driving 
to such a paradigm shift in cellular networks are video 
sharing, real‐time MEC ofϐloading support, cloud backup, 
massive IoT data gathering, etc. With 5G we are already 
experiencing such dramatic inversion of the direction of 
trafϐic. With 6G, many of the new types of services will 
even push the network usage to higher imbalances, with 
much more uplink trafϐic in many scenarios and use cases.

Each UE connected to the network implies a speciϐic 
amount of processing load required at the BBU. The pro‐
cessing required by a UE for the uplink in 4G was ex‐
pressed in [90] as

𝑝𝑈𝐸 = (3𝐴 + 𝐴2 + 1
3𝑀𝐶𝐿) 𝑅

10 (1)

where 𝐴 is the number of antennas, 𝑀 the modulation
bits,𝐶 the code rate,𝐿 the number of spatialMIMO‐layers
and 𝑅 the number of Physical Resource Block (PRB). The
processing load 𝑝𝑈𝐸 is measured in Giga‐Operations Per
Second (GOPS). Even if deϐined for 4G, Eq. ((1)) can give
us an idea of the impact that requirements and trends of
6G previously mentioned can have on computing, latency,
and energy usage. A data rate in the order of Tbit s−1

increases the value of 𝑅 as the number of MIMO anten‐
nas that 6G is planning to use augments 𝐿. For example,
in [73], it is envisioned the employment of 1024×1024
MIMO elements. This means that the data rate will highly
increase computing, which will increase the overall la‐
tency andenergyusage. This concernunderlines theneed

for compression techniques, which can avoid the need for
the envisioned transmission rates.
Regarding latency, end‐to‐end latency consists of the sum
of various contributions [91], [92]. The propagation la‑
tency is the physical distance between communication en‐
tities. This is physically bounded by the speed of light and
can only be reduced via techniques that somehow ’vir‐
tually’ shorten the real communication distance such as
MEC. Next, transmission latency depends on the inverse
of the available capacity on the communication link. The
queuing latency comes from the scheduling of data trans‐
missions (e.g. prioritisation) and routing. In a network
ecosystem, where softwarizationmakes in‐network com‐
puting the pillar of any network functionality, the pro‐
cessing is a key aspect. Thus, the processing latency is
the delay, which depends on the hardware’s processing
capacity of network nodes.

By considering that 6G will be a fully‐intelligent network,
another latency variable jumps into the calculation of
end‐to‐end latency. We may call it intelligence latency. By
considering the complete deployment and integration of
AI into the communication networkmanagement and op‐
erations, it is important to notice that a new paradigm
arises, also bringing with it its own cons: big data. In fact,
intelligence requires continuous big data collection, pre‐
processing and analysis performed in a distributed man‐
ner by various data centres within the whole network.
This means an explosion of the control trafϐic, which can
become comparable to the amount of data trafϐic sent
across the network. This means that a 6G intelligent con‐
trol plane [93] will require time not only for distributed
datamining and classiϐication but also for training, decid‐
ing, and acting on the network environment (we do not
consider now the delay for the network reconϐiguration
after the intelligent algorithm has acted). In this context,
the use of proactive ML algorithms may help to make la‐
tency ultra‐low [94] or ’negative’ [95]. This paradigm is
the so‐called ’anticipatory networking’. The two terms of
this paradigm [96] include anticipation, the exploitation
of prediction techniques or the assumption of given fu‐
ture knowledge, and networking, the optimisation of mo‐
bile communications. However, anticipatory networking
is somehow incompatible with targeting null failure be‐
cause prediction (and so ML algorithms) is not determin‐
istic and it has a variable accuracy (with probability al‐
ways less than 1), whose quality also strictly depends on
the data previously collected.

Finally, softwarization implies the deployment of virtual
machines and containers. It is well‐known that the com‐
plete and massive use of software is not as efϐicient as
the hardware‐based solutions [1], [97]. This means that
the open challenge of matching 5G latency requirements
with softwarization will be physically quite hard, espe‐
cially when targeting the extreme range of values less
than 1ms with 6G. Additionally, the explosion of the data
rate to 1 Tbit s−1 will probably make impossible the re‐
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duction of transmission, queuing, and processing latency,
for example, if we take into account the virtualisation of
signal processing in the context of C‐RAN and BBU split‐
ting.

Another critical aspect among 6G KPI is energy efϐiciency.
The very high data rate, the massive application of virtu‐
alisation, native AI with continuous data mining and pro‐
cessing (so‐called connected intelligence) will increase
in‐network computing to an unprecedented level. Next,
an ’always ON’ 6G network (i.e. experiencing no failures)
will require the presence of backup virtual network func‐
tions, always ready for a replacement. Moreover, a large
density of UEs, together with several of them needing
Tbit s−1 data rate, will greatly augment the computing re‐
quired per user at theBBU. Especially, thiswill be a virtual
BBU according to the C‐RAN paradigm. Thus, this huge
stress on edge and cloud data centreswill signiϐicantly in‐
crease the end‐to‐end energy usage. Next, in order to im‐
prove power efϐiciency for coverage and battery life, the
network operating region will have to enlarge in both the
regions of the power and spectral efϐiciency [58]. As also
mentioned in [58], it will be hard for 6G to concurrently
enhance coverage, cost, and battery life. We also agree
with [58] that higher data rates and efϐiciency will make
the possibility of increasing battery life more difϐicult. All
these observations about energy underline some incon‐
sistencies among the KPI, that will be extremely hard to
solve by just evolving the current ’classic’ technologies.
6G could be a quite successful story for energy usage just
by creating a full intelligent autonomic networkwhile sat‐
isfying the KPI originally established for 5G (in fact, this
energy target has not been reached yet).

In contradiction with the reduction of energy usage ad‐
vertised within 6G, there is also the technological trend
of mobile small cells and fog computing at the UEs, for
very low latency. Mobile small cells integrate the concept
of mobile relay stations with ϐixed small cells and can be
deployed into vehicles such as public transport systems
[98]. In [99], authors showed that mobile cells can im‐
prove spectrum efϐiciency, throughput, and signal quality
of users. Future communication is expected to be a net‐
work of a large number of mobile users that will interact
together withmany applications such as VR/AR games or
streaming videos requiring low response times. There‐
fore, mobile small cells can be deployed via cluster of UEs
using D2D technology [100], [101]. This type of small
cell can also be deployed to cover the urban landscape.
These cells can be formed using mobile UEs or low‐cost
nodes such as RRHs which are connected to aggregation
nodes through wireless links [64]. The base stations of
these cells mainly perform a transceiver’s functionalities
and are less involved than fully functional eNodeBs. In the
literature, mobile small cells are also called on‐demand
because they can ϐlexibly be deployed in case of signiϐi‐
cant trafϐic variations in short‐time ranges, etc. All these
considerations show that battery life will necessarily in‐

crease to optimise the coverage and theusage of spectrum
in very dense urban scenarios, and also it will augment to
support fog computing within the IoT network layer (see
Fig. 5).

According to what has been seen in Section 4, we can as‐
sume that 6Gwill see an increased importance of QoE ver‐
sus QoS, compared to what has been for 5G. This is due to
the increased focus onusers’ experience quality and satis‐
faction, together with the prominent immersion of users
into the VR. Even in the ’natural’ reality, the users are ex‐
pected to seamlessly interact with virtual entities, the so‐
called AR. AR will especially become more and more ex‐
treme starting from 3D holographic images, towards ob‐
jects and avatars. These holograms will change the way
we work, we experience reality, and more generally will
create ’cross‐reality’ users (either humans or machines),
acting in a ’mixed’ or ’extended’ [102] reality between VR
and the ’natural’ reality. In this context, the advancements
of the research in neuroscience and psychology will be
pivotal for the success of these technologies in communi‐
cations and 6G, and for the measurement of their quality.
Given these considerations, we can also agreewith the in‐
troduction of hybrid metrics combining QoS and QoE as
the previously mentioned QoPE (see Section 5.1).

On the other hand, othermetrics such as KVI [2], [57]may
create confusion and not be really effective in evaluating
performance and in providing useful design guidelines.
As previously quoted, the deϐinition of value indicator
refers to an ’intangible human and societal need’. How‐
ever, in the moment of design and measurement, an in‐
tangible need is always mapped into either objective (e.g.
QoS) or subjective (e.g. QoE) metrics, or into a combina‐
tion of both (e.g. QoPE). For example, the same can hap‐
pen for the mentioned value ’sustainability’, which can be
deϐined as “[...] the long‐term viability of a community, set
of social institutions, or societal practice. In general, sus‐
tainability is understood as a form of inter‐generational
ethics in which the environmental and economic actions
taken by present persons do not diminish the opportu‐
nities of future persons to enjoy similar levels of wealth,
utility, or welfare [...]” [103]. From this deϐinition, it ap‐
pears clear that, in order to measure and to target ’sus‐
tainability’ within 6G design and development, it has to
be mapped into its economic, societal, and environmen‐
tal KPI.

After having critically discussed potential 6G use cases
and performance metrics, the following deals with 6G
technological and architectural aspects.

5.2 Network virtualisation and campus net‐
works in 6G

By looking at Section 3, it is possible to see the distance
between the promises referred to 5G network virtualisa‐
tion and the actual virtual‐architectural characteristics,
provided by the current standardization and develop‐
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ment. Then, 6G will need to complete the process of net‐
work softwarization that has already started with 5G, not
only with the full deployment of the ETSI MANO architec‐
ture but also considering the existingMEC harmonisation
between ETSI and 3GPP, that we have previously men‐
tioned. Additionally, 6G should ϐinalise the softwarization
process by applying the paradigm of PPS [1] to the whole
networks’ infrastructure protocol stack.

Another important aspect regarding virtualisation is the
evolution of the control plane. 6G should go beyond the
design of a distributed control plane, leveraging the cur‐
rent strong trend on micro‐services and multi‐agent sys‐
tems. This will also help for the seamless integration
between the virtualised infrastructure and the native AI.
In this sense, 6G’s current design and future subsequent
standardizationwill not have to neglect the important on‐
going standardization and design efforts by ONF within
the µONOS project. This will add quite higher ϐlexibility
and adaptability to the control plane, while also creating
the fertile ground for the full exploitation of the potentials
of native AI.

In the next stages of the development of 5G networks, the
5GRANwill have to guarantee the provisioning of connec‐
tivity to the entire populationwithmobile data communi‐
cations at any time and in any place, and the concurrent
service provisioning for industrial full automation. Ini‐
tial 5G campus networks have already been set up for in‐
dustry, municipalities or educational institutions. These
networks differ in their coverage, as they are designed to
serve only one factory or villages. The further develop‐
ment of campus networks and their full integration into
the whole network infrastructure should become a prior‐
ity of 6G. In addition to pure cost reduction, they can also
guarantee security, lower energy usage and further ϐlex‐
ible software solutions for the RAN, such as the so‐called
OpenRAN solutions. OpenRAN is an open interface down
to the antenna that can be reconϐigured at any time by
software.

The original deϐinition of campus network (also called
specialised network) states that it represents a network
of various Local Area Network (LAN) within a limited ge‐
ographical area. In this sense, 6G will further generalise
this original concept, bydeϐining campusnetworks asnet‐
works of LANs, with their access networks and edge com‐
puting resources. The full employment of future campus
networks will be a pivotal RAN‐edge paradigm of the net‐
work infrastructure under 6G. They will mainly support
mobility within their domain without necessarily inter‐
connect to other external networks. For example, 6G cam‐
pus solutions can be deployed by network operators to
provide customised and effective solutions to their indus‐
trial customers. This will allow 6G operators to ensuring
the quality and theperformances of the speciϐic local cam‐
pus networks that are deployed. Side by side, small oper‐
ators can also beneϐit from campus solutions. For exam‐

Fig. 9 – Application of a campus network for teaching a robot in a bakery
(Copyright Wandelbots – free to use).

ple, a 6G campus can cover an entire regionwhere smaller
companies train robots such as bakeries (see Fig. 9).

Furthermore, the so‐called paradigm of Industry X.0
[102] will massively exploit robots’ automation and col‐
laboration, among themselves and with humans. Hun‐
dreds of robots, sensors, and other hardware are ex‐
pected to be all interconnected in a reliable way in 6G,
also part of them requiring URLLC. Moreover, the con‐
tinuous exploitation of human‐related, machine‐related,
and network‐related data will require low‐latency ϐlexi‐
ble, secure, and dedicated edge computing. This scenario
will represent the main motivation and the test bench for
the evolution of campus networkswithin 6G architecture.
The testbed in Fig. 9 shows some elements that highlight
the need for 6G campus networks. With the higher and
higher complexity of operations that robots are going to
perform, the number of sensors that humans will wear is
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going to greatly increase. In fact, the increasing number
of sensors allows for ϐiner and more precise assisted op‐
erations. Next, these heterogeneous sensors will also im‐
ply continuous heterogeneous data collection and trans‐
mission to a dedicated intelligent edge within the cam‐
pus network. Intelligence will not only be applied for
network management and operations but also for robots
training, acting, and deciding in order to better work au‐
tonomously or to assist humans. Thus, 6G campus net‐
works will represent specialised and local networks of
networks, providing high edge computing resources for
such massive data handling.

5.3 The tactile internet and digital twins

The tactile Internet andhaptic communications in general
have been important drivers of 5G in the context of URLLC
[104]. While today’s Internet has been democratising in‐
formation sharing, the tactile Internet has been target‐
ing the democratisation of accessing skills and expertise,
in order to promote equal possibilities for people of dif‐
ferent ages, cultural backgrounds, geographical prove‐
nience, or physical limitations. In this context, the term
’tactile’ describes the transmission of haptic information
(related to touch and other senses) in order to actually
feel and touch things in the virtual reality. Until now,
only audiovisual information has been transmitted on the
Internet and on wireless communication networks. The
advent of the tactile Internet will dramatically change
the way we learn (e.g., how to play the piano or various
sports), how we work, or how we are assisted by ma‐
chines aswe age (see Fig. 10). This new formof collabora‐
tion between humans andmachines also underscores the
fact that digitisationwill help economic and social growth,
which have been important political requirements for 6G.
Fig. 10 recalls the concept previously expressed about
the need for 6G campus networks. A massive employ‐
ment of sensors will involve various aspects and activi‐
ties of human life. This will not only be limited to indus‐
trial activities but it will embrace more and more com‐
plex human operations like sports, remote medical assis‐
tance and surgery, etc. The conceptual depiction of Fig. 10
gives an idea of what massive and ubiquitous availability
of the tactile Internet will imply. 6G unspecialised public
networks will face unprecedented data communications,
storage, and processing of heterogeneous data, consider‐
ing low‐latency requirements. These contexts cannot be
supported by 5G technologies and their mere evolution.

While 5G hasmainly been addressing communication be‐
tweenmachines, whereas 6Gwill lookmore closely at the
cooperation between humans and machines. Technically,
the Tactile Internet with Human‐in‐the‐Loop (TaHiL)
[105] considers communication between the Master Do‑
main, usually humans, and the Controlled Domain, which
consists of machines. The peculiar characteristic of TaHiL
communication is the fact of being a two‐way communi‐
cation (i.e. with feedback), which multiplexes different

Fig. 10 – Vision of the Tactile Internet: Learning in medicine, industry
and sports (Copyright: CeTI, TU Dresden – free to use).

kinds of data streams (audio, video and haptic), with dif‐
ferent KPI to be concurrently satisϐied. In fact, not only
the input from the master should be transmitted to the
controlled device, but also the input from the controlled
entity should be rapidly and reliably sent back to themas‐
ter. This allows the master for the successful and cor‐
rect perception of the remote action, which has been per‐
formed. In fact, the scope behind the design is tomake the
communication between the so‐called tactile edges seam‐
less, without sensing the negative contributions of the
intermediate‐communication Network domain (latency,
losses, etc.).

In 6G, the TaHiL will complete the shift from content‐
oriented to control‐oriented communication. This aspect
is still very far from current 5G standardization status, so
it will be hard to see it clearly in the next releases. That
is why, the TaHiL with the full realisation of end‐to‐end
URLLC will see its zenith within the 6G era, and thanks to
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6G network infrastructure. On the other hand, the tech‐
nical design and development of TaHiL under 6G infras‐
tructure will also be a test bench for the technologies and
paradigms that are pillars for the realisation of digital
twins. As previously explained in Section 4, digital twins
will have several characteristics in common with general
haptic communications and, speciϐically, with the TaHiL.
In fact, digital twins will require an always‐ON feedback
loop between the virtual and real twins [43]. Moreover,
theywill empower and extend the haptic data usedwithin
the TaHiL to more general universal kind of data, which
can fully convey and project the ’natural’ reality of enti‐
ties into the virtual reality.

5.4 The uniϐication of terrestrial, aerial, and
satellite networks

Next, 6G will also have to ϐinally satisfy the promises re‐
garding the seamless integration of terrestrial, aerial, and
space networks. This promise somehow started during
LTE [11], went on during 5G, and now it has been for‐
warded to 6G (see the 6G KPI in Section 4). We believe
that, for 6G, now can be the perfect convergence of fac‐
tors and circumstances to make this ’dream’ coming true.
The maturity, low cost and easiness to launch and de‐
ploy satellite platforms (e.g. the case of nanosatellites),
and the amount of interest and investments on space, to‐
gether with the real need of reliable/seamless coverage
and lower latency, can be the perfect match to realise this
promise in 6G.
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Fig. 11 – 6G three‐dimensional architecture for coverage of rural and re‐
mote areas. Swarms of UAVs represent the base stations/access points
hosting the Distributed Units (DUs) with the physical layer operations.
Low Earth Orbit (LEO) constellations of nanosatellites represent the
edge, in which Centralised Units (CUs) are hosted. Moreover, this LEO
edge can also host micro‐services (MS) and agents (AG), which perform
any softwarized functionality or service. The yellow colour indicate that
the service/function is intelligent. The core network can either be im‐
plemented in Medium Earth Orbit (MEO) or High Earth Orbit (HEO), or
can regularly be hosted in terrestrial networks

In the case of using HAP, Unmanned Aerial Vehicles
(UAV), and nanosatellites as edge network devices, it is
important to choose bands that satisfy the KPI while
also not interfering with existing terrestrial technologies.
For example, authors in [106] have shown the need for
2400−2483.5MHz and 2300−2450MHz bands for the

satellite‐based C‐RAN. However, these choices are suit‐
able for connectivity in remote regions (which is the use
case in [106]) but in various areas these bandsmay inter‐
fere with terrestrial IEEE 802.11‐based, industrial, scien‐
tiϐic, and medical services.

Future 6G networks aims to go beyond the enhancement
of terrestrial services, with the support of non‐terrestrial
networks. With 6G anewambition has arisen. Newmulti‐
dimensional mobility services will enable end users and
machines moving in the three‐dimensional (3D) space,
being able to access (on demand) to connectivity and in‐
telligence support. Therefore with 6G, KPI on localisation
precision and uniform user experiencewill be speciϐically
deϐined for terrestrial services and for services in the 3D
space [60]. Fig. 11 depicts an example of a 6G 3D scenario
to provide coverage in rural and remote areas. The UAV
swarms perform operations limited to the physical layer,
the so‐called Distributed Unit (DU), in order to maximise
the battery lifetime and operations. This means that con‐
stellations of LowEarth Orbit (LEO) nanosatelliteswill be
deployed to host theMEC, providing computing resources
for the virtualised RAN and the Centralised Unit (CU). Ac‐
cording towhat has beenpreviouslymentioned regarding
anticipatory networking, the 6G CU is going to be intelli‐
gent. In general, intelligent agents will be hosted in the
nanosatellites to perform functions for lower‐latency ver‐
ticals. Next, the core network will be both terrestrial and
orbital. Medium Earth Orbit (MEO) and High Earth Orbit
(HEO) satellites will realise distributed orbital data cen‐
tres, providing computing for micro‐services and intelli‐
gent agents requiring higher computational resources. A
big open challenge will be the establishment, control, and
maintenance ofmicro‐service/agents chains in such com‐
plex network infrastructure. Moreover, the realisation of
distributed data centres in satellite constellations for 6G
3D networks will also require signiϐicant investigation. In
fact, satellites have power and time constraints (they use
solar power and provide coverage for a limited amount of
time).

5.5 The role of intelligence in 6G
Next, as already mentioned above while discussing la‐
tency, intelligence – AI and ML – for 6G can be the same
as softwarization and computing for 5G. Aswritten in Sec‐
tion 2.2, the original research and standardization efforts
of Internet Engineering Task Force (IETF) and ETSI were
absorbed and merged into the vision and standardiza‐
tion of 5G wireless cellular networks, which had subse‐
quently started. The work of the ETSI Industry Speciϐi‐
cation Group (ISG) Experiential Networked Intelligence
(ENI) started around 2017 with the publication of the
White Paper [107]. The main scope of ETSI ISG ENI is
to design an intelligent architecture for networkmanage‐
ment, taking into account context‐aware policies to adjust
network service provisioning according to users’ needs,
environmental conditions, and business goals.
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Fig. 12 – Circle of functionalities of the ETSI ENI system. Groups and list 
of ETSI ENI requirements regarding how intelligence is applied to the 
network and applications to improve network operations, management 
and experience of service provisioning.

The scope of the ETSI ENI framework is to continuously 
capture network system’s conϐigurations in order to tak‐
ing actions to dynamically change the system’s character‐
istics, according to the targeted objectives and KPI. As al‐
ready mentioned before, while we were discussing the la‐
tency issues of 6G, ETSI ENI intelligent architecture re‐
lies on big data mining and analysis, which are input for 
ML to train, learn, decide, and act. According to these as‐
pects, ETSI ENI can automate complex network human‐
dependent decision‐making processes to increase net‐
work performances. Fig. 12 depicts the intelligent func‐
tionalities of the ETSI ENI architecture. By considering 
the pure architectural characteristics, the ETSI ENI sys‐
tem considers the heterogeneity of the existing and fu‐
ture hardware network infrastructure together with the 
full virtualisation obtained via the ETSI MANO SDN‐NFV 
architecture. On top of that, there is the AI of ENI, which

interacts with and manages the speciϐic assisted systems 
distributed across the network. This is made possible via 
a speciϐic API [107], [108].

The recent document [109] deϐines a clear list of the re‐
quirements for the ETSI ISG ENI architecture. These re‐
quirements are important to evaluate and control how 
AI works within the network and the applications to im‐
prove network operations, management and service pro‐
visioning. Fig. 12 also shows these requirements and how 
they are grouped. Finally, the use cases that have been 
identiϐied for the ETSI ENI system can be categorised into 
ϐive main groups [110]: infrastructure management, net‐
work operations, service orchestration and management, 
assurance, and network security. The ϐirst considers the 
processes related to the management of the network in‐
frastructure such as maintenance, planning, and alloca‐
tion of services. The second concerns with the operations 
of the network so, the extraction and analysis of the run‐
time contexts and the optimisation of management oper‐
ations. The third handles the orchestration and manage‐
ment of orders and services, taking into account speciϐic 
different Service Level Agreement (SLA) of verticals. The 
fourth deals with network monitoring and prediction of 
future network states in order to ensure optimal main‐
tenance and continuous service delivery. Finally, the de‐
ployment of AI also targets network security.

Side by side, ETSI has also been investigating a reference 
model for autonomic networking, cognitive networking 
and self‐management of networks and services. This spe‐
ciϐic architecture is called ETSI Generic Autonomic Net‐
working Architecture (GANA), published in 2016 [111]. 
This architecture is directly inspired by the idea of SON, 
nevertheless it provides a more general reference which 
is able to interoperate with complementary technolo‐
gies such as SDN, NFV, and big data analytics for Au‐
tonomic Management and Control (AMC). The idea of 
AMC relies on the deϐinition of Decision‐making‐Element 
(DE), which is an autonomic function that is a cognitive 
control‐loop in centralised/distributed management and 
control planes. The DE owns self‐* features such as self‐
conϐiguration, self‐optimisation, self‐healing, etc. Each 
DE is an adaptive entity, which dynamically monitor and 
manage its respective management entity. Practically, a 
DE is placed within a network node at a speciϐic layer of 
the protocol stack. Additionally, each DE can be either a 
real or a softwarized entity.

This brief excursus on ETSI ENI and GANA has been im‐
portant to underline the concept that the complete inte‐
gration of AI into 6G cannot neglect the experience pro‐
vided by ETSI in the last ϐive‐six years. A signiϐicant part 
of research on intelligence in 6G has not even been men‐
tioned in this research. For example, the only article deal‐
ing with AI and 6G, cited in Section 4, just brieϐly mention‐
ing ETSI ENI is [69]. None of the others even cite either 
ETSI ENI or GANA. However, ETSI ENI and GANA architec‐
tures will be pivotal for 6G standardization as ETSI MANO
SDN-NFV architecture has been fundamental for 5G.
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Regarding intelligence and 6G, there are some critical 
challenges that have to be addressed in order to realise 
the vision of intelligent automation. We agree with [69] 
that issues related to training, correct evaluation of per‐
formance and set up of a lower bound for the AI KPI are 
hard goals because of both the complexity of a communi‐
cation network ecosystem like 6G and the lack of expli‐
cability of AI processes and results. Moreover, we also 
agree that various ML models and algorithms are hard to 
be generalised and maybe the future solution we can envi‐
sion will be an intelligent multi‐agent system, where mul‐
tiple ML algorithms collaborate. On the other hand, we 
may disagree with [69] regarding the problem of inter‐
operability since, if 6G will fully realise the complete soft‐
warization of the network and the massive deployment of 
general purpose hardware (started with 5G), the coexis‐
tence of various AI modules will be effectively guaranteed 
by coexistence and ’social’ collaboration of various intel‐
ligent network agents.

5.6 Beyond Shannon with semantic communi‐
cations

Until the design of 5G networks, communication has been
the basic commodity of every wireless generation. The
key challenge has been the reduction of the uncertainty
associated to the correct reception of exchanged data,
while targeting higher capacity, reliability, and lower la‐
tency. Such legacy of Shannon’s model has pushed a
never‐stopping race for broader bandwidths, thus explor‐
ing higher frequency bands. Today, kicking‐off research
on future 6G networks, the need for a paradigm shift from
mainstream research, which builds on Shannon’s infor‐
mation theory, starts taking shape. With 5G, the com‐
municationnetworkhas evolved towards a communicate‐
compute‐control system, laying the foundations for in‐
tense use of intelligent machines and the rise of new ser‐
vices, interconnecting humans and machines possessing
various degrees of intelligence (either natural or artiϐi‐
cial). As recently explained in [88], future services will
induce to a radical change on the conventional notions of
knowing and learning, guessing and discovering. Knowl‐
edge and decisions will become a new commodity of the
next generation networks and services. The idea is that,
whenever communication occurs to convey meaning or
to accomplish a goal, the substantial focus of communi‐
cations is on the impact that the received bits have on the
interpretation of the meaning intended by the transmit‐
ter or on the accomplishment of a common goal. To this
end, very recent research [88] is exploring the potential
of Semantic and Goal‑Oriented communications to help
to identify the relevant information, i.e. the information
strictly necessary to recover themeaning intended by the
transmitter or to accomplish a goal. Thanks to semantic
communications, 6G will be able to support new types of
services such as semantic services [88], seamlessly sup‐

porting a share of knowledge and intertwining between
different kinds of intelligence. Semantic communications
will remodel wireless communications from connected
things to connected intelligences.

5.7 Quantum and molecular communications

Some very preliminary applications of quantum and
molecular communicationsmaybecomepart of 6G infras‐
tructure, considering the time‐horizon 2030‐2035 for the
ϐirst deployment. The same as it has been forML and SON
in 5G, will happen to quantum and molecular communi‐
cations, which will actually and extensively be employed
in beyond‐6G communication networks. That will be also
due to the fact that these very different and novel commu‐
nication paradigms will need a mature and suitable vir‐
tual network infrastructure, whichwill only comewith 6G
(as mentioned above).

Classic Local Area 
Network

Quantum 
router

Classic Local Area 
Network

Quantum 
router

~200 m

Fig. 13 – Classic local area networks interconnected by quantum routers
and wireless quantum links to realise a quantum campus network.

Quantum communications [112] have been discussed for
decades. While in classic communications the informa‐
tion is encoded into bits, in quantum communications,
the information is encoded into the states of a quan‐
tum system (the so‐called wavefunction). In particular,
if the information is encoded into the spin of a particle,
the quantum system is two‐dimensional, and it is called
a qubit. The qubit is an object that stores information
on the unit vector of a two‐dimensional complex vec‐
tor space. The classic values come from the two stan‐
dard basis vectors. Next, by considering systems com‐
posed of multiple correlated qubits (entangled), it is pos‐
sible to see a dependency after measurement, which is
independent of the distance among the various qubits.
The beneϐits of secure communications through Quan‐
tum Key Distribution (QKD) and quantum entanglement
are now clearer. In fact, some initial applications of QKD
will eventually be able to fall into the 6G ϐinal part of
design and standardization. But, beyond that, there are
other ways to use quantum entanglement for commu‐
nication networks. Some examples are synchronisation
between communication participants (important for se‐
cure and efϐicient communication protocols), latency‐free
processing of data in the communication network dur‐
ing transport or simply higher data rates. Quantum tech‐
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nologies bring advantages to all kinds of communications 
in ϐixed networks, cellular mobile communications, and 
even satellites. Quantum communications will realise 
communication networks quite more secure against hos‐
tile attacks from the outside. The combination of quan‐
tum computing and quantum communications, towards 
the so‐called quantum Internet, will be an exciting ϐield of 
research in this regard but it will be ready for beyond 6G 
networks. In fact, the pillar of quantum communication 
networks is the distribution of entangled systems among 
the communicating nodes. However, the distribution is 
strongly limited by the attenuation and the coupling, im‐
plying the reduction of quality according to the distance. 
That is why signiϐicant effort is devoted to the design and 
realisation of the so‐called quantum repeaters. Neverthe‐
less, quantum repeaters need the theoretical and practi‐
cal realisation of reliable quantum memories and error‐
correcting schemes. These technologies will hardly be 
ready for massive deployment and integration into 6G. 
Because of that, the quantum communication networks 
that will be realisable in 6G will be quantum LANs and 
quantum campus networks. Fig. 13 depicts a conceptual 
schematic of a quantum campus network. Classic LANs 
(and also classic‐quantum LANs) are equipped with quan‐
tum routers, responsible for creating and distributing en‐
tanglement among the quantum nodes. If these routers 
communicate wirelessly, they require telescopes to reveal 
the photons.

Side by side, another important emerging communica‐
tion paradigm refers to nano‐scale and molecular com‐
munications [113]. Instead of using electromagnetic 
waves, in molecular communications, the information is 
mainly sent via the diffusion of molecules through a spe‐
ciϐic channel. Additionally, speciϐic molecules can be 
employed to carry chemo‐signals or instead molecular 
structures containing information. In this way, molec‐
ular carriers can set up multiple independent channels 
using the same medium. If molecules are biological, 
these communications are labelled ’nano‐bio’. Nano‐bio‐
communications are the main technology to realise intra‐
body networks.
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Fig. 14 – Hybrid scenario, in which molecular communications via dif‐
fusion are combined with usual wireless communication technologies.

Nano-bio-communications can fall into five categories ac-
cording to the channel characteristics: Diffusion-based,
molecules are immersed in a ϐluid and they freely diffuse; 
wired active, molecules move in predeϐined microtubules; 
wireless active, using bacteria carrying messages in their 
DNA or using nanorods (e.g. platinum or gold) exploiting 
the chemical energy of the environment; physical contact‐
based, communication happens via contacts; Förster res‐
onance energy transfer (FRET)‐based employing speciϐic 
molecules called ϐluorophores, which can be excited by 
either optical or chemical stimuli. Side by side, another 
classiϐication of nano‐bio communications is possible ac‐
cording to the way molecules propagate [114]. First, 
walkway‐based communications follow predeϐined paths, 
next ϐlow‐based communications release molecules in a 
ϐluid and guide them using currents or ϐlows, and ϐinally 
diffusion‐based communications. Even if signiϐicant re‐
search is ongoing to design and develop the ϐirst molec‐
ular communication to empower eHealth and realising 
intra‐body networks, the paradigm of the Internet of Bio‐
Nano‐Things [115] is still far from being reality. Fig. 14 
depicts the combination of molecular and classic commu‐
nication technologies, for example, in industrial scenar‐
ios and agriculture. Various nano‐nodes emit molecular‐
based signals via diffusion to a nano‐router, which can for‐
ward the information. As an example, this can be a pos‐
sible use case of monitoring speciϐic conditions in chem‐
ical industry. Next, nano‐routers can also be gateways 
and aggregation points for then being able to convert the 
molecular signals into classic ones. By equipping these 
gateways with classic wireless interfaces, the information 
sent by molecules can be transmitted through longer dis‐
tances, for example in industrial campus networks or via 
the Internet. As it has just been said for quantum com‐
munications, we believe that the technical issues, and the 
ethics problems involved within biomolecular communi‐
cations, will make molecular communications available 
for networks beyond 6G.

6. CONCLUSION

This article started describing the main characteristics of 
LTE wireless cellular networks in parallel to the emerging 
softwarization and computing paradigms, that were caus‐
ing the inherent change of wireless networks towards the 
advent of 5G. Next, the critical presentation of 5G archi‐
tectural characteristics, KPI, use cases, and standardised 
technologies was important to show and to motivate in 
detail what applications and services will lead to 6G com‐
munication networks. For this purpose, the article sur‐
veyed the research trends in the literature about 6G, in or‐
der to understand what the 6G system requirements, KPI, 
innovative architectures and applications will be. The ϐi‐
nal part of this work critically discussed the main aspects 
of 6G in the authors’ vision, in respect of what the litera‐
ture has been proposing and what 5G has become in the 
current standardization phase.
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uHDD ultra‐High Data Density
uHSLLC ultra‐High‐Speed Low‐latency

Communications
uMTC ultra‐reliable Machine‐Type

Communications
UMTS Universal Mobile Telecommu‐

nications System
uMUB ubiquitous Mobile Ultra‐

Broadband
UPF User Plane Function
URLLC Ultra‐Reliable Low‐Latency

Communication
UTRAN UMTS Terrestrial Radio Access

Network

VIM Virtualized InfrastructureMan‐
ager

VLC Visible Light Communications
VNFM Virtual Network Function Man‐

ager
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VR Virtual Reality

WCDMA WidebandCode‐DivisionMulti‐
ple Access

WLAN Wireless Local Area Network
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