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Abstract
Electron–cyclotron waves are a tool commonly used in tokamaks, in particular to drive current.
Their ability to drive current in a very localized manner renders them an optimal tool for MHD
mode mitigation. However, such applications require high accuracy and good control of the
power deposition location to efficiently target the magnetic islands. It has been indirectly
observed that the suprathermal electron distribution, resulting from the wave absorption, is
broader than what is expected from experimentally-constrained forward drift-kinetic modeling.
The present paper explores the possibility that beam scattering through the turbulent edge of the
plasma may explain this observed discrepancy. In particular, full-wave studies exhibit three
beam broadening regimes, from superdiffusive to diffusive, with an intermediate regime
characterized by a Lorentzian beam profile with a slightly increased full-width at half maximum
with respect to the quiet plasma case. In the tokamak à configuration variable, dedicated plasma
scenarios have been developed to test this hypothesis. A realistic worst-case fluctuation scenario
falls into this intermediate beam broadening regime. By comparing the experimental hard x-ray
emission from suprathermal electron Bremmstrahlung with the emission calculated by coupling
a full-wave model to a Fokker–Planck solver, it is shown that, in the tested cases, the beam
broadening is not sufficient to explain the aforementioned discrepancy between simulation and
experiment and that another mechanism must play the main role in broadening the suprathermal
electron distribution.

a See Reimerdes et al 2022 (https://doi.org/10.1088/1741-4326/ac369b) for the TCV Team.
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1. Introduction

Electron–Cyclotron (EC) waves are widely used in the toka-
mak community to heat the plasma and to drive current, taking
advantage of the resonant energy transfer from the wave to
the plasma, via the cyclotron motion of electrons. The short
wavelength and excellent directionality of these waves res-
ult in a high degree of accuracy in the spatial localization of
the power deposition [1]. Depending on the EC wave vector
component parallel to the main magnetic field k∥, it is pos-
sible to solely increase the electron temperature using the so-
called EC Resonant Heating (ECRH, k∥ = 0) or to drive cur-
rent by Doppler shifting the resonance in velocity space. This
results in an asymmetric distortion of the electron distribution
function, using the EC Current Drive configuration (ECCD,
k∥ ̸= 0). This ability to drive current locally and to shape the
current profile renders the ECCD the primary foreseen tool
for the mitigation of magneto-hydro-dynamic (MHD) instabil-
ities, such as Neoclassical Tearing Mode (NTM), in future
large fusion devices. The principle of MHD mitigation is to
drive current into the magnetic islands, which requires pre-
cise knowledge of the plasma position as well as of the power
deposition location [2]. However, it has been observed that the
radial distribution of suprathermal electrons, resulting from
the ECwave absorption accelerating electrons to suprathermal
velocities, is broader than expected from ray-tracing and drift-
kinetic simulations [3, 4]. This broadening can hamper the
accuracy of the EC power deposition localization, and the
underlying mechanisms must be understood to improve the
predictive capabilities of the numerical tools. Recent work on
DIII-D [5] has shown that the experimentally reconstructed EC
power deposition profile is broader than the one obtained using
forward ray-tracing modeling by a factor 1.6–3.6. This study
also concludes that, in ITER, full NTM suppression will be
achievable only for a broadening factor of the power depos-
ition profile less than 2.4, considering the available EC power.

A first mechanism proposed to understand the discrepancy
between experimental observations and drift-kinetic simula-
tions is the increase of the radial transport of suprathermal
electrons induced by the EC wave [3]. This has been sug-
gested by EC power modulation experiments performed on
the Tokamak à Configuration Variable (TCV, major radius
R= 0.89m, minor radius a= 0.25m, magnetic field B0 ∼
1.5T) [6], coupled with drift-kinetic forward modeling using
ad-hoc transport models, concluding that the radial trans-
port of electrons should be proportional to the phase-space-
localized EC wave deposited power to recover the experi-
mental data [7]. This ad-hoc transport has been correlated
experimentally as well as numerically with an increase of tur-
bulent transport with EC power, related to Trapped Electron
Modes (TEMs) or Ion Temperature Gradient (ITG), in a

stiff electron temperature profile configuration [8]. This work
uses drift-kinetic simulations, but also first principles flux-
driven gyro-kinetic simulations, benefiting from the develop-
ment of a realistic EC power source in the gyro-kinetic code
ORB5 [9, 10].

A second possible explanation, which does not exclude the
first one, is the scattering of the EC beam passing through
the fluctuating plasma refractive index before its absorption.
This scattering results in an average beam broadening that
may affect the power deposition profile. Analytical and numer-
ical work has been performed to better understand this broad-
ening effect, using different approaches such as quasi-optics
[11–13], statistical Fokker-Planck formalism [14, 15], ray tra-
cing coupled to a drift-kinetic Fokker–Planck solver [16–18],
wave-kinetic equation solver [19] benchmarked against full-
wave simulations [20–22], proper full-wave simulations in
tokamak-relevant conditions [23], or simulations of the effect
of single-blob [24] and multi-blob [25] density structures on a
microwave beam. These numerical studies tend to conclude
that the effect of wave scattering on the beam broadening
may be important, particularly in large-sized tokamak like
ITER or DEMO, where the wave travels over a distance of
meters before reaching the absorption location. Quantifying
this effect is still challenging, as it highly depends on the
properties of the density fluctuations. For the ITER equat-
orial launchers in the baseline H-mode scenario, one can
expect from 20% to 150% of beam broadening [21]. A multi-
model approach has also been proposed to study NTM mit-
igation using EC waves in a turbulent plasma, concluding
that, for ITER-relevant configurations, the damping time of
the NTM is up to four times longer in the presence of edge-
localized density blobs because of the turbulence-induced
beam refraction and diffraction [26]. Part of these studies focus
mainly on the beam broadening but not on the resulting power
deposition profile, which also depends on the wave injection
configuration.

Recently, effort has been placed in the experimental charac-
terization of the impact of edge-localized density fluctuations
on the beam broadening. Experimental studies on the toroidal
device TORPEX [27] and on TCV [28, 29] in the case of non-
absorbed, fully-transmitted microwave beam, with the sup-
port of a full-wave propagation solver, have shown a correl-
ation between the transmitted EC power and the density fluc-
tuations. In TCV specifically, it has been related to a combina-
tion of Scrape-Off Layer (SOL) turbulence, using experiment-
ally validated fluid simulations performed with the Global
Braginskii Solver (GBS) code [28], and core turbulence calcu-
lated by gradient-driven gyro-kinetic simulations [29]. It was
shown that core turbulence, even though of relatively lower
amplitude than edge turbulence, can account for up to 50%
of the measured transmitted power deposition broadening. In
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DIII-D, the beam broadening has been experimentally evid-
enced by analyzing the temperature perturbation induced by
the EC beam, fitting the heat transport with a model taking
into account the beam width, estimated through a full-wave
model [30–32]. In that case, edge density fluctuations have
been characterized using both beam emission spectroscopy
measurements and fluid simulations [32].

The present paper explores the phenomenon of EC beam
broadening and its impact on the power deposition profile,
both numerically and experimentally. In particular, we invest-
igate whether beam broadening can explain the discrepancy
between the Hard X-Ray (HXR) measurements, from supra-
thermal electron Bremsstrahlung emission, and the results
given by drift-kinetic Fokker-Planck simulations for TCV. The
modeling and the density fluctuation measurement technique
are introduced in section 2. Then, in section 3, the differ-
ent numerical tools used in this work are presented. A purely
numerical study is detailed in section 4, using TCV-like ana-
lytical equilibria and scanning the fluctuation parameters, with
the aim of identifying the most probable beam broadening
scenario in TCV, as well as a worst-case scenario. Finally, in
section 5, experimental results are compared with simulations,
using worst-case-scenario but realistic fluctuation parameters.

2. Density fluctuation measurement and modeling

In a turbulent plasma, the electron density can be written as
ne(ρψP ,θ) = n̄e(ρψP)+ δne(ρψP ,θ) in the poloidal coordinate
system (ρψP ,θ), where n̄e is the averaged profile and δne the
fluctuating part. In TCV, the profile of the Root-Mean-Square
(RMS) relative density fluctuation level [δne/n̄e]RMS can be
measured by Short-Pulse Reflectometry (SPR) [33]. The SPR
diagnostic sends short pulses or wave-trains (⩽1 ns) at vary-
ing microwave frequencies (50GHz to 75GHz), with a pulse
repetition rate of 8.33MHz in either O- or X-polarization.
Upon encountering the cut-off, the pulse reflects back to the
SPR receiver. The returned pulse is then recorded using an
Analog-to-Digital Converter (ADC) with a sampling rate of
32Gsamples s−1. The statistical properties of the group delays
are analyzed to infer information about the plasma density
fluctuations: in particular, the RMS fluctuation level can be
inferred from the RMS value of the delays [34]. For O-mode
waves, the cutoff depends only on the plasma density, so the
analysis of the reflected pulse delay gives direct information on
the position of a given density layer (the pulse shape is fitted
with a Gaussian to ensure a good estimate of the pulse delay
is provided). X-mode polarization is used to probe the edge of
the plasma as it is reflected at lower plasma density than O-
mode. However, the analysis is more challenging as the cutoff
for X-mode depends on both the plasma density and the mag-
netic field. A poloidal view of the plasma area probed by the
SPR for a relevant TCV shot used in this study is shown in
figure 1.

Simulations are performed using random 2D fluctuating
density profiles, generated by an analytical model, developed

Figure 1. Poloidal view showing the plasma area (in red) probed by
the Short Pulse Reflectometer (SPR) for TCV shot #77460 (a) and
lines of sight of the four cameras (C2, C4, C5 and C7) of the Hard
X-Ray Spectrometer (HXRS) (b).

in a drift-wave theoretical framework [16, 17]. The beam
propagation being much faster than the evolution of the tur-
bulence, density fluctuations are assumed to be frozen with
respect to beam propagation. The model consists of a trun-
cated Fourier series of Gaussian modes, convoluted with a
1D spatial envelope F∆(ρψP). The turbulent density struc-
tures are assumed to be toroidally homogeneous (blob-like).
Since, in TCV, the toroidal extent of the EC beam at the
edge is rather small (beam width of the order of 2 cm com-
pared to an edge major radius of 1.12m, meaning a toroidal
extent of ϕ≃ 1o), the helicity of the magnetic field, and so
of the edge-localized field-aligned density blobs, is neglected
in this model. This model gives for each independent time
step

δne
n̄e

(ρψP ,θ, t) = F∆ (ρψP)

[
2σfπ

1/4

√
Lf

Lc (ρψP)

×
pmax∑
p=1

exp

(
−π

2

2

(
Lf

Lc (ρψP)

)2

p2
)

× sin(Φp (ρψP ,θ, t))

]
(1)

where p is the mode number, σf is a parameter controlling
the RMS of the density fluctuation level [δne/n̄e]RMS, Lf is the
characteristic size of the turbulent structures, Φp is a random
phase defined by

Φp (ψP,θ, t) = pϑ(ψP,θ)+ 2πχp (t) (2)

with χp a random number ranging between 0 and 1 and ϑ an
angle describing the drift wave poloidal structure, satisfying

3



Nucl. Fusion 64 (2024) 026019 J. Cazabonne et al

the relationsB ·∇ϑ= 0 and∇ψP ·∇ϑ= 0. The characteristic
length Lc is given by

Lc (ψP) =
1

q(ψP)

ˆ 2π

0
r(ψP,θ)

B(ψP,θ)
Bϕ (ψP,θ)

dθ
cos(α(ψP,θ))

(3)

where B and Bϕ are the total and toroidal magnetic fields
respectively, r is the minor radius, q is the safety factor and
α the metric angle accounting for non-circular magnetic flux
surfaces. Only dominant modes up to pmax are considered, with
the limit set by

pmax =

√
−2lnβ
π

Lc (ψP)
Lf

(4)

with β the minimum amplitude of the mode.
Different shapes can be assumed for the 1D spatial envel-

ope F∆, which is fitted to the SPR experimental data, paramet-
rized by the Half-Width at Half Maximum (HWHM) ∆, the
RMS fluctuation level at the edge [δne/n̄e]RMS,1 and the back-
ground RMS fluctuation level [δne/n̄e]RMS,0. In TCV, meas-
urements with the SPR diagnostic are limited to ρψP ⩽ 0.95
for the studied scenarios, and it is very challenging to extra-
polate data at the separatrix and in the outer edge, as the
density fluctuation level is expected to sharply increase with
radius. This behavior was already experimentally shown in
the TEXT tokamak [35] and later confirmed by experiments
in TCV [36, 37] and in ASDEX Upgrade [38], among oth-
ers. This tendency is also observed in fluid simulations of the
plasma edge, such as in TCV [29] or in DIII-D [32]. In par-
ticular, it has been shown in TCV, using a fast reciprocat-
ing Langmuir probe on the plasma equatorial midplane, that
the relative RMS level of density fluctuation sharply increases
toward the edge, saturating in the SOL at [δne/n̄e]RMS,SOL =
60± 10% for a wide range of plasma scenarios [36, 37].
Given the uncertainties on its determination, the parameter
[δne/n̄e]RMS,1 has to be scanned over a realistic range to
assess the potential impact of edge density fluctuations on
the EC beam and power deposition broadening in actual
experiments.

The expected typical size of turbulent structures is Lf ∼ 5–
10 ρL,s, with ρL,s the sonic Larmor radius defined by ρL,s =
cs/Ωc,i where the sound speed is cs =

√
kBTe/mi and the ion

cyclotron frequency is Ωc,i = qiB/mi. It has been shown in
DIII-D that, for L-mode plasmas, the edge density fluctu-
ation correlation length scales as Lf ∼ 5–10 ρL,s, by compar-
ing experimental measurements from reflectometry and gyro-
kinetic simulations of ITG modes [39]. In the linear mag-
netized plasma of the LAPD machine, density blob analysis
using Langmuir probes shows that the typical blob size scales
around 10 ρL,s [40]. Finally, fluid simulations of TCV L-mode
discharges using the GBS code found a correlation length of
7.4 ρL,s in the SOL [41].

Ultimately, the goal of this study is to test whether the EC
beam scattering through the turbulent plasma can explain the
discrepancy between simulations and experiments, so themost

interesting cases are the worst-case scenarios. This translates
to ion-scale, high-amplitude density fluctuations. This will be
discussed further in section 4.

3. Numerical tools for wave propagation and
absorption, and for comparison with experiments

EC wave propagation and absorption in tokamaks can be sim-
ulated in many different ways, using tools such as ray-tracing
codes (e.g. C3PO [18]), paraxial beam-tracing codes (e.g.
TORBEAM [42, 43]), complex eikonal beam-tracing codes
(e.g. GRAY [44]), wave-kinetic solvers (e.g. WKBeam [19])
and full-wave codes (e.g. IPF-FDMC [45] or EMIT-3D [46]),
each having their strengths and their limitations. An overview
and a benchmark of different ray-tracing, beam-tracing and
quasi-optical codes for an ITER configuration can be found
in [47], and in [48] for European codes. Two different and
complementary approaches are used in the present paper to
propagate the EC beam: full-wave and ray-tracing, while the
EC beam quasilinear absorption is treated in a drift-kinetic
Fokker-Planck solver.

3.1. Full-wave finite elements COMSOL solver

TheRadio-Frequencymodule of COMSOLMultiphysics® [49]
(hereafter referred to simply as COMSOL) provides a finite-
element solver allowing the resolution of the full-wave
equation governing the evolution of the EC beam electric
field in Fourier space Ẽ(x,ω)

∇×
(
∇× Ẽ(x,ω)

)
− ω2

c2
ϵ(ne (x) ,B(x) ,ω) Ẽ(x,ω) = S

(5)
with ω the beam frequency, x the position vector, S a source
term and ϵ the plasma dielectric tensor. The dielectric tensor is
reduced to its Hermitian part ϵH (ϵH,ij = ¯ϵH,ji), so the model is
limited to treating the EC beam propagation, but not its absorp-
tion (no dissipation effects are included) [50]. Thermal effects
appears at first order only close to the resonance, which is
very localized in space for a Low-Field Side (LFS) EC beam
launching configuration. In that case, the propagation of an EC
wave can be efficiently modeled with the cold plasma dielec-
tric tensor [1, 51]. This approximation may not be valid for EC
waves launched along the resonant layer.

The cold plasma dielectric tensor for a general magnetic
field in Cartesian coordinates has been derived and implemen-
ted in COMSOL and reads [28, 29]

ϵH =

S
(
1− b21

)
+Pb21 +iDb3 +Qb1b2 −iDb2 +Qb1b3

−iDb3 +Qb2b1 S
(
1− b22

)
+Pb22 +iDb1 +Qb2b3

+iDb2 +Qb3b1 −iDb1 +Qb3b2 S
(
1− b23

)
+Pb23


(6)

where b1, b2 and b3 are the normalized components of
the magnetic field in an arbitrary Cartesian coordinate sys-
tem, and P, S, D and Q are the Stix coefficients [52]
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P= 1−
ω2
p,e

ω2
; S= 1−

ω2
p,e

ω2 −Ω2
c,e

D=
Ωc,e

ω

ω2
p,e

ω2 −Ω2
c,e

; Q= P− S=
Ω2
c,e

ω2 −Ω2
c,e

(7)

with the plasma frequency ωp,e =
√
nee2/(ε0me) and the elec-

tron cyclotron frequency Ωc,e = eB/me. The computational
cost of such simulations limits the calculation to 2D config-
uration only. So only ECRH and 2D ECCD can be treated
(e.g. ECCD beam propagating on the equatorial midplane).
This high computational cost is partly due to the fact that a
mesh size such that Lmesh ⩽ λ0/5 is necessary to avoid numer-
ical diffraction of the beam by the mesh itself [28]. The source
term in equation (5) is set to a Gaussian electric field at the EC
beam launcher position, corresponding to the initial EC beam
profile. For a Gaussian beam, the norm of the electric field
is |E(s∥,s⊥)|= E0(w0/w(s∥))exp(−s2⊥/w(s∥)2) where w0 is
the beamwaist, s∥ is the distance from the beamwaist position
along the beam propagation direction and s⊥ is the distance
from the beam center in the transverse direction, w(s∥) is the
beam width and E0 is the electric field amplitude at the beam
waist position.

3.2. Ray-tracing C3PO code

Ray tracing is a very common tool for calculating wave
propagation and linear absorption as it is fast and flexible and
is often coupled to other codes that need at least an EC wave
propagation solver, such as drift-kinetic Fokker-Planck solver
(e.g. LUKE [53]). The ray-tracing code C3PO [18] solves the
following Hamiltonian system to propagate the optical ray

dX
dt

=−∂D
∂k

/
∂D
∂ω

dk
dt

=
∂D
∂X

/
∂D
∂ω

(8)

where X is the position vector of the ray, k is the wave vec-
tor and D is the Hermitian part of the dispersion relation, the
anti-Hermitian part being related to wave absorption. These
six ordinary differential equations are then solved using the
Runge–Kutta–Fehlberg method, making the calculation fast
and adapted to the tokamak geometry. However, contrary to
full-wave codes, the solver relies on the Wentzel–Kramer–
Brillouin (WKB) approximation that constraints the ordering
of the different characteristic lengths. The equilibrium char-
acteristic length Leq, the equilibrium inhomogeneity or fluctu-
ation characteristic length Lf and the beamwavelength λ0 must
satisfy the following ordering:

Leq ≫ Lf ≫ λ0. (9)

This may be an issue when considering edge density fluctu-
ations as Lf scales as 1–10 ρL,s, meaning that it is possible to
have Lf ∼ λ0 (order of millimeters).

In C3PO, the total beam power is evenly spread between
several power tubes, so-called beamlets, each carrying the

same fraction of the total power. The beamlets are radially
and azimuthally spread around the central ray, and the distance
between the beamlets and the central ray is constrained by the
width of the beam power profile (proportional to the square
of its electric field). Indeed, the radial spreading of the beam-
lets is such that the radial power density corresponds to either
a Gaussian or a Lorentzian beam profile. Different modes are
available: it is possible to estimate the Gaussian beam width
along the propagation direction using Gaussian beam theory,
taking into account the plasma refractive index and the pol-
oidal curvature of magnetic flux surfaces (but only in the case
of a quiet plasma) [54], or to input a custom Gaussian or
Lorentzian beam width. This physical Gaussian beam imple-
mentation is still different from those of beam tracing and full-
wave codes as the beam power profile is discrete and only
refraction and small diffraction are treated but no higher order
of diffusion, such as scattering. Indeed, this Gaussian beam
model is developed within the paraxial approximation, mean-
ing that the beamwidth must be much smaller than the charac-
teristic diffraction length [55]. It is also developed within the
WKB approximation, implying that the characteristic space
scale of the beam width variation must be much greater than
the beam wavelength. On the other hand, the custom mode
enables the treatment of absorption for a beam propagated by
the full-wave COMSOL model. All LUKE-C3PO simulations
presented in this paper have been performed using this custom
beam width model using inputs from COMSOL.

3.3. Bounce-averaged drift-kinetic LUKE for quasilinear
wave absorption and comparison with Hard X-Ray
Spectrometer (HXRS)

The drift-kinetic Fokker-Planck code LUKE [53] solves the
bounce-averaged linearized Fokker–Planck equation, yielding
the electron distribution function fe. This equation reads

∂fe
∂t

=
∑
s

C ( fe, fs)+
∑
n

QEC,n ( fe)+ E ( fe) (10)

where C( fe, fs) is the operator describing collisions between
electrons and species s. In TCV, those species are other elec-
trons, the main deuterium ions and carbon VI+ impurities.
LUKE only computes the electron distribution function so, for
species other than electrons, fs is considered to be Maxwellian
in the collision operator. The operator E( fe) describes the
Ohmic electric field and the operatorQEC,n( fe) the quasilinear
diffusion related to the wave-plasma interaction for each har-
monics n. LUKE is directly coupled to C3PO, which solves
the wave propagation and provides an initial guess of the
wave power deposition. The quasilinear wave power depos-
ition is then calculated iteratively, as the electron distribution
is affected by the wave power deposition, which is, in turn,
affected by the electron distribution. In this paper, LUKE cal-
culations are performed in the time-asymptoticmode,meaning
that the electric field is imposed by the measured loop voltage
at the edge, assuming that the wave-induced electric field has
completely diffused.
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LUKE calculations are interesting for the present study
for two main reasons: the possibility of estimating the power
deposition resulting from COMSOL full-wave propagation by
using the custom beam width mode of C3PO (later referred to
as COMSOL-LUKE simulations), and the ability to compare
simulation results directly with TCV experimental data. Such
comparisons are enabled by the R5-X2 module of the LUKE
suite [56], which computes the fast electron Bremmstrahlung
from the non-thermal electron distribution function, and is
used as a synthetic diagnostic for the TCV HXRS [57]. The
HXRS consists of a set of four compact cameras, each pos-
sessing 24 cadmium telluride photodiodes, with a tungsten col-
limator defining the lines of sight, measuring the HXR count
rate from suprathermal electron Bremsstrahlung (20–200 keV
range, with 8 keV resolution). The count rate is sorted by
energy bins using optimized digital pulse processing [58]. The
complete set covers a total poloidal section of the tokamak.
The synthetic diagnostic uses an experiment-based model of
the cadmium telluride response function to estimate the line-
integrated hard x-ray count rate that can be directly compared
to the HXRS data [59]. A poloidal display of the HXRS lines
of sight is shown in figure 1.

4. Full-wave numerical studies and beam
broadening regimes: identifying a worst-case
scenario

To assess the possible impact of turbulent density on the EC
beam broadening in the TCV configuration, a purely numer-
ical study is performed for a wide range of turbulent paramet-
ers. Three analytic equilibria are generated, using the solution
to the Grad–Shafranov equation provided in [60]. The main
parameters for these equilibria are summarized in table 1. The
fluctuation patterns are generated using equation (1), envel-
oped by a 1D Gaussian centered around the Last Closed Flux
Surface (LCFS)F∆ = exp(−[(ρψP − 1)/∆]2). Themain para-
meters controlling the density fluctuations are the amplitude
σf , the envelope HWHM ∆ and the characteristic size of
the fluctuations Lf. The EC beam is a 82.7GHz (3.625mm
vacuum wavelength) X-polarized beam, launched from the
LFS in an ECRH configuration. In such a configuration, the
beam is nearly fully-absorbed at the second harmonic reson-
ance location (confirmed by C3PO ray-tracing calculation).
To simulate a turbulent plasma, the EC beam is propagated
through 100 individual and independent fluctuating density
snapshots (assuming that the beam propagates much faster
than the fluctuation correlation time), using the full-wave
COMSOLmodel. The beam electric field is then averaged over
the snapshots, yielding the average impact of edge-localized
density fluctuation on its broadening. The number of snap-
shots is enough for the width and position of the averaged
EC beam to converge (at least before the absorption loca-
tion). The beam electric field profile transverse to its propaga-
tion direction is then fitted with both Gaussian and Lorentzian
shapes, so that the best fit is used to build a custom beam

width input for the COMSOL-LUKE simulations, which then
calculates the quasilinear absorption. To illustrate the method-
ology, examples of an EC beam computed with COMSOL in a
quiet plasma and in a turbulent plasma, both time-averaged and
instantaneous, are shown in figure 2, together with the asso-
ciated EC beam profiles taken just before the wave absorp-
tion location. The different scans in fluctuation parameters are
summarized in table 2.

Beam scattering through a turbulent layer can be associated
with different broadening regimes [20]. These regimes can be
characterized within the framework of the wave-kinetic the-
ory, considering the mode conversion of a wave by conser-
vative momentum transfer with fluctuations: it is a three-wave
coupling scenario involving the incident beam, the scattered
beam and density fluctuations. Writing the three-wave coup-
ling equations yields a microscopic scattering cross-section,
which is then integrated over the refractive index space and
modes to give a macroscopic scattering cross-section ΣX.
Finally, the average number of scattering events λX is estim-
ated by integrating this macroscopic cross-section along the
beam path, or is simplified considering λX = ⟨ΣX⟩[∆s∥]f, with
⟨ΣX⟩ the macroscopic scattering cross-section averaged over
the beam path and [∆s∥]f the width of the turbulent layer
crossed by the beam. For X-polarization, the simplified ver-
sion of λX can be written as [20]

λX ≃
√
π

2
1

N⊥,X

(
ω

ω+Ωc,e

)2 [
δne
nc

]2
RMS

k20Lf
[
∆s∥

]
f

(11)

with N⊥,X the component of the refractive index for X-
polarization perpendicular to the magnetic field, nc the cutoff
density, defined by nc = n̄e(ω/ωp,e)2 and k0 the EC beam
wave number in vacuum. Figure 3 shows the EC beam
broadening at the wave absorption location sabs∥ , defined

by Γb = FWHM[⟨|E|⟩t,fluct](sabs∥ )/FWHM[|E|quiet](sabs∥ )− 1,
and the associated power deposition profile broaden-
ing plotted against log(λX) for all the simulated cases.
Also shown is the difference between the coefficient of
determination for a Gaussian fit R2

G and a Lorentzian
fit R2

L of the transverse beam section at the absorption
location.

To estimate the power deposition profile, a total of 300
rays have been used in C3PO: 50 rays are used in the radial
direction to properly reconstruct the Gaussian or Lorentzian
beam profile (the error on the beam width is less than 2%
between the prescription from COMSOL and the ray discret-
ization), spread in six different directions perpendicular to the
beam propagation direction. This discretization may lead to
some artifacts in the power deposition profile, as shown in
figure 5. In that case, only the base of the power deposition
profile is considered, and the sharp, narrow peak is excluded
from the Gaussian fit performed to estimate the FWHM of
the power deposition profile. It is possible to clearly see the
effect of the beam broadening on the width of the base of
the power deposition profile (see examples in figure 4). The
broadening of the power deposition profile ΓP is estimated as
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Table 1. Analytic equilibrium parameters generated using the method described in [60]. All equilibria are up-down symmetric and share the
minor radius a= 25 cm, the major radius R0 = 88 cm, the on-axis magnetic field B0 = 1.5 T, the elongation κ= 1.3, the triangularity
δ= 0.1, the pressure gradient ∂p/∂ψP,n = 110−4 Pa (with ψP,n = ρ2ψP

the normalized poloidal magnetic flux), Te = Ti and Zeff = 1. The
density profile is proportional to (ρψP)

k with k= 4/3. The temperature profile is adjusted so that the requested pressure gradient is matched.

Analytic equilibrium# AE#1 AE#2 AE#3

On-axis density ne,0 2.5× 10−19m−3 2.5× 10−19m−3 2.5× 10−19m−3

Edge density ne,1 6.25× 10−18m−3 8.00× 10−18m−3 6.25× 10−18m−3

Edge temperature Te,1 599 eV 172 eV 172 eV
Edge Larmor radius ρL,s,1 3.0 mm 1.6 mm 1.6 mm

Figure 2. Poloidal view of (a) the EC beam computed with COMSOL in a quiet plasma, (b) the EC beam computed with COMSOL in a
turbulent plasma, averaged over 100 fluctuation snapshots, (c) an example of a fluctuation snapshot generated using equation (1) and (d) the
associated instantaneous EC beam electric field, computed with COMSOL. The red dashed line indicates the transverse cut along which the
electric field is plotted in (e).

Table 2. Scanned fluctuation parameters for different analytic
equilibria, using 1D Gaussian envelope F∆ = exp
(−(ρψP − 1)2/∆2) for the fluctuation model.

Scan# Equilibrium σf ∆ Lf

S#1.1 AE#1 0.4 0.10 1–12 ρL,s
S#1.2 AE#1 0.2–0.8 0.02, 0.10 5 ρL,s
S#2.1 AE#2 0.4 0.10, 0.15, 0.20 1–10 ρL,s
S#3.1 AE#3 0.4 0.10, 0.20 1–10 ρL,s

the ratio of the FWHM of the fit for a case with fluctuations
to the quiet case, minus 1. This fitting process is illustrated
in figure 5. The obtained broadening ΓP is thus a conveni-
ent parameter to qualitatively assess the relative impact of the
beam broadening on the power deposition profile. It is import-
ant to note that the discretization artifact completely disap-
pears when using 50× 20 rays instead of 50× 6, at the cost
of a substantially increased numerical expense (roughly by a
factor 4).

Three different beam broadening regimes can be described
from these results. For log(λX)≪ 0, the beam bulk is not
very affected, and the transverse beam profile remains a nearly
unmodified Gaussian, with a non-zero background electric
field resulting from the beam scattering. This mode corres-
ponds to the so-called superdiffusive regime described in [20].
On the other hand, for log(λX)⩾ 0, the beam clearly broadens
and its transverse profile is either a broadened Gaussian or
Lorentzian, as both Gaussian and Lorentzian fits quite well the
transverse beam profile, with a small difference between the
coefficients of determination of the respective fits. This corres-
ponds to the diffusive regime described in [20]. An interme-
diate regime can also be identified for log(λX)⩽ 0, where the
beam FWHM does not significantly increase, but the beam’s
transverse profile is distorted by scattering off the density
blobs and becomes closer to a Lorentzian than aGaussian, with
non-negligible wings rising on the side of the bulk beam. This
intermediate regime represents a smooth transition between
the superdiffusive and the diffusive regime, with the sides
of the beam profile being affected before the bulk. Such

7
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Figure 3. Broadening of the beam FWHM at the absorption location (a), broadening of the base of the power deposition profile (b) and
difference in the coefficient of determination between a Gaussian and a Lorentzian fit of the transverse beam electric field profile from
COMSOL simulations (c) for the scans summarized in table 2, plotted against log(λX) (see equation (11)). The coefficient of determination
of the fit is used to determine whether the shape of the beam at the absorption location is Gaussian or Lorentzian. Error bars on λX come
from the variation of the profiles within the turbulent layer. Error bars on the power deposition broadening come from the 95% confidence
interval of the Gaussian fits. All cases are ECRH cases.

Figure 4. Transverse cut of the beam electric field averaged over 100 fluctuation snapshots, taken at the wave absorption location in
equilibrium AE#2 (see table 1), computed by COMSOL and illustrating the superdiffusive regime (a), the intermediate regime (b) and the
diffusive regime (c) of EC beam broadening. Associated Gaussian fits of the base of the power deposition profile (sharp, narrow peak has
been removed) are shown in panels (d), (e) and (f ) respectively. All cases are ECRH cases.

Lorentzian beam shapes have already been observed in other
full-wave studies [22]. These three regimes are illustrated in
figure 4, which shows examples of transverse beam profiles
for different fluctuation cases. As expected, the power depos-
ition profile broadening increases with the beam broadening.
However, a Lorentzian-shaped beam can also lead to power
deposition profile broadening while having a beam FWHM
close to the quiet case.

The worst case scenario, corresponding to a large power
deposition profile broadening, is mainly the diffusive regime,

although the intermediate regime can lead to a non-negligible
power deposition profile broadening too (see figure 4). At a
given EC beam frequency, the beam broadening is increased
for high relative density fluctuation RMS [δne/n̄e]RMS and high
level of absolute background density n̄e, as well as for a large
turbulent layer width [∆s∥]f. To maximize the beam broad-
ening, the fluctuation size Lf should be close to the order of
the beam wavelength λ0. If Lf ≪ λ0, the beam broadening is
superdiffusive and the bulk of the beam is not affected. On the
other hand, for very large fluctuation structures, typically Lf ≫
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Figure 5. Example of fitting of the base of the power deposition profile, for a quiet plasma, using equilibrium AE#2 (see table 1). The
beam is launched in ECRH configuration.

Figure 6. Comparison between the beam broadening estimated with COMSOL Γb and with the semi-empirical model Γemp
b developed in

[23]. The magenta crosses represent points for which at least one parameter is out of the fit range.

w0, the density fluctuations only impact the beam refraction,
leading to almost no impact on beamwidth (see section 5.2 for
an example). The present numerical study also highlights the
fact that, in TCV, the X2 82.7GHz beam broadening regime
is most likely the intermediate beam broadening regime.
The dependencies of the beam broadening on the different
plasma and fluctuation parameters have been extensively stud-
ied in [23], using 2D full-wave simulations, yielding a semi-
empirical formula to quickly estimate the FWHM broadening
of the beam. This study focuses on parameters relevant for
machines larger than TCV, such as DIII-D or ITER, and thus
mainly on the diffusive broadening regime. It does not take
into account the potential change in the shape of the beam,
which can lead to a broader power deposition profile while
the beam FWHM does not change much with respect to the
quiet plasma case. As shown in figure 6, the semi-empirical
model gives good estimates of beam broadening for the dif-
fusive regime cases, but overestimates drastically the broad-
ening for the intermediate regime cases, which are close to
the limits of the fit parameters (and so to the validity domain

of the fit). The model values have been estimated using lin-
ear interpolation of data in table A1 of [23]. Analytical for-
mulas derived from wave-kinetic theory are also available to
estimate the broadened width of O-mode [12] and X-mode
[13] microwave beams propagating in 2D, but they are lim-
ited to Gaussian beam profiles in the low fluctuation level
limit.

5. Experimental study: can beam scattering alone
explain the discrepancy between observations and
simulations?

5.1. Experimental setup

Two different experimental ECCD scenarios are proposed to
study the impact of turbulence on beam scattering in TCV.
Scenario A, illustrated in figure 7(a), minimizes the impact
of beam broadening on the power deposition profile, as the
power deposition is spread within a given flux surface. On the
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Figure 7. Results of C3PO ray tracing for the three different scenarios developed at TCV: a configuration minimizing the impact of density
fluctuations on EC power deposition profile broadening (a) and a configuration maximizing this impact (b). Top view of scenario A (c),
showing the plasma current Ip and the toroidal magnetic field Bϕ directions. The configuration is co-ECCD.

other hand, scenario B, illustrated in figure 7(b), maximizes
this impact as the power is spread perpendicularly to the flux
surfaces. In both scenarios, the 82.7GHzX-polarized ECwave
is steadily injected in the co-current direction, from 0.7 s to
2.5 s (the wave is absorbed at the second harmonic location
in the plasma). The equilibrium is averaged between 1.25 s
and 1.55 s. At these times, the current induced by the wave
absorption has had the time to diffuse completely. The profiles
and time traces of the main plasma quantities are shown in
figure 8 for the main TCV shots of the present study, namely
TCV shots#74301 and#74302, as well as TCV shot#77460
which is a replica of #74301 used as a reference for SPR
measurements.

As mentioned in section 2, information about the dens-
ity fluctuation profile is obtained from SPR measurements.
However, this experimental characterization is limited to
ρψP ⩽ 0.95; therefore, the profile is extrapolated using a
Lorentzian fit until the LCFS at ρψP = 1 and a constant value is
assumed in the SOL, the free parameter being the RMS value
at the LCFS [δne/n̄e]RMS,1 and measurements fixing the back-
ground fluctuation level [δne/n̄e]RMS,0. Two values of edge
density fluctuation level have been studied, [δne/n̄e]RMS,1 =
60% and [δne/n̄e]RMS,1 = 80%, the first one corresponding
to what is expected in TCV [36] and the second to a more
extreme case. The typical fluctuation correlation length is
set to Lf = 10ρL,s. These profiles are illustrated in figure 9
for TCV shot #77460. As shown in figure 10, the expec-
ted beam broadening regime for these two values, and for
both scenarios A and B, ranges between the superdiffus-
ive and intermediate regimes, as described in section 4. A
summary of the TCV shots used for this study is given in
table 3.

5.2. Methodology for the ECCD cases and justification

As mentioned in section 3.1, the full-wave COMSOL simu-
lations are limited to 2D configurations only, which makes it
challenging to properly model the effect of edge density fluc-
tuations on beam broadening in ECCD configurations. This
means that the studied ECCD configuration must be con-
strained to cases in which the beam propagates in a plane. This
is the case for the scenarios A and B (at least before the beam
absorption, see figure 7), respectively minimizing and maxim-
izing the effect of the beam broadening on the power depos-
ition profile, for which a toroidal section can be considered
instead of a poloidal section. The fluctuation model detailed
in section 2 assumes field-aligned structures that are toroid-
ally homogeneous. This is illustrated in figures 11(a) and (b).

A test case is used to assess the validity of using a tor-
oidal section instead of a poloidal one to study the impact
of turbulence on beam broadening. As shown in figure 11,
an X-polarized beam in ECRH mode is propagated along the
plasma equatorial midplane, and its broadening through an
edge-localized fluctuation layer is studied in three different 2D
configurations: a standard poloidal section (figure 11(a)), the
corresponding toroidal section (figure 11(b)) and a modified
toroidal section, using an artificial fluctuation pattern imitating
the poloidal structure (characteristic eddy size) in the toroidal
direction (figure 11(c)). It can be seen in figure 11(d) that, on
average, the beam FWHM does not change much between the
different cases. However, for the poloidal and modified tor-
oidal cases, the beam profile is distorted and evolves from a
Gaussian to a Lorentzian profile along the propagation direc-
tion. This is illustrated in figure 11(e), which shows the beam
electric field transverse to the beam propagation at the wave
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Figure 8. Time traces of central electron temperature and density, plasma current, loop voltage, plasma vertical position and EC injected
power, as well as profiles of electron temperature and density and safety factor for TCV shots#74301 and#77460, corresponding to
scenario A, and TCV shot #74302 corresponding to scenario B. The black dashed lines on time traces represent the time interval over
which profiles are averaged.

Figure 9. Short Pulse Reflectometry (SPR) data for TCV shot#77460 and associated Lorentzian models for two different values of density
fluctuation RMS at the LCFS. The density fluctuation RMS is assumed constant in the SOL. The error bars on the experimental data are
statistical error bars from time averaging.
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Figure 10. Expected beam broadening regime for scenario A (a) and scenario B (b), for the tested fluctuation parameters. The parameter λX
is calculated using equation (11).

Table 3. List of TCV shots used in the present study.

EC beama Parameters

Shot # Scenario Diagnostics θabs0 (o)b ρabsψP
(−)c Zeff (−)d Zp (cm)

74 301 A HXRS −64.2± 1.7o 0.38 1.10 0.6
77 460 A SPR −63.1± 1.5o 0.36 1.10 0.4
77 458 A SPR 89.7± 0.1o 0.41 1.10 0.8
74 302 B HXRS −63.7± 1.3o 0.31 1.35 7.1
77 456 B SPR −89.0± 0.1o 0.23 1.35 7.0
a EC power is 725 kW for shots #74301 and #74302, and 691 kW in all other cases;
b θabs0 is the angle between the wave vector and the magnetic field at absorption location (negative for co-ECCD);
c ρabsψP

is the absorption location in normalized poloidal flux coordinates;
d From LUKE estimations, matching Ip with experiments in ECRH.

absorption location. Here, it is clear that the standard toroidal
case does not reproduce the broadening observed in the stand-
ard poloidal case, while the modified toroidal case matches the
poloidal one well.

Two main consequences arise from this test. First, the
beam broadening in the presence of field-aligned structures,
assuming a poloidal correlation length of the same order (or
smaller) as the beam width, is anisotropic, and the beam
mainly broadens in the poloidal direction. The second con-
sequence is that, to model the beam propagation in a turbulent
plasma for a 2D ECCD configuration, it is preferable to use
the modified toroidal fluctuation pattern, which reproduces
the poloidal beam broadening, as the coupling between
COMSOL and LUKE assumes an EC beam with an azi-
muthally symmetric transverse cross-section. This limit max-
imizes the overall broadening with respect to a case with
a realistic 3D fluctuation pattern. For the present study, we
are interested in a worst case scenario to be compared with
experimental data, but if one wants to improve the predic-
tion capabilities of the numerical tools, the use of a 3D
wave propagation solver is required, at least to treat ECCD
configurations.

5.3. COMSOL-LUKE simulations of experimental cases

COMSOL-LUKE simulations have been performed for TCV
shots, using 50× 20 rays for the coupling via the custom beam
width in C3PO. LUKE simulations require an estimation of the
effective charge Zeff. For the ECCD cases (TCV shots#74301
and #74302 for scenarios A and B respectively), the effect-
ive charge is obtained, assuming a constant profile, by match-
ing the plasma current from LUKE simulations ILUKEp in pure
ECRH cases (TCV shots#77458 and#77456 for scenario A
and B respectively) with the experimental plasma current Ip
from which the bootstrap current IBS has been removed (the
bootstrap current is not simulated in LUKE), so that ILUKEp =
Ip− IBS. Indeed, for pure ECRH cases, the current driven by
the ECwaves is negligible and the effective charge can be used
as a free parameter to match the experimental current. This
gives the Zeff values indicated in table 3. LUKE simulations
have been performed in time-asymptotic mode, which is the
most relevant mode for the present experiments as the typical
characteristic time for the wave-induced electric field diffusion
is of the order of 0.01 to 0.1 s in limited L-mode TCV plasmas
[7, 8].
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Figure 11. Results of 2D COMSOL simulations showing the beam FWHM along the beam path (d) and the associated beam transverse
section at the absorption location (e) for configurations (a) (poloidal section), (b) (toroidal section) and (c) (toroidal section, but using
poloidal-like density fluctuations).

Results from COMSOL simulations, showing the beam
width and beam transverse section at the absorption location
for the two scenarios, are given in figure 12. The beam FWHM
increases slightly, but does not change much with increas-
ing RMS of the density fluctuations. However, the beam pro-
file is distorted from a Gaussian to a Lorentzian shape. These
features are characteristic of the intermediate beam broaden-
ing regime, described in section 4, matching the expectations
obtained using equation (11) (see figure 10). Finally, one can
notice that the beam scattering leads to an asymmetric beam
profile, and this asymmetry increases with the density fluc-
tuation RMS. The average beam refraction is negligible. In
the worst case, at the absorption location, the beam is shif-
ted by 1mm with respect to the reference case. In both scen-
arios, a comparable beam broadening is observed for the dif-
ferent fluctuation patterns that have been tested, in spite of
the fact that the beam travels over a slightly longer distance
before being absorbed in scenario A. The resulting absorbed
EC power profile is shown in figure 13. It can be clearly seen
that, for scenario A, the impact of edge density fluctuations
on the power deposition profile is almost negligible, while
the power deposition profile significantly broadens for scen-
ario B, even though the beam broadening is similar in both

cases. This confirms that the impact of beam broadening on the
actual power deposition profile is also dependent on the beam
launching configuration, and that scenario A minimizes this
impact.

Results from COMSOL-LUKE simulations are compared
to experimental HXRS data in figure 14 for scenario A (TCV
shot #74301) and in figure 15 for scenario B (TCV shot
#74302). The first important observation is that the impact of
density fluctuations on the simulated HXR count rate is almost
negligible for scenario A. On the other hand, the impact of
density fluctuations is clearly visible in scenario B, where the
increase of the density fluctuation RMS induces a flattening of
the HXR distribution. However, in both cases, the measured
HXR count rate is around one order of magnitude lower than
what is estimated using time-asymptotic COMSOL-LUKE
simulations.

The calculated plasma current is overestimated by ∼158%
in scenario A, and by ∼97% in scenario B when consid-
ering [δne/n̄e]RMS,1 = 60% and by ∼67% when considering
[δne/n̄e]RMS,1 = 80%. For the reference case for scenario B,
without considering fluctuations, the current is overestim-
ated by ∼186%. The high electric field, coupled to the EC
wave absorption, can accelerate some electrons up to the
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Figure 12. Beam width profile for scenario A (TCV shot#74301) (a) and scenario B (TCV shot #74302) (b), as well as beam transverse
profile at beam absorption location for scenario A (c) and scenario B (d), computed using COMSOL and poloidal-like top fluctuations, as
shown in figure 11(c). Black dotted lines show the absorption location along the beam path.

Figure 13. Power deposition calculation performed using COMSOL-LUKE in time-asymptotic mode for scenario A (TCV shot#74301)
(a) and scenario B (TCV shot #74302) (b).

runaway regime. A few runaway electrons can then carry
a significant portion of the total plasma current (from 12%
to 34% in these time-asymptotic simulations). The effect of
density fluctuations tends to reduce the calculated driven
current, as well as to reduce the current fraction car-
ried by runaway electrons, which means that the sim-
ulation results get closer to the experimental observa-
tions. However, in the tested configurations, this effect is
not sufficient to bridge the gap between simulations and
experiments.

In practice, the electric field in the simulations is above
the critical electric field for runaway electron generation Ecrit,
given by [61]

Ecrit =
e3ne lnΛ
4πε20mec2

(12)

where lnΛ is the Coulomb logarithm for electron-electron col-
lisions. It is worth noticing that, experimentally, there is no
evidence of a significant presence of runaway electrons. In
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Figure 14. Hard x-ray (HXR) count rate measured by the HXRS and estimated from COMSOL-LUKE simulations (C-LUKE), using both
the time-asymptotic mode, for different density fluctuation conditions, for TCV shot#74301 (scenario (A). The green squares on the top
panels indicate the selected chords for which the HXR spectrum is plotted in the bottom panels. Note that the three types of symbols for
each color (gray, blue and red) are almost exactly superimposed and thus not all visible.

the time-asymptotic simulations, no radial transport of elec-
trons has been added, and so, the confinement time of run-
away electrons in these simulations corresponds to an overes-
timated, ideal confinement time. Moreover, recent studies per-
formed in TCV conclude that ECRH/CD tend to degrade the
confinement of runaway electrons, leading to their expulsion
from the plasma [62]. Therefore, additional LUKE simulations
have been performed, removing part of the runaway electron
domain in velocity space, corresponding to momentum p⩾
pcrit, with pcrit = mec(E∥/Ecrit − 1)−1/2 [61]. A comparison
between synthetic and experimental HXRS data is shown for
scenario B in figure 16. These simulations aim at verify-
ing the impact of density fluctuations on the HXR genera-
tion, without the influence of this artificial runaway electron
population. However, by completely removing the runaway
electron domain, part of the suprathermal electrons are also
removed, thus artificially reducing the synthetic HXR count
rate at higher energies. Therefore, a compromise is made for
these simulations, minimizing the contribution of runaway
electrons, which gives a lower bound to the synthetic HXR

count rate in the time-asymptotic mode. As shown in table 4
and figure 16, even in this configuration, the effect of density
fluctuations on the EC power deposition profile is not suffi-
cient to explain the discrepancy between LUKE and the exper-
imental HXRS data.

The density-fluctuation-induced flattening of the HXR
distribution is still not sufficient to explain the discrep-
ancy between the measurement and the simulations, even
though the studied beam broadening has been maxim-
ized (highest realistic level of density fluctuation RMS,
isotropic beam broadening). It means that another mech-
anism plays a dominant role in explaining the broadening
of the suprathermal electron distribution observed in these
TCV configurations. The proposed mechanism is a wave-
enhanced radial transport of the fast electrons, which has
been first inferred in [7] where an ad-hoc radial transport
proportional to the phase-space-localized EC wave diffusion
was used to match experimental data. This electron transport
has then been associated to an increase of turbulent trans-
port with the EC wave power in [8]. This does not mean
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Figure 15. Hard x-ray (HXR) count rate measured by the HXRS and estimated from COMSOL-LUKE simulations (C-LUKE), using both
the time-asymptotic mode, for different density fluctuation conditions, for TCV shot#74302 (scenario (B). The green squares on the top
panels indicate the selected chords for which the HXR spectrum is plotted in the bottom panels.

that, for other machine conditions, the EC beam broaden-
ing cannot be the dominant mechanism. In particular, the
effect of density fluctuations is expected to have an important
impact in the case of long beam path before wave absorp-
tion far in the diffusive beam broadening regime (e.g. for

high density fluctuation RMS with respect to the EC cutoff
density, or for turbulent layer width much larger than the EC
wavelength), as can happen in bigger machines like ASDEX-
Upgrade [20] and potentially in future large devices like ITER
[17, 20].

16



Nucl. Fusion 64 (2024) 026019 J. Cazabonne et al

Figure 16. Hard X-Ray (HXR) count rate measured by the HXRS and estimated from COMSOL-LUKE simulations (C-LUKE), using the
time-asymptotic mode, for different density fluctuation conditions, for TCV shot#74302 (scenario (B). The green squares on the top panels
indicate the selected chords for which the HXR spectrum is plotted in the bottom panels. Runaway electron domain has been partly removed
from velocity space, corresponding to p⩾ 15 pTe (pcrit ≃ 11 pTe ) at the EC wave absorption location, with pTe the thermal momentum.

Table 4. Current calculated by LUKE in time-asymptotic mode. IRE stands for the runaway electron current. The target plasma current is
78 kA for both scenario A and scenario B.

Scenario [δne/n̄e]RMS,1 ILUKEp (kA) ILUKERE (kA)

A — 204 54
A 60% 200 54
A 80% 196 52
B — 223 76
B 60% 154 30
B 80% 130 15
Ba — 149 7
Ba 60% 126 4
Ba 80% 117 2
a Runaway electron domain partly removed from velocity space, corresponding to p ⩾ 15 pTe
(pcrit ≃ 11 pTe ) at EC wave absorption location, with pTe the thermal momentum;

6. Conclusions

The impact of EC beam broadening, caused by the beam
scattering off the turbulent density structures, on the

power deposition profile has been numerically and exper-
imentally studied in TCV. Contrary to previous experi-
mental studies performed in TCV [28, 29], the present
study focuses on an EC beam launched from the LFS,
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which is fully absorbed at the second harmonic resonant
location.

First, a full-wave numerical study performed in a TCV-
like configuration allows the identification of different beam
broadening regimes, recovering results from previous numer-
ical studies [20]. It is shown that, in TCV, the most probable
beam broadening regime is an intermediate regime between
diffusive and superdiffusive regimes, in which the beam is dis-
torted from a Gaussian into a Lorentzian shape, but the beam
FWHM is not increased significantly with respect to the quiet
plasma case. The numerical tools have been adapted to treat
the absorption of such Lorentzian beams, coupling the full-
wave COMSOL model to the drift-kinetic bounce-averaged
Fokker–Planck solver LUKE.

Experimental scenarios have been developed in TCV to
investigate the possibility that beam broadening could explain
the unresolved discrepancy between the measured hard x-rays,
emitted from suprathermal electron Bremsstrahlung, and the
synthetic diagnostic results fromLUKE/R5-X2 [3, 4]. Relative
density fluctuations are measured within the plasma edge by
short pulse reflectometry, and profiles are extrapolated based
on previous reciprocating Langmuir probemeasurements [36].
Multiple conclusions can be drawn from the comparison
between experimental results and worst-case-scenario simu-
lations. First, the launching configuration plays a very import-
ant role in the impact of the beam broadening on the power
deposition profile broadening: this impact is minimized for a
beam propagating along the plasma equatorial midplane. In
any event, in all tested TCV configurations, the impact of the
beam broadening is not sufficient to explain the aforemen-
tioned discrepancy. It is possible that, for such configurations,
the enhanced turbulent transport by the EC wave absorption
also plays a significant role in the flattening of the hard x-ray
distribution [7, 8]. Both effects do not exclude each other, and
it is possible that, in other configurations (e.g. far in the diffus-
ive beam broadening regime), beam broadening could indeed
become the dominant mechanism.

To better assess the beam broadening occurring in TCV and
other devices, a better characterization of turbulence is neces-
sary. In particular, one should focus on measuring the relative
density fluctuation level around the separatrix, from inner edge
to SOL, as it plays a major role in scattering the beam before
it reaches its absorption location. Another key parameter to
determine is the turbulent correlation length and, as shown
in [13, 23], both radial and poloidal correlation lengths are
important as they play different roles in the beam broadening.
In TCV, different fluctuations diagnostics are being upgraded,
such as the tangential phase contrast imaging system [63], and
the ability to characterize turbulence will thus significantly
improve in the near future.

On the simulation side, one of the main difficulties is to
obtain a good estimate of the actual plasma current density in
the presence of EC waves. This is mainly due to the uncertain-
ties on the effective charge and, more importantly, on the loop
voltage profile. This forces one to choose between two extreme
models of current density profile in LUKE: time-asymptotic
or frozen current density (see [7, 8] for examples of the frozen
current density mode). This could be improved by solving the

electric field diffusion equation from first principles, allowing
for the reconstruction of the actual Ohmic electric field profile.
This feature has been implemented very recently in LUKE and
could be used in a future work. Finally, to improve the coup-
ling between LUKE/C3PO and other wave propagation solv-
ers, a fully 2D ray spreading can be implemented to take into
account non-isotropic beam broadening.
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