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Highly precise measurements of the 99Tc β spectrum were performed in two laboratories using metallic
magnetic calorimeters. Independent sample preparations, evaluation methods, and analyses yielded consistent
results and the spectrum could be measured down to less than 1 keV. Consistent β spectra were also obtained via
cross evaluations of the experimental data sets. An additional independent measurement with silicon detectors in
a 4π configuration confirms the spectrum shape above 25 keV. Detailed theoretical calculations were performed
using the nuclear shell model and including atomic effects. The spectrum shape was found to be sensitive to the
effective value of the axial-vector coupling constant. Combining measurements and predictions, we extracted
Qβ = 295.82(16) keV, geff

V = 0.376(5), and geff
A = 0.574(36), which seems to solve an inconsistency of the

quenched coupling constants between first and higher forbidden nonunique transitions. Furthermore, we derived
the mean energy of the β spectrum, Eβ = 98.51(23) keV, log f = −0.47660(22), and log f t = 12.3478(23).

DOI: 10.1103/PhysRevC.110.055503

I. INTRODUCTION

β spectrometry, the precise shape of β spectra, and
their theoretical description have received increased inter-
est recently from different research fields, e.g., radionuclide
metrology [1–3], neutrino physics [4–6], and nuclear the-
ory [7–9]. In the context of radionuclide metrology, the
European metrology research project MetroBeta [10] (2016–
2019) addressed the precise measurement and theoretical
calculation of several β spectra.

The ground state of 99Tc decays mainly via pure β emis-
sion [β−, 99.998 55(30)%] to the 99Ru ground state [11];
see Fig. 1. The spectrum shape of this second forbidden
nonunique transition has been measured several times using
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magnetic [12,13], scintillation [14], and semiconductor [15]
spectrometers [16]. While these setups corresponded to the
state of the art when they were applied in the 1950–1970s,
the measurements suffer from rather high energy thresholds
(>50 keV) and it is expected that one can achieve signif-
icantly higher energy resolution with present-day methods.
In addition, the β spectrum shape of 99Tc has recently been
predicted in [8] to be very sensitive to the effective value of the
weak interaction axial-vector coupling constant gA, making its
high precision measurement very interesting. The currently
accepted Q-value 297.5(9) keV [17] has a relative standard
uncertainty of about 0.3%. The value is mainly influenced
by Alburger et al. [18] who used an iron-free intermediate-
image magnetic spectrometer to measure the decay energies
of 99mTc. Modern methods such as Penning traps or cryogenic
microcalorimeters, as presented here, allow for more accurate
measurements.

The achieved result for the average β energy of 99Tc has a
direct application for calculating nuclear reactor models and
radioactive waste management. In a recent study, the influence
of nuclear data on decay heat from spent nuclear fuel over a
period of 1 to 105 years was assessed [19]. A list of the most
significant contributing radionuclides was provided. 99Tc was
placed at the very top, with an average β energy that ranges
from 84 to 95 keV and a stated uncertainty of less than 1%,
depending on the data library.

In the framework of the MetroBeta project, a β spectrum
of 99Tc was measured with metallic magnetic calorimeters
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FIG. 1. Decay scheme of 99Tc.

(MMCs), which was first presented in [20,21]. It featured two-
orders-of-magnitude-lower energy thresholds (0.65 keV) and
a greatly improved energy resolution (0.1 keV at 383 keV)
compared to previous measurements. The spectrum was ob-
tained at the Laboratoire National Henri Becquerel (LNHB)
and shows excellent agreement with a corresponding mea-
surement at the Physikalisch-Technische Bundesanstalt (PTB)
using a similar MMC setup, which confirms the spectrum
shape over the entire energy range. At energies above 25 keV,
the spectrum shapes are further confirmed with a state-of-
the-art passivated implanted planar silicon (PIPS) detector
measurement, also performed at LNHB.

The remainder of the paper is organized as depicted in
Fig. 2. In Sec. II, we report on the three independent mea-
surements of the 99Tc β spectrum and on the data analyses
performed to correct for small, but relevant distortions due
to the detection systems. We next discuss theory in Sec. III
that connects these accurate measurements with detailed the-
oretical predictions in order to extract the 99Tc Q-value and
the effective gA coupling constant using the spectrum-shape
method. The average energy of the β spectrum Eβ and the
log f value are derived from the resulting theoretical spec-
trum. A qualitative comparison of all three measurements
with the currently recommended spectrum [15] confirms our
findings.

FIG. 2. Schematic overview of the data, evaluation, and analysis
of this work.

TABLE I. Setup properties of the MMC experiments at the
LNHB and PTB laboratories. The values for the input inductance
and heat capacity are nominal per fabrication and calculated values,
respectively.

Laboratory LNHB [10,20,21] PTB [28,29]

3/4He dilution insert 3/4He dilution refrigerator
Cryostat in 4He (l) bath with two stage pulse tube

for precooling for precooling

MMC chip MetroBeta V1-M [10] MetroBeta V2-M [29]

SQUID chip Supracon VC1A PTB X1
input inductance 4.5 nH input inductance 2 nH

Au, heat capacity Au, heat capacity
Absorber 350 pJ/K at 20 mK 112 pJ/K at 20 mK

matched to MMC chip matched to MMC chip

Sample electrodeposited drop deposited

Calibration source 133Ba 57Co

Analysis code Optimal filtering Optimal filtering
in MATLAB in PYTHON

II. EXPERIMENTAL STUDY

A. MMC measurements

MMCs [22–24] are cryogenic microcalorimeters that con-
sist of a—mostly metallic—particle absorber in strong ther-
mal contact with a metallic paramagnet (here, Ag:Er300 ppm)
acting as a temperature sensor. The paramagnet is placed
in a weak magnetic field (≈10 mT) and operated at temper-
atures <100 mK. When an energy E is deposited into the
absorber, it leads to a temperature increase �T . As the mag-
netic susceptibility of the paramagnet has a strong temperature
dependence, the temperature increase causes a change in its
magnetization,

�M = ∂M

∂T
· �T = ∂M

∂T
· E

Ctot
, (1)

where Ctot denotes the total heat capacity of the absorber
and the paramagnet. A superconducting coil coupled to the
paramagnet picks up the change in magnetization as a corre-
sponding magnetic flux change ��, which is measured with a
superconducting quantum interference device (SQUID) [25].

Setups using MMCs with the radionuclide source embed-
ded in a 4π solid angle absorber geometry have proven to
be among the best β spectrometers in terms of energy res-
olution and energy threshold, in particular for low-energy β

transitions [20,21,26,27]. Both measurements presented here
follow that approach, but the technical realization differs in
many details. These are summarized in Table I and described
in the following.

1. Setup and analysis (LNHB)

The starting point of the detector fabrication at LNHB was
the source preparation. Following a protocol yielding metallic
technetium [30], 99Tc was electrodeposited onto a 10-µm-
thick gold foil. The foil was then rinsed with water in order to
remove salt having crystallized from the 99Tc solution on the
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foil. Some visible salt deposit remained even after rinsing, but
in an autoradiographic image of the source, several areas with-
out any salt deposit but with a presence of 99Tc activity were
found. The electrodeposition yield was low and an area of the
source foil larger than the typical size of MMC absorbers had
to be used to have sufficient activity in the MMC absorber.
The selected piece of source foil (≈0.9×2.5 mm) with a trans-
parently thin metallic 99Tc deposit was folded three times to
reduce it to a small enough size (≈0.44×0.64×54 mm) such
that it could be enclosed into the MMC absorber. The folded
foil with a 99Tc activity of ≈5 Bq was sandwiched between
two gold foils (0.9×0.9×74 mm each) and this stack was dif-
fusion welded. Since the source carrier foil and absorber foils
are made of gold and diffusion welded, the source foil with
the embedded activity forms part of the final absorber, both
geometrically and thermally. This means that if the radiation
deposits its energy in the source foil or the absorber foil, it
results in equivalent signals. The final absorber had a heat
capacity of ≈350 pJ/K at 20 mK and was glued with Stycast
1266 epoxy to one of the pixels of a MetroBeta V1 M-sized
MMC chip [10].

Due to the continuous nature of the β spectra, without any
distinct features, energy calibration is essential, in particular
if the end point energy is to be determined from an experi-
mental spectrum. To precisely determine the spectrum shape,
checking and correcting for any nonlinearities in energy is
also important. A common way to perform energy calibration
is to use x-ray and/or gamma ray photons of well-known
energies from an external radionuclide source collimated onto
the detector. To cover the full energy range of the 99Tc β spec-
trum, at LNHB a 133Ba source of approximately 50 kBq was
chosen. It emits x-ray and gamma lines between 30.63 and
383.85 keV. The conversion electrons that are also emitted are
stopped in a 100-µm-thick aluminum foil placed between the
source and the collimator. The 133Ba source was placed at a
distance of 31 mm from the absorber surface. A lead colli-
mator was composed of a 8-mm-thick top part with a 1 mm
bore and a 2 mm thick bottom part with a 200 µm bore placed
at 2.5 mm from the absorber surface. The MMC signal was
read out by a Supracon VC1A SQUID linked to a Magnicon
XXF-1 electronics.

The whole setup was shielded against stray magnetic fields
by means of a lead cylinder and operated in a liquid he-
lium precooled 3/4He dilution refrigerator (Cryoconcept) at
T = 12 mK. Data were acquired as a continuous stream over
13.7 days at 100 kS/s; anti-aliasing filtering was set to 30 kHz
on a Stanford Research Systems SRS 560 amplifier.

Pulses were triggered in the data stream offline, using a
narrow band-pass filter. To minimize pile-up, an extendable
dead time was applied. Once the pulse positions were de-
termined, the pulse heights were estimated from raw data
using an optimal filter in a MATLAB [31] environment. Slow
variations of the pulse heights for a given energy due to
temperature drifts of the cryostat were removed by fitting the
pulse height-vs-time distribution for one densely populated
line with a spline function and applying this fit function to all
pulse heights. Spurious pulses were discriminated based on
the pulse shapes in a χ -square–vs–pulse-height plot. By cor-
recting for temporal and magnetic fluctuations of the detector,

FIG. 3. Measured and calibrated LNHB MMC spectrum of 99Tc
with 133Ba external source peaks of which nine were used for cali-
bration: x-ray lines at 30.63 keV, 30.97 keV (denoted I, II: directly
from the 133Ba source); 72.80 keV, 74.97 keV (denoted III, IV: Pb
fluorescence from the setup material); escape lines at 287.21 keV,
289.02 keV (denoted V, VI: Au photons escape the absorber, gener-
ated by γ rays from the 133Ba source); and γ rays at 302.85 keV,
356.01 keV, 383.85 keV (denoted VII, VIII, IX: directly from the
133Ba source). Please see Table III for further details. Inset: Spectrum
and background around the maximum β energy.

the systematic error of the experiment is decreased and the
resulting energy resolution is improved. The final spectrum
contains 7 264 451 events and is presented in Fig. 3.

The energy resolution is constant over the entire energy
range, �E ≈ 100 eV up to 384 keV. The linearity in energy
was checked using the lines annotated in Fig. 3 and listed in
Table III. Three line types were considered: (i) γ lines and
x rays that originate directly from the calibration source, (ii)
fluorescent lines due to secondary effects when the calibra-
tion source particles impact on the aluminum, gold, and lead
components of the experimental setup, and (iii) escape lines
which emerge when an atom in the gold absorber is hit by a
photon of energy E from the calibration source. This creates

TABLE II. Polynomial calibration coefficients for the LNHB
(Set 3) and PTB (Set 2) measurements using the calibration lines
of Table III.

LNHB (Set 3) PTB (Set 2)

Calibration line (keV), E lit
γ 356.012900 122.06065

Linear coefficient (keV), k1 355.822 121.355
Quadratic coefficient (keV), k2 0.183 0.706

Linearity offset,
E lit

γ

k1
− 1 0.1% 0.6%
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TABLE III. Photon and escape lines used to check and correct for energy nonlinearity.

LNHB measurement

Tabulated Measured �E (Set 3) Calibration line:
Origin energy (keV) energy (keV) (keV) Radiation type For Sets

133Ba calibration 30.63 30.61 −0.02 Cs X Kα2 I: 3,4
source 30.97 30.97 0 Cs X Kα1 II: 3,4

35.05 34.98 −0.07 Cs X Kβ

81.00 81.06 0.06 γ

276.40 276.46 0.06 γ

302.85 302.88 0.00 γ VII: 3,4
356.01 356.01 0 γ VIII: 3,4
383.85 383.82 −0.03 γ IX: 3,4

Au/Pb fluorescence 66.99 66.98 −0.01 Au X Kα2

from 68.80 68.78 −0.02 Au X Kα1

setup/collimator 72.81 72.82 0.02 Pb X Kα2 III: 3,4
74.97 74.98 0.01 Pb X Kα1 IV: 3,4
84.94 84.98 0.04 Pb X Kβ1

Gamma line (keV) Escaping photon (keV)

Escape lines 278.03 278.07 0.04 356.01 [133Ba γ ] 77.98 [Au Kβ1]
278.43 278.54 0.11 356.01 [133Ba γ ] 77.58 [Au Kβ3]
287.21 287.28 0.07 356.01 [133Ba γ ] 68.80 [Au Kα1] V:3,4
289.02 289.08 0.06 356.01 [133Ba γ ] 66.99 [Au Kα2] VI: 3,4
305.86 305.92 0.06 383.85 [133Ba γ ] 77.98 [Au Kβ1]
315.05 315.08 0.03 383.85 [133Ba γ ] 68.80 [Au Kα1]
316.85 316.91 0.05 383.85 [133Ba γ ] 66.99 [Au Kα2]

PTB measurement

Tabulated Measured �E (Set 2) Calibration line:
Origin energy (keV) energy (keV) (keV) Radiation type For Sets
57Co calibration 14.42 14.44 −0.02 γ

source 122.06 122.06 0.00 γ VI: 1,2
136.47 136.38 0.09 γ VII: 1,2

Au/Pb fluorescence 66.99 67.07 −0.08 Au X Kα2

from 68.80 68.95 −0.15 Au X Kα1

setup/collimator 72.81 72.98 −0.17 Pb X Kα2 IV: 1,2
74.97 75.14 −0.17 Pb X Kα1 V: 1,2
84.94 85.09 −0.15 Pb X Kβ1

Gamma/fluorescent line (keV) Escaping photon (keV)

Escape lines 6.47 6.44 0.03 84.45 [Pb Kβ3] 77.98 [Au Kβ1]
6.96 6.97 −0.01 84.94 [Pb Kβ1] 77.98 [Au Kβ1]

16.13 16.22 −0.08 84.94 [Pb Kβ1] 68.80 [Au Kα1] I: 1,2
53.26 53.42 −0.17 122.06 [57Co γ ] 68.80 [Au Kα1] II: 1,2
55.07 55.24 −0.17 122.06 [57Co γ ] 66.99 [Au Kα2] III: 1,2

a hole in the electronic shell of the gold atom that can be
filled with an electron that transitions from an electron shell
of higher energy. Then, a photon of energy Eph

Au is emitted
and, if it escapes the absorber, the energy E − Eph

Au is absorbed
instead.

First the energy scale was set uniquely using the
356.01 keV line, an intense γ line of the 133Ba calibration
source lying beyond the endpoint of the 99Tc β spectrum.
Then the resulting energies of the other lines from the
MMC measurement were compared with the recommended

energies [32], where, for the escape lines, the x-ray transi-
tion energies from [33] were used. The differences in energy
between the tabulated and measured energies are all smaller
or equal to the energy resolution; for the 30.97 keV line, the
most intense x-ray line, it is zero. There is no clear trend in
the difference between tabulated and measured energies as a
function of energy, but it could be described with a second-
order polynomial, as provided in Table II. This polynomial
was then used to correct the energy scale for nonlinear effects.
The values were achieved by making a quadratic ansatz using
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the fit function,

E lit
i = f fit(ai ) := k1 · ai + k2 · a2

i

for i ∈ {I, . . . , N} and N ∈ {V II, IX }. (2)

E lit
i denotes the reference literature value of the respective

peak and ai := E exp
i

E lit
γ

is the amplitude value of the detector,

which corresponds to the pulse energy of the Gaussian fit-
ted calibration line. E exp

i denotes the measured experimental
energy and E lit

γ is the reference calibration energy used for
a first energy calibration to set the energy scale, as the de-
tector output is in units of voltage. The goal of the fit is to
determine the coefficients k1 and k2. Clearly, for a perfectly
linear detector k1 = E lit

γ , k2 = 0 and the linearity offset would
be 0%. Here, the quadratic part was rather small and, in terms
of the linearity offset, it was 0.1% and 0.6% in the LNHB
and PTB experiment, respectively. The difference is due to
the distinct designs, fabrications, and thermalizations of the
MMC detectors.

2. Setup and analysis (PTB)

The measurement setup at PTB is functionally the same
as at LNHB, but differs in several details. The difference
with possibly the largest influence on the measured spec-
trum shape is the method of source preparation. This was
done by microdispensing an aqueous solution of ammonium
pertechnetate (NH4

99TcO4) in 0.1 mol L−1 ammonia (NH3)
with an activity of A(99Tc) ≈ 5 Bq onto a solid gold absorber
substrate with a thickness of 90 µm. The source is enclosed
by diffusion welding a second 90 µm gold layer to the first
one, with more details of the source preparation process being
described in [34]. The absorber is attached to one pixel of the
MMC detector with Stycast 1266 epoxy and the second pixel
is equipped with a second absorber prepared in the same way,
but without any radioactive source material. The choice of
photon calibration source also has an impact on the spectrum
shape. 57Co with an activity of about 37 kBq was used for
the measurement at PTB as its spectrum with several peaks
is easily distinguishable from the β spectrum shape of 99Tc.
A 1.5-mm-thick lead collimator with two 250 µm apertures
blocks the calibration photons outside of the two detector
pixels. The apertures are blocked between detector and colli-
mator with an approximately 1-mm-thick aluminium sheet to
reduce secondary radiation from the lead without significantly
impacting the high-energy photon flux from the 57Co source.

The detector was operated in a pulse-tube precooled 3/4He
dilution refrigerator (Bluefors LD250) temperature stabilized
to T = 14.5 mK on a detector module described in [10]. The
used MMC (size M) is an update to the one described in
the same publication, with some layout changes improving
on experimental shortcomings observed with the first design
(e.g., the two on-chip heat baths were linked in the new de-
sign to improve thermalization), without changing the core
properties of the detector. The setup is completed with a
PTB SQUID (model C6X114W) for MMC readout, a Magni-
con XXF-1 SQUID electronics, a Stanford Research Systems
SR560 low-noise voltage pre-amplifier and band-pass filter,
and a 16-Bit waveform digitizer, that was set to save the full

FIG. 4. Measured and calibrated PTB MMC spectrum of 99Tc
with 57Co calibration source peaks of which seven were used for cal-
ibration: Escape lines at 16.13 keV, 53.26 keV, 55.07 keV (denoted
I, II, III: Au photons escape the absorber, generated by fluorescent
Pb lines and γ rays from the 57Co source); 72.81 keV, 74.97 keV
(denoted IV, V: Pb fluorescence from the setup material); and γ rays
at 122.06 keV, 136.47 keV (denoted VI, VII directly from the 57Co
source). Please see Table III for further details. Inset: Spectrum and
background around the maximum β energy.

data stream at 200 kS s−1 to hard disk for the measurement’s
duration of about 20 days. The data processing and analysis
are performed with a custom software code written in PYTHON

[35], which performs the next steps that comprise event trig-
gering, amplitude/energy determination, event classification
through pulse-shape discrimination, and gain drift corrections.
The analysis yields 5 326 682 counts in the spectrum after
cuts. The resulting amplitude distribution is calibrated with
several 57Co γ lines, x-ray fluorescence, and x-ray escape
lines using a second-order polynomial, returning the spectrum
shown in Fig. 4. The calibration error was estimated with
the uncertainties from the literature values and the statistical
uncertainties of the measured peaks using orthogonal distance
regression [29,36–38]. The statistical uncertainty was defined
as σGauss/

√
Npeak, where σGauss denotes the standard deviation

of a Gaussian function that was fitted to the peak and Npeak

is the number of counts in the peak. The same procedure
was done with the pixel without radioactive source material,
yielding a spectrum containing the 57Co calibration spectrum
and any additional background. There, a line spectrum with
132 235 counts was extracted.

3. Cross analysis

In both institutes, the analog to digital converter (ADC)
signals were directly streamed to hard disk and the data were
saved as binary files containing 16-bit integers. Therefore,
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TABLE IV. Overview of the cross validation with counts,
FWHM, and energy threshold (=ETH) values. Set 1 only considered
a subset of the recorded data.

Set Meas. Analysis Counts FWHM ETH

1 PTB LNHB 3.67×106 63 eV at 136.47 keV 345 eV
2 PTB PTB 5.33×106 72 eV at 136.47 keV 750 eV
3 LNHB LNHB 7.26×106 150 eV at 302.8 keV 1120 eV
4 LNHB PTB 5.66×106 108 eV at 302.8 keV 1250 eV

the raw data of both measurements are compatible with each
other. This prompted an exchange of the data and a mutual
analysis at both institutes to identify any systematic differ-
ences introduced by the data processing code or analysis
approach. The data processing and analysis were conducted
as usual for local data sets and allowed for the comparison
between the four spectra in total resulting from two measure-
ments with two analyses each.

For both data sets, the two separate analyses yield sur-
prisingly different numbers of counts, as can be seen in
Table IV. The PTB measurement involuntarily stopped during
the campaign and was restarted. This caused inconsistencies
in the data and, for the analysis at PTB, successful corrections
were implemented. In contrast, the LNHB analysis only used
the largest continuous data set, which contained about three-
quarters of the total data. The remaining difference, also for
the LNHB measurement, is most likely caused by differences
in the implementation and the settings for the software trigger,
and possibly by cuts for event selection. The trigger threshold
should only influence the energy threshold, but other settings,
such as trigger hold-off or extending/nonextending dead time,
etc., can have an impact over the whole energy range. Specifi-
cally, for the LNHB-LNHB (set 3) analysis, a very short event
time window was chosen, which allows one to reduce the
impact of pile-up, with the trade-off of a slightly diminished
energy resolution and higher energy threshold.

It was agreed upon to use the same calibration lines for the
energy calibration in the spectra and the corresponding liter-
ature values for the γ [39,40] and x-ray [33] energies. These
lines were very easy to identify and to fit in the spectrum. The
tabulated energies and differences to the measurement data are
summarized in Table III.

4. Spectrum corrections

Before the actual shape of the 99Tc β spectrum can be in-
vestigated, two corrections need to be applied to the measured
data. First, the contributions from the calibration sources and
additional background need to be removed. Second, the spec-
trum needs to be corrected for energy losses of the β electrons,
mostly caused by x-ray fluorescence of the absorber material
and escaping bremsstrahlung.

The simplest way to account for background is to assume a
constant background, with its level being determined from the
background above the endpoint of the β spectrum. This ap-
proach could, e.g., be sufficient for the data taken at PTB and
is used in its analysis at LNHB, since no major background
sources or γ lines are expected in the endpoint region of the β

spectrum, where background has the strongest impact on the
spectrum shape. With this background model, the spectrum
shape cannot be evaluated at the position of γ lines, which is
not a big drawback because of the narrow linewidths.

For the measurement at LNHB, this approach needs to be
extended because several calibration lines are close to and
even above the β endpoint region. While the background
between lines can reasonably be assumed to be constant, the
level becomes slightly higher below each line and the back-
ground is described as a series of step functions, with the
step height being proportional to the line intensity. With this
approach, the background in both analyses can be reasonably
well described.

The measurement at PTB also offers a different approach
to evaluate the background, which is used in the PTB analysis.
The second pixel of the detector is equipped with an absorber
without any enclosed radioactive material, which is also illu-
minated by the calibration source. Therefore, the spectrum of
the second pixel should be a very good approximation for the
background of the primary pixel. Since the detector perfor-
mance, e.g., in rise time and energy resolution, is not exactly
the same, these need to be adjusted and the amplitude of the
measured background spectrum scaled to match the intensity
of the primary pixel, before the background is subtracted.
Since the primary pixel showed the better energy resolution
(�EFWHM = 72 eV compared to �EFWHM = 92 eV), the pri-
mary spectrum was convolved with a normalized Gaussian
with �EFWHM = 28 eV to match the secondary spectrum and
the secondary spectrum was scaled by a factor of 0.73 because
of its larger intensity.

To account for energy losses in the absorber, mainly via
unstopped photons generated by excitation of Au atoms and
bremsstrahlung, an unfolding correction was applied to each
spectrum before determining the maximum β energy. The
unfolding procedure is based on an algorithm that does not
require any a priori knowledge of the true β spectrum [29,41].
Its basis is the following discrete unfolding problem:

hmeas
N = RN×N · htrue

N , (3)

where hmeas
N is the measured histogram spectrum having N

energy bins, RN×N denotes the response matrix of the absorber
for the N energy intervals, and htrue

N is the unknown true
histogram spectrum. After a measurement, one only obtains
a value for the left-hand side of (3) and thus the problem
is typically high dimensional and greatly underdetermined.
However, an excellent approximation of the response matrix
Rsim

N×N ≈ RN×N can be acquired via large-scale Monte Carlo
(MC) simulations of the corresponding absorber geometries.
Since it can be shown that the approximate matrix is invertible
with probability 1 [41], the algorithm provides an approximate
solution to Eq. (3),

htrue
N ≈ halgo

N
!= (

Rsim
N×N

)−1 · hmeas
N . (4)

The adopted absorber geometries are, notably, just an ap-
proximation since the exact distributions of the activity within
the rather complex sources are not precisely known. In ad-
dition, the imperfect knowledge of the cross sections (e.g.,
for bremsstrahlung) contribute to the related uncertainty
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FIG. 5. The 99Tc spectra measured by MMCs, with their separate
analyses in linear scale (top) and logarithmic scale (bottom). Back-
ground and energy losses have been corrected as described in the
text.

component. The MC simulations were realized with the code
egs_phd within the EGSNRC software [42] and were performed
separately for the PTB and LNHB detector geometries. The
resulting four spectra with the background removed and en-
ergy loss corrections applied are shown in Fig. 5.

5. Intercomparison

After applying the corrections to the spectra as described,
all four spectra should, in principle, show the same spectrum
shape. Before these can be directly compared, they need to
be normalized. We used the total number of events in the

energy range from 150 keV to 250 keV as the normalization
factor because there are no γ lines in that range in either
measurement. Furthermore, the difference of the normal-
ized counts was divided by the sum of absolute differences.
Thus, the resulting normalized residuals sum to unity, i.e.,
100%. Normalized residual plots of the various MMC sets
(see Table IV) are depicted in Fig. 6. For the same data sets,
the analyses yield very small residuals close to the mean and
below 5% (proportional contribution to the residual sum) at
energies below 1.5 keV. These residuals are due to different
χ -square and energy cuts, which are set manually. The LNHB
data were not background cleaned with experimental data
concerning the calibration peaks and these can be seen when
compared to the PTB data, showing a very similar pattern for
the different analyses.

B. Silicon detectors

The MMC results were compared to an independent
measurement performed with a detection system recently
developed at LNHB [43,44]. The system was designed for
the measurement of β spectra and is based on two PIPS
detectors with thin entrance windows. Such detectors are com-
monly used to detect charged particles in nuclear and particle
physics.

1. Experimental setup

The geometry of the overall system is designed such that
the PIPS detectors face each other. An ultrathin radioactive
source developed specifically for this application [45,46] is
placed in their center. The experimental configuration cov-
ers more than 98% of the solid angle and minimizes the
self-absorption within the source. Consequently, experimental
distortions of the spectrum are significantly reduced. Source
and detectors are placed in an ultrahigh vacuum chamber,
while the detection system is cooled down to 100 K with
liquid nitrogen, in order to improve the energy resolution
and lower the detection threshold. The detector output is
preamplified in the chamber before being shaped and recorded
using a LABZY module [47]. A complete description of the
detector design, acquisition system, and source fabrication can
be found in [48].

2. Analysis and corrections

The analysis of the data was performed in C++ using the
ROOT software [49]. The system was calibrated with 109Cd and
207Bi sources whose emissions cover an energy range from
about 22 to 1063 keV, as described in [48]. The energy reso-
lution of the detection system was determined to be 9 keV at
65.52 keV, where an energy peak due to Ag K shell electrons,
which are emitted by internal conversion in 109Cd decay, is
situated. The calibration sources were also used to determine
the detection energy threshold, which was estimated to be
about 10 keV.

The activity of the 99Tc source was about 800 Bq in order
to limit the dead-time ratio of the acquisition to less than
0.5%. The measurement was performed over five consecutive
days. To estimate the contribution of the background to the
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FIG. 6. Analysis comparison for the two MMC measurements of the 99Tc spectrum (data, analysis): normalized residual point plots (blue)
and mean of residuals (orange). Rows 1 and 2 show the low-energy range from 0 to 10 keV and rows 3 and 4 depict the remaining energy
range from 10 to 400 keV. Plots are shown for sets 3 and 2 (rows 1 and 3, left), sets 2 and 4 (rows 1 and 3, center), sets 3 and 4 (rows 1 and 3,
right), sets 1 and 2 (rows 2 and 4, left), sets 1 and 3 (rows 2 and 4, center), and sets 1 and 4 (rows 2 and 4, right).

spectrum, a ten-day measurement was performed with a
source produced with a nonradioactive solution. The back-
ground was found to have little effect on the measured
spectrum, as 80% of the background events was detected
below 15 keV. For the data analysis, the background spectrum
was subtracted from the 99Tc spectrum after normalization of
the lifetime ratios of the measurements.

To account for the remaining distortions in the experi-
mental spectrum, mainly due to energy loss in dead layers
and escape of particles, an unfolding algorithm was adapted
from the principle presented in [41]. Based on detailed PENE-
LOPE [50] Monte Carlo simulations of the source-detector
geometry, the algorithm provides a way to reconstruct the
response matrix of the detection system. From this knowl-
edge, the experimental spectrum can be unfolded to obtain the

initial energy distribution of the β electrons. More details on
the algorithm and the simulation can be found in [48]. The
response function of the detector is considered to be under
good control from 850 keV down to at least 25 keV. This
is evidenced by the good agreement between the analyzed
data from several measured sources and the simulation of the
detection system.

3. Comparison

The corrected spectrum obtained from the PIPS measure-
ment is compared in Fig. 7 to the two MMC measurements.
The three spectra show an excellent agreement from the
minimum reconstructed energy of the PIPS system up to
the endpoint of the spectra. The PIPS measurement is
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FIG. 7. Comparison of the measured PTB MMC, LNHB MMC,
and PIPS spectra after removing the background, in red, green, and
black, respectively. Please note the corresponding coloring of the
first, second, and third y axis. While the count statistics of the PIPS
measurement is approximately 50 times larger than those of the
MMCs, its energy resolution is two orders of magnitude smaller
(9 keV vs � 90 eV at 65.52 keV). Shown in blue is the recommended
literature spectrum of 99Tc [15], which was plotted over the exper-
imental measurement interval (55 to 250 keV) using the reported
shape factors. Notably, the literature spectrum shape diverges below
100 keV.

independent of the MMC measurements, both in terms of
detection method and source preparation, and the consistency
between the three spectra underlines the reliability of the
β spectra presented in this article. Compared to the recom-
mended β spectrum of 99Tc in the literature [15], which was
reported by Reich and Schüpferling in 1974, there is rather
good agreement above 100 keV, but divergence with a clear
trend at lower energies. Very likely, the divergence is due to
experimental issues in the absorber geometry of [15]. The
solid angle was realistically less than 4π and, to the best of
our knowledge, the resulting energy losses were not corrected,
e.g., using an unfolding procedure.

III. COMBINED ANALYSIS

The results of Sec. III A, concerning the maximum β en-
ergy, were carried out at the PTB with theory insight from
the LNHB, and the spectrum-shape method calculations of
Sec. III B were done at the LNHB.

A. 99Tc Q-value

For the determination of the maximum β energy Emax of
99Tc, the methodology described in a previous article [51]
was adopted to allow for an energy-dependent shape-factor
function C(W ). When neglecting the antineutrino mass, the β

spectrum is described by

N (W )dW = G2
β

2π3
F (Z,W )pW (W0 − W )2dW

× X (W )C(W )r(Z,W ), (5)

where N (W ) corresponds to the measured data, F (Z,W ) is
the Fermi function with Z the daughter atomic number, p =
(W 2 − 1)1/2, W0 = 1 + Emax/me, where me is the electron rest
mass, and W = 1 + E/me. The constant G2

β is the squared
product of the weak interaction coupling constant g and the
cosine of the Cabibbo angle, cos �C, and X (W ) stands for the
correction of the atomic screening and exchange effects. The
atomic overlap correction is given by

r(Z,W ) = 1 − 1

W0 − W

∂2

∂Z2
B(G). (6)

For 99Tc, the constant B′′ = ∂2

∂Z2 B(G) and its uncertainty was
calculated to be B′′ = 0.211(11) keV when using parametriza-
tions from the literature [52,53].

The shape-factor function of the second forbidden
nonunique β transition of 99Tc is often parameterized as first
forbidden unique using

C(W ) = q2 + λp2 = (W0 − W )2 + λ(W 2 − 1), (7)

with λ being a constant parameter (see, e.g., [15]). Hence,
Eq. (5) can be rearranged to get√

N (W )

pW F (Z,W )X (W )
= K{[(W0 − W )2 − B′′(W0 − W )]

× [(W0 − W )2 + λ(W 2 − 1)]}1/2,

(8)

which is then used for the fit procedures. In contrast to stan-
dard Kurie fits [54], the fit function [right side of Eq. (8) is not
linear, but the three parameters (K , W0, and λ) can be directly
determined in a single fit process.

The analysis was carried out with all four MMC data sets
(two measurements × two analyses). To this end, spectra with
the background removed and corrected for bremsstrahlung
losses and with a bin width of 160 eV were used as a starting
point. If the used background model left the photon peaks of
the external sources (57Co and 133Ba, respectively) in place,
these were removed. The uncertainty assigned to the back-
ground was conservatively estimated. To this end, the analysis
was repeated without any background subtraction. The differ-
ence to the previous result with background subtraction was
then used to evaluate the corresponding uncertainty compo-
nent assuming a rectangular distribution. It should be noted
that the influence of background to the determined maximum
β energy also depends on the energy range that is considered
for the fits.

For all cases (sets 1–4), the spectrum unfolding shifted
the maximum energy by approximately +200 eV. The impact
on the spectrum shape, however, is very subtle as the energy
losses of the absorbers were very small (<1%) in these exper-
iments. If the energy losses are larger, the unfolding affects
the spectrum shape more significantly [29,41,44].

Results of the fit procedure are shown in Table V and an
uncertainty budget is shown in Table VI. The fit ranges were
chosen in order to study several potential effects such as the
interplay between shape-factor function and Emax. The third
range (125 to 293.5 keV) was included to demonstrate that
consistent results are obtained, even if a high upper limit close
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TABLE V. Results for the maximum β energy Emax obtained
using spectra from the two analysis codes and two measurements.
The results correspond to mean values that were obtained from three
individual results using different energy ranges for the fits (70 to
290 keV, 140 to 290 keV, and 125 to 293.5 keV, respectively). In
all cases, the measurement uncertainties were taken into account
(weighted fits), the background was subtracted, spectrum unfold-
ing was taken into account, and the shape-factor function C(W ) =
q2 + λp2 was assumed. The currently recommended Emax values in
the literature are 293.8 keV [15] and 297.5(9) keV [17], respectively.

Set Measurement Analysis Emax (keV) λ

1 PTB LNHB 295.809 0.615
2 PTB PTB 295.786 0.652
3 LNHB LNHB 295.845 0.651
4 LNHB PTB 295.862 0.659

to the endpoint energy is chosen. This may be different for his-
torical studies, which can suffer from low-energy resolution
and the related resolution distortion effect.

The evaluation of further uncertainty components was car-
ried out in a similar manner as described in Ref. [51]. For the
uncertainty analysis, fit ranges were varied and unweighted
fits were compared with fits that take statistical uncertainties
into account. In order to evaluate a model uncertainty, the
analyses were repeated, ignoring the correction for screen-
ing and the atomic exchange effect and by using a modified
shape-factor function C(W ) = 1 + aW + b/W + cW 2. In this
case, the mean result agrees to within 74 eV. However, a
somewhat larger spread of results for the maximum energy is
observed when using this shape-factor parametrization, which
might be due to the larger number of adjustable parameters.
The uncertainty budgets for both measurements are listed in
Table VI. The individual results Emax = 295.798(156) keV for
the PTB measurement and Emax = 295.854(199) keV for the
LNHB measurement are used to calculate a weighted mean as
our final result:

Emax = 295.82(16) keV. (9)

The uncertainty of the final result corresponds to the uncer-
tainty of the PTB result and is more conservative than the
inner (123 eV) and outer (3 eV) uncertainties of the weighted
mean and we can exclude an underestimation of the uncer-
tainty due to correlations. The analysis described above also
provides information on the parameter λ. However, the analy-
sis is dedicated to the determination of the maximum energy
and it does not consider the low-energy part of the β spectrum.
Thus, the stated λ values are not necessarily suited to describe
the spectrum shape in a wide energy range.

B. The spectrum-shape method

In usual descriptions of nuclear β decay, the Hamiltonian
density is expressed in terms of lepton and hadron currents.
Assuming a pure (V − A) weak interaction, transition ma-
trix elements are of the vector type, associated to the vector
coupling constant gV , or of axial-vector type, associated to
the axial-vector coupling constant gA. The conserved vector

current (CVC) hypothesis derives from the gauge invariance
of the weak interaction and leads to gV = 1. According to the
partially conserved axial-vector current (PCAC) hypothesis,
one can adopt the free-nucleon value gfree

A = 1.2754 (13) [55].
An ideal description of the nuclear structure would allow

the use of these values in β decay calculations. However, gV

and gA can be renormalized because of the imperfections of
the nuclear model that is employed. This has been well known
for a long time from the study of partial half lives (see, e.g.,
the review of Suhonen [56]). Effective values of the coupling
constants then help to compensate for some approximations
such as nonexistent or partial core excitations, or simplified
many-nucleon correlations. However, one has to note that this
renormalization could not have a physical meaning, but is
more an artifact due to the nuclear model. The last decade has
seen important progress thanks to the development of effective
field theories. It was recently demonstrated that for allowed
Gamow-Teller transitions, the 0.8 quenching factor on gA

obtained with the nuclear shell model becomes unnecessary
to reproduce the decay rates when advanced ab initio com-
putations, including two-body currents, are employed [57].
In the present analysis, we have considered nuclear structure
information from the nuclear shell model only.

Recent theoretical studies suggested that geff
A can also

have a significant influence on the spectrum shape of forbid-
den nonunique transitions [58,59]. Indeed, the calculation of
forbidden nonunique transitions involves nonrelativistic axial-
vector matrix elements that are associated to the gA constant.
In particular, 99Tc decay was predicted to be very sensitive
to geff

A , making this spectrum a good candidate for a precise
determination [8]. This approach, called the spectrum-shape
method and introduced in [58], was applied in the present
work. The analysis was carried out on the spectrum measured
and analyzed at PTB, chosen for its lower background cor-
rection. Because full computation of the β spectrum is time
consuming, the energy binning was increased to 1 keV. The
maximum energy used as the input parameter was from this
work, as described above.

In Suhonen’s review [56], the effective coupling constant
was mostly predicted to be quenched, and a formula is given
to estimate the part of the quenching factor related to nuclear
medium effects from a quenching factor in infinite nuclear
matter. Applied to 99Tc decay, we obtained ginf

A = 1.120.
In addition, a conflicting result was stressed for the forbid-
den nonunique transitions. In first forbidden transitions, the
single-particle estimates of the effective coupling constants
are found to be geff

V ≈ 0.3–0.7 and geff
A ≈ 0.46–0.56. For higher

forbidden transitions, only two fourth forbidden nonunique
transitions were studied, namely, 113Cd and 115In decays, and
the best adjustment with the existing measurements led to an
unquenched value of gV and geff

A ≈ 0.9. The high precision
measurement of the 99Tc spectrum from this work brings a
new, important constraint.

1. β spectrum modeling

The method to calculate the β spectrum has already been
described in [51,60] and follows the formalism of Behrens
and Bühring [61]. The theoretical spectrum is described by
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TABLE VI. Uncertainty budgets for the maximum β energy Emax for the two measurements. All uncertainties are stated as standard
uncertainties (k = 1).

LNHB meas. PTB meas.
Uncertainty u Relative u Relative
component (eV) uncertainty (eV) uncertainty Comment

Energy calibration 45 0.015% 50 0.017% Several well-known peaks used for the calibration, high
reproducibility, different calibration sources in the two
measurements (57Co and 133Ba)

Resolution
distortion effect,
finite energy
resolution

10 0.003% 10 0.003% Bins at high energies avoided; these effects are further
described in Kossert et al. [51].

Background 141 0.048% 69 0.023% Background taken into account
Fit method 93 0.031% 89 0.030% Variation of energy range; weighted vs unweighted fit,

rebinning
Theoretical model 75 0.025% 75 0.025% Analysis with other shape-factor parametrization,

difference with/without screening and exchange
Spectrum unfolding 57 0.019% 57 0.019% Dependence on cross sections (e.g., bremsstrahlung) and

geometry
Analysis
software/pile-up

10 0.003% 10 0.003% Deviation when using input spectra obtained from the two
analysis codes

Combined 199 0.067% 156 0.053%

Eq. (5) on which the radiative corrections given in [52] are
also applied. Two terms, however, are calculated differently:
the atomic exchange correction and the shape factor.

The modeling of the atomic exchange effect was developed
decades ago for the allowed transitions [62], and was recently
extended to the forbidden unique transitions [63]. Applying
Eq. (3) in [63] allowed us to calculate the exchange effect
specifically for the second forbidden nonunique transition in
99Tc decay. To this purpose, it is necessary to introduce nu-
clear structure information, which is also needed for the shape
factor and which we detail now.

The shape factor C(W ) in Eqs. (5) and (7) is experimental,
i.e., its global energy dependency is based on some theoretical
arguments, but is adjusted on the measured spectrum. To ex-
tract the coupling constants, C(W ) must be purely theoretical.
The shape factor is a convolution of the nuclear structure
and the lepton dynamics and is usually expanded in different
multipoles of both the nuclear and lepton currents,

C(W ) =
∑

K,ke,kν

λke

[
M2

K (ke, kν ) + m2
K (ke, kν )

− 2μkeγke

keW
MK (ke, kν )mK (ke, kν )

]
. (10)

Quantities labeled by the lepton quantum numbers ke and kν

depend on the relativistic wave functions, and K is the princi-
pal nuclear multipole order. The lepton current was simplified
by Behrens and Bühring in order to decouple the calculation
of lepton and nuclear matrix elements. The procedure consists
in expanding the lepton radial wave function in powers1 of

1R is the daughter nucleus radius and α is the fine-structure con-
stant.

(meR), (W R), and (αZ) and is here referred to as the truncated
lepton current. In the case of the second forbidden nonunique
99Tc decay, we followed Behrens’ and Bühring’s recommen-
dation, keeping only the dominant terms [61]. It is noteworthy
that in [56], the authors also considered next-to-leading-order
terms as described in [64]. This procedure is possible only
with a simplified Coulomb potential. As in our previous study
of 151Sm decay [51], we also considered a full numerical
lepton current based on lepton wave functions determined
by solving the Dirac equation with a Coulomb potential that
includes atomic screening. All the terms of the lepton wave-
function expansion are therefore virtually accounted for.

For calculating the shape factor, an input from a realistic
nuclear structure model is required. The NUSHELLX code [65]
was used in this work to determine the list of nucleon-
nucleon transitions that contribute to the 99Tc decay. These
single-particle transitions are weighted by their corresponding
one-body transition densities (OBTDs). Following [8], we
first considered the effective interaction from Gloeckner [66]
with the GL valence space spanning the proton orbitals 2p1/2

and 1g9/2, and the neutron orbitals 3s1/2 and 2d5/2. With such
a description, the 99Tc decay is driven by a single nucleon-
nucleon transition, from a neutron in 2d5/2 to a proton in 1g9/2.
Next, the effective interaction from Mach [67] with the wider
GLEKPN valence space was considered. This valence space
spans the proton orbitals 1 f7/2, 1 f5/2, 2p3/2, 2p1/2, and 1g9/2,
and the neutron orbitals 1g9/2, 1g7/2, 2d5/2, 2d3/2, and 3s1/2.
To limit the computational burden, the 1 f7/2 proton and the
1g9/2 neutron orbitals were constrained to be full, and four
protons were blocked in the 1 f5/2 orbital. As a result, the 99Tc
decay is still dominantly driven by the same single-particle
transition, but a small admixture of a transition from a neutron
in 1g7/2 to a proton in 1g9/2 appears (see Table VII for the
dominant multipole order K = 2). Finally, we also considered
the jj45pnb interaction [68] with the valence space spanning
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TABLE VII. One-body transition densities (OBTDs) of the dom-
inant multipole order (K = 2), as given by NUSHELLX. Coulomb
displacement energies for each nucleon-nucleon transition are also
given (MeV).

One-particle

transition OBTDs �E (3)
C �E (4)

C 1,2 �E (4)
C 2,1

1g7/2 → 1g9/2 0.00994 11.696 12.051 12.045
2d5/2 → 1g9/2 0.47752 10.560 10.536 10.537

1 f5/2, 2p3/2, 2p1/2, and 1g9/2 for protons, and 1g7/2, 2d5/2,
2d3/2, 3s1/2, and 1h11/2 for neutrons. The only constraint
applied was a minimum of four protons in the 1 f5/2 orbital.
OBTDs are quite close to those obtained with GLEKPN, but
noticeably of opposite sign for the dominant multipole order:
0.011 07 for 1g7/2 → 1g9/2 and −0.439 85 for 2d5/2 → 1g9/2.

The transition probability of a forbidden nonunique decay
first depends on a relativistic vector matrix element. While a
nonrelativistic matrix element couples the large components
of the nucleon wave functions, a relativistic matrix element
couples their small and large components together. However,
most of the nuclear models, as NUSHELLX, are nonrelativistic.
An accurate estimate of this relativistic vector matrix element
can be obtained from a nonrelativistic vector matrix element
employing the CVC hypothesis (see, e.g., 36Cl decay in [69]).
In 99Tc decay, the relationship is

VF 221 � − R√
10

[W0 − (mn − mp) + �EC] VF 220, (11)

with mn and mp the neutron and proton rest masses and
�EC the Coulomb displacement energy. The small Q-value
of 99Tc decay makes a critical good estimate of �EC because
[W0 − (mn − mp)] = −0.487 MeV only.

The Coulomb displacement energy can be estimated from
different methods. Usually, a uniformly charged sphere is
considered and the expression only depends on the daughter
nucleus through its atomic number and its nuclear radius,

�E (1)
C = 6

5

αZ f

R f
= 13.476 MeV. (12)

A similar expression can be established that depends on both
the parent and daughter atomic numbers and their nuclear
radii,

�E (2)
C = 3

5

α

R f
Z f (Z f − 1) − 3

5

α

Ri
Zi(Zi − 1) = 12.814 MeV.

(13)
However, �EC is known to possibly be sensitive to the
mismatch between the initial and final nucleon wave func-
tions [70]. Behrens and Bühring approximated the single-
particle potential difference by the average of the Coulomb
potential, keeping only the leading order of the lepton cur-
rent [61],

�E (3)
C =

∫ ∞
0 g f V (r)gi(r/R)K r2dr∫ ∞

0 g f gi(r/R)K r2dr
, (14)

FIG. 8. Comparison of the measured 99Tc spectrum with differ-
ent theoretical curves. CVC is either ignored or included for different
estimates of the Coulomb displacement energy �EC . Inset: The low-
energy part of the spectrum.

where gi and g f are the radial large components of the initial
and final nucleon wave functions, respectively. This Coulomb
displacement energy �E (3)

C is thus different for each nucleon-
nucleon transition, but is still independent of the β-particle
energy. Finally, one can also introduce a dependency on the
β-particle energy by considering the complete lepton cur-
rent, instead of the leading order (r/R)K . The corresponding
Coulomb displacement energy is denoted �E (4)

C and also de-
pends on the lepton quantum numbers ke and kν . This latter
method is, in principle, the most accurate. In Table VII, we
give �E (3)

C and the average value of �E (4)
C ke,kν

for the dominant
nucleon-nucleon transitions. In practice, the dependency of
�E (4)

C ke,kν
in the β-particle energy was found to be less than

1 keV over the entire energy range of the spectrum.
In Fig. 8, we present the spectrum calculated without the

CVC hypothesis, and the spectra considering CVC for the
different �EC estimates. The free-neutron value of gA was
assumed. CVC has an influence but does not lead to a change
of the spectrum shape as spectacular as in 36Cl decay [69].
The spectrum mostly exhibits a dependency at low energy and
the spectra with �E (3)

C and �E (4)
C are hardly distinguished. In

addition, we tried to adjust �EC in order to be as close as
possible to the measured spectrum. The best value was found
to be �EC = 3.57 MeV with a poor reduced-χ2 of 5.018, and
a nonlinear tendency was found in the residuals. Most of all, it
is clear that the adjusted Coulomb displacement energy is not
realistic.

This result supports an adjustment of the coupling con-
stants to retrieve the measured spectrum. We chose as a
reference for the fitting procedure the spectrum calculated
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FIG. 9. Influence of the effective gA value on the theoretical β

spectrum of 99Tc decay, compared to the high precision measurement
from this work.

considering a full numerical treatment of the lepton current,
the OBTDs from the GLEKPN valence space with Mach in-
teraction, and the CVC hypothesis with the �E (4)

C Coulomb
displacement energy. All other possibilities were used to esti-
mate uncertainties.

2. Effective coupling constants

Based on the modeling described above, we followed the
approach in [8,71] varying only gA. One should underline that
the CVC hypothesis was not used in [8], but was in [71]. As
illustrated in Fig. 9, we indeed observed a high sensitivity of
the spectrum shape on the effective gA value. Quick inspection
clearly shows that a geff

A value between 1.4 and 1.6 could give
good agreement with the measured spectrum from this work.
The fit procedure simply consisted in redoing the calculations
for different geff

A values until finding the minimum reduced-χ2.
A reasonable energy range of 20 to 275 keV was considered
to determine the central value in order not to be influenced by
the first and the last 20 keV of the spectrum, where distortions
can be significant. The reduced-χ2 distribution is very close
to a quadratic shape. The best adjusted value is geff

A = 1.526
with reduced-χ2 = 1.010.

The final spectrum is compared to the high precision mea-
surement from this work in Fig. 10. The agreement is excellent
down to 6 keV. The distribution of the residuals does not
show any energy dependency and follows a narrow Gaussian
distribution, perfectly centered on zero. It is noteworthy that
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FIG. 10. Comparison of the measured 99Tc spectrum with the
theoretical curve with the best adjusted geff

A value. Inset: The low-
energy part of the spectrum and the distributions of the residuals.

such agreement would not have been possible with an erro-
neous endpoint energy, which validates the extracted Q-value
previously determined. Below 6 keV, the atomic exchange
correction does not seem to be sufficiently high to account for
the distortion observed in the measured spectrum. We found
the same discrepancy in the recent study of 151Sm decay [51].
A possible explanation could be an inaccurate modeling of
the atomic wave functions, as recently pointed out in [72].
These authors provide an analytical fit of their correction,
but only for allowed transitions. We applied it only to the
Fermi function, which should give the main contribution. The
very low-energy part of the spectrum is quite comparable and
does not resolve the discrepancy with the measured spectrum.
The best adjusted value was found to be geff

A = 1.520 with
reduced-χ2 = 1.018, and was used to estimate an uncertainty
component, as explained below.

The uncertainty budget is detailed in Table VIII. Several
components were studied and estimated with the minimum-
maximum method. Different probability distributions were
considered depending on the uncertainty component, with the
objective of being realistic and conservative.
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TABLE VIII. Uncertainty budget for the geff
A value extracted from the 99Tc β spectrum measured in this work. All uncertainties are stated

as standard uncertainties (k = 1).

Relative
Uncertainty component Value in 10−2 uncertainty Comment

Fit method 7.45 4.88% Estimate at χ 2 ± 1; includes bin statistics component

Fit range 0.61 0.40% Largest deviation observed with extreme energy ranges

Maximum energy 0.38 0.25% Q-value and uncertainty from this work

Nuclear model 2.94 1.93% Deviation with jj45pnb interaction

Lepton current 1.27 0.83% Deviation with simplified lepton current and �E (3)
C

Coulomb displacement energy 4.25 2.78% Largest deviation observed with �E (1)
C

Atomic exchange 0.29 0.19% Deviation with correction from [72]

Radiative corrections 0.33 0.21% Conservative estimate, with or without including them

Combined 9.19 6.02% �2-norm, i.e., the square root of the quadratic sum

The main contribution comes from the fit method, which
also includes the spectrum statistics. The quadratic shape of
the reduced-χ2 distribution allows one to estimate the fit
method uncertainty from the geff

A values at reduced-χ2+1.
The chosen energy range for the fitting procedure also has
an influence. Two extreme cases were considered, namely, 0
to 296 keV and 100 to 200 keV. The largest deviation was
used with a triangular probability distribution. The maximum
energy of the spectrum determined in this work was used
for the calculation and its uncertainty was propagated with
calculations at ±1σ considering a rectangular probability
distribution.

For the other components, spectrum calculations were per-
formed with different hypotheses, geff

A was extracted, and
the largest deviation from geff

A = 1.526 was considered with
a triangular probability distribution. Uncertainty due to the
nuclear model was estimated from the largest obtained devi-
ation, considering either the GL model space with Gloeckner
interaction [66] or the jj45pnb interaction [68]. The usual sim-
plified lepton current was employed to assess an uncertainty
due to lepton current treatment. The different methods for de-
termining the Coulomb displacement energy were tested and
the maximum deviation was found with �E (1)

C . The geff
A value

determined with the atomic exchange correction from [72]
was considered to estimate an uncertainty due to this
correction.

Finally, we considered an uncertainty component due to
the radiative corrections. The latter include the emission of
real soft photons from the internal bremsstrahlung process.
This part of the correction on the β spectrum assumes that
these photons are lost and thus not detected. However, there is
no doubt that they are partially reabsorbed by the detection
system, especially the low-energy photons. A conservative
estimate was obtained by simply ignoring the radiative correc-
tions in the spectrum calculation. It is more than an extreme
case of possible photon reabsorption because additional cor-
rections that do not come from internal bremsstrahlung are
also ignored.

The total combined uncertainty is given in Table VIII. The
main component comes from the statistics of the measure-
ment. The value of the effective axial-vector coupling constant

extracted from 99Tc spectrum is eventually

geff
A = 1.526(92). (15)

It can be surprising that our gA value is not quenched but
enhanced, far from Suhonen’s review value of geff

A ≈ 0.9.
However, our calculated half life obtained from spectrum
integration is 29.98(85)×103 a, one order of magnitude lower
than the evaluated half life 211.5(11)×103 a [11]. We can
very accurately describe the global 99Tc decay, i.e., both the
spectrum shape and the half life, by simply renormalizing the
coupling constants with the ratio of these two half lives. We
then determined

geff
V = 0.376(5) and geff

A = 0.574(36). (16)

The coupling constants are thus quenched, with values that
are noticeably consistent with Suhonen’s review values for the
first forbidden nonunique transitions. Our result thus seems to
solve the inconsistency highlighted by Suhonen in [56].

Considering the full energy range, we determined the aver-
age energy of the β spectrum from our calculation,

Eβ = 98.51(23) keV, (17)

and the corresponding log f value,

log f = −0.476 60(22). (18)

With the partial half life from [11], we obtained

log f t = 12.3478(23) (19)

for the ground-state to ground-state transition in 99Tc decay.
Notably, the experimental shape factor from [15] leads

to Eβ = 95.91(5) keV, log f = −0.8785(11), and log f t =
11.9458(25), using the Q-value from this work.

IV. CONCLUSION

In the work described here, it is once again demonstrated
that MMC measurements are excellently suited for determin-
ing both the shape and the maximum energy of β spectra with
Qβ-values below 1 MeV. The measurements are characterized
not only by the high linearity and high-energy resolution,
but also by the fact that very low detection thresholds can
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be reached. The good agreement of two almost independent
measurements also in the cross analysis of the data increases
confidence in the obtained β spectra. Since the background is
the major uncertainty contribution of the obtained maximum
β energy, as shown in Table VI, we conclude that experi-
mental design and optimized calibration sources are crucial
to improve upon such measurements using MMCs.

High-quality PIPS detector measurements confirm the
shape of the spectrum above 25 keV. We do not make a de-
tailed comparison with previous determinations of the shape
of the β spectrum, but point out that parametrizations of the
β spectrum found in the literature must now be considered
obsolete. It should be noted that all previous measurements of
the 99Tc β spectrum had significantly higher-energy thresh-
olds, so that a significant part of the spectrum at low
energies had to be considered as being unknown. Combin-
ing our measurements with detailed theoretical calculations
based on the nuclear shell model, we extracted new decay
data of interest: Qβ = 295.82(16) keV, Eβ = 98.51(23) keV,
log f = −0.476 60(22), and log f t = 12.3478(23). The spec-
trum shape was found to be very sensitive to the effective
value of the axial-vector coupling constant, and the best
description of the decay led to the quenched coupling con-
stants geff

V = 0.376(5) and geff
A = 0.574(36). These values are

consistent the ones derived from first forbidden nonunique
transitions in [56].

Our Q-value is five times more precise than the recom-
mended one [17] and shifted by −1.8 keV, which is about
two standard deviations of the recommended value. The un-
certainty is competitive with Penning trap measurements and
we call for a confirmation of our Q-value using this method.
Beyond MMCs, the active Array of Cryogenic Calorimeters to
Evaluate Spectral Shapes (ACCESS) project aims to measure
forbidden β decays such as 99Tc using an array of neutron
transmutation-doped germanium (Ge-NTD or NTD) detec-
tors [73]. Our results could then be confirmed in the near
future with another independent technique.
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