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Abstract
The stagnant Taylor bubble in vertical isothermal turbulent counter-current flow was analyzed using 2D shadowgraphy
experiments and two distinct high-fidelity numerical simulations. One simulation employed the geometrical VOF interface
tracking method within the OpenFOAM code, while the other utilized the explicit front tracking method of the TrioCFD
code. Interface recognition algorithms were applied to the photographs and compared with the results of 3D simulations
performed with LES and pseudo-DNS accuracy in OpenFOAM and TrioCFD, respectively. The measured Taylor bubbles
exhibited an asymmetric bullet-train shape and a specific speed, which were compared with the predictions of both numerical
approaches. Reproducing the experiment proved challenging for both otherwise well-established methods frequently used in
interface tracking simulations of two-phase flows. Grid resolution and subgrid turbulent models, known for their success in
single-phase turbulence, were less accurate near the water–air interface. Additional experimental parameters compared with
simulations were related to the dynamics of tiny disturbance waves with amplitudes ranging from 10 to 100 μm along the
interface of the Taylor bubbles. The speed and spectra of the surface disturbance waves were reproduced numerically with
moderate success despite detailed grid refinement in the relevant region of the computational domain.
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1 Introduction

Gas–liquidmixture flows exhibit various two-phase flow pat-
terns, with vertical pipes commonly experiencing bubbly,
slug, churn, annular, and droplet flow regimes [1]. The spe-
cific flow regime depends on factors such as flow velocities,
phase volume fractions, fluid properties, pipe size, and ori-
entation. This study is focused on Taylor bubble flow, which
falls under the slug flow regime. Taylor bubbles are bullet-
shaped bubbles that move at different speeds from the bulk
liquid, occupying almost the entire pipe cross section. Slug
flows are relevant for chemical, nuclear, petroleum, and other
types of processing engineering. They are encountered in
a wide range of practical applications, including vaporiz-
ers, boilers, filtration and membrane processes [2], as well
as extreme events in the petroleum industry [3] or steam
generators in nuclear power plants. The most recent review
paper discussing vertical gas–liquid slug flows by Holagh
& Ahmed from 2024 [4] demonstrates the extensive scope
of this research area. This remarkable review is citing 470
references.
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The type of slug flows relevant to the present study occurs
in the inertia-dominant regime, where the influence of vis-
cosity and surface tension is minimal [1]. In this regime, the
drift velocity of Taylor bubblesU0 in pipe with diameterD is
given by the correlationU0 = k

√
gD (g acceleration of grav-

ity). Based on the constant value of k≈0.35, this correlation
predicts a drift velocity of approximately 0.18 m/s for Tay-
lor bubbles in our experiments [5]. This value is close to the
average measured liquid velocity, UL , which is in the down-
ward direction (negative sign) and keeps the bubble fixed in
position. Dumitrescu [6] demonstrated that soon after the liq-
uid flow was directed downward, the Taylor bubble became
unstable. One of the earliest detailed experiments on counter-
current turbulent flow was performed by Martin [7], who
studied air–water mixtures in circular pipes with diameters
of 2.6, 10.16, and 14.0 cm. Martin found that the bubble
velocity in counter-current slug flow could not be adequately
explained by existing theories for co-current background
flow or stagnant liquid conditions. This discrepancy is due
to bubble instability, which increases bubble velocity when
the bubble is displaced from the pipe axis. Lu and Pros-
peretti [8] performed a stability analysis and showed that the
breakup of Taylor bubble symmetry occurs at liquid veloci-
ties below a critical negative velocity of Uc = −0.13

√
gD.

Figueroa-Espinoza and Fabre [9] performed numerical anal-
yses of symmetry breakup at different surface tension values.
They found that asymmetry leads to increased bubble veloc-
ity and a decreased curvature radius at the stagnation point of
the bubble nose. Fabre and Figueroa-Espinoza [10] further
investigated symmetry breakup experimentally and deter-
mined that asymmetry is largely independent of whether
the flow regime is turbulent or laminar. They identified the
vorticity-to-radius ratio at the stagnation point as a crucial
parameter for symmetry breakup. Fershtman et al. [11] also
studied counter-current slug flow, measuring a liquid veloc-
ity that exactly balances buoyancy UL = 0.35

√
gD= 0.178

m/s, which was also observed in experiments in the present
study. The latest study by Abubakar andMatar [12] provided
a detailed numerical and parametric analysis of the effects
of downward liquid velocity, viscosity, and surface tension
on bubble shape and motion. Their linear stability analy-
sis identified regions of dimensionless parameters where the
bubble is unstable and assumes an asymmetric shape, and
they explained the mechanisms behind symmetry breakup.
Our experiments were conducted in the unstable region with
asymmetric bubble shapes, necessitating dynamic flow rate
control, as described in the following section.

The interactions betweenTaylor bubbles and turbulent liq-
uid flow have been the subject of various studies. Unlike in
laminar liquid flow, the tail of the bubble starts to break in the
turbulent background flow. The breakup and recoalescence
processes in the bubble wake region have been observed.

The studies [13, 14] measured the gas loss from a station-
ary Taylor bubble in a counter-current liquid flow using a
special spherical Teflon cap to hold the bubble in a fixed
position. More recent experiments involving the turbulent
counter-current regime have utilized high-speed cameras in
visible light to measure the bubble’s disintegration rate [15].
They have shown that disintegration by the breakup stops
when the Taylor bubble is sufficiently short. This result is
important for the present study focused on the Taylor bub-
bles, which do not lose their mass due to the breakup of the
bubble’s tail. As shown in [15, 37], even shorter bubbles are
gradually losing their mass due to the dissolving of the gas in
the liquid. However, this mechanism is much slower than the
physical breakup and can be neglected over the time inter-
vals relevant for the present study. Consequently, dynamical
control of the liquid flow rate is used to trap the bubble in an
equilibrium position for hours, and allowing for studies over
several minutes.

Two fundamentally different approaches are used for
numerical simulations of turbulent two-phase flows:

• One approach is the Euler-Euler method, wherein the
Navier–Stokes equations are solved independently for
each phase [16].

• Another approach is the one-fluid formulation, which
involves applying a single set of governing equations
across the entire domain, encompassing the interface [17].
Various methods for interface advection exist, with the
Volume of Fluid (VOF) method [19, 20], Front tracking
method [21], and Level-Set method [30] being among the
most widely used. The present research is focused on the
(VOF) method and on the Front tracking method, which
were tested with the stagnant Taylor bubble in turbulent
flow.

The specific version of the VOFmethod used in this study
is implemented in the open-source OpenFOAM computer
code [18]. One of the main advantages of the VOF method
over alternative methods is its well-established framework
and guaranteed volume conservation. Central to the VOF
method is the concept of a marker function, which represents
the volume fraction of one fluid within each computational
cell of the domain. A key challenge in advecting a marker
function is the numerical diffusion that arises from using a
cell-averaged marker function [21]. To mitigate this diffu-
sion, the VOF method reconstructs the interface so that the
marker does not move into a new cell until the current cell is
completely filled. Reconstructionmodels of theVOFmethod
are categorized into algebraic and geometric types. Signifi-
cant effort has been focused on geometric methods because
they produce better results than algebraic reconstruction
methods [23, 24]. One such geometric method is the piece-
wise linear interface calculation (PLIC) method, which has
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been investigated for large eddy simulations (LES) by Kren
et al. [22] and is tested in the present paper. Large eddy sim-
ulation (LES) is a very useful compromise between the high
accuracy and cost of direct numerical simulation (DNS) and
the lower cost but reduced accuracy of Reynolds-averaged
Navier–Stokes (RANS) simulations. The development of
LES methods for multiphase flows is still in its early stages,
largely due to the lack of experimental andDNSbenchmarks.
Klein et al. [25] have laid out a framework for developing
LES in multiphase flows. In single-phase flows, modeling
small scales is required only for the convective term, typ-
ically achieved by adding eddy viscosity to the equations.
However, multiphase flows require modeling several terms,
with at least two being particularly significant. While the
convective term can be approached in a similar manner to
single-phase flows [26], new models are needed for other
closures. Recent developments highlight that the closure of
the sub-grid term for surface tension is the most critical [22].

Numerical simulations of multiphase flows using the
front-tracking method have been presented by Unverdi in
1992 [27] and upgraded by Tryggvason et al. [28]. Like
in the VOF method, interfacial terms are incorporated by
adding the appropriate sources as delta functions at the
phase boundaries. The unsteady Navier–Stokes equations
are solved using a conventional finite volume or finite ele-
ment method on a fixed, structured grid. The interface, or
front, is explicitly tracked using connected marker points in
Lagrangian coordinates,with surfaces in the 3Ddomain. This
type of method is implemented in TrioCFD code [35], which
was the second type of numerical model tested with the stag-
nant Taylor bubble in turbulent flow. Interfacial source terms
such as surface tension are computed on the front and trans-
ferred to the fixed grid. The advection of fluid properties, like
density, is handledby following themotionof the front.When
large topology changes occur, the distance between marker
points can increase or decrease, leading to reduced accuracy.
To address this, new marker points might be added where
marker density is low, and some marker points are removed
where density is high. Although the method is complex to
implement, it provides highly accurate tracking of the inter-
face position.However, interface breakup does not occurwell
unless a special model is implemented.

Existing numerical simulations of Taylor bubbles have
predominantly focused on stagnant or co-current background
liquidflows across various setups, ranging fromsimplistic 2D
and Euler-Euler simulations [31, 32] to comprehensive 3D
simulations with interface tracking [33, 34]. LES investiga-
tions of Taylor bubbles within co-current turbulent regimes,
without special sub-grid scalemodels for bubble coalescence
or breakup, revealed disintegration rates one to two orders
of magnitude faster than observed in experiments of Taylor
bubbles within counter-current turbulent flow [22, 36].

The present study aims to address details of the Taylor
bubble’s interface dynamics in the region of the liquid film
and the capabilities of state-of-the art numerical schemes
to describe the flow of the thin liquid film and the veloc-
ity fields in the liquid and air phase around the interface.
An important part of the current work is the study of inter-
face waves: as discussed below, accurate measurements of
these waves were performed despite their tiny amplitudes.
Consequently, we have examined properties of the interface
waves predicted by the OpenFOAM and TrioCFD codes. All
instances of waves are traveling fluid oscillations sustained
by the surface tension force. For experimental Taylor bubble
the interfacewaveswere studied byKren et al. [24]. Thework
on the interfacial waves analysis spans beyond the films of
Taylor bubbles: closely related interfacialwaves are observed
in vertical annular flows, where a recent review is available
[39] and amore specific example by Tekavčič et. al. [38] who
analyzed interfacial waves in water–air churn flow regime.
Another slightly less relevant area are studies of horizontally
stratified flows with the presence of capillary waves, where
some of the recent activities can be found in [40, 41].

The goal of the present study is a detailed analysis of
one specific experimental case performed within the experi-
mental campaign [37], where stagnant Taylor bubbles were
observed in the counter-current turbulent flow of water. The
selected experimental case is reproduced with two state-of-
the-art interface tracking approaches capable to operate in
turbulent flow regime. Comparison of all measured parame-
ters is performed: the main integral parameter is mass flow
rate of the water that is balancing the buoyancy; flow rate is
closely related to the axially asymmetric shape of the bub-
ble, which is influencing the bubble drag. The last test is a
comparison of the measured and computed interfacial waves
that are traveling over the body of the Taylor bubble.

2 Experimental Setup

Experiments were conducted in a loop, as depicted in Fig. 1.
The test section consisted of a 1.5 m long glass pipe with an
internal diameter of D = 26 mm and wall thickness 2 mm.
Water is entering the test section from the top. All exper-
imental cases, including the one considered in the present
paper, were performed in the turbulent flow regime of the
liquid above the bubble, with a Reynolds number of approxi-
mately 5600. The straight section of the pipe above the bubble
spanned around 40 pipe diameters, ensuring statistically uni-
form turbulence impinging on the bubble. To maintain a
constant water temperature of 30 °C, a heat exchanger was
utilized in the tank. The Taylor bubble was injected into the
test section with a syringe through a small dedicated connec-
tion beneath the test section. The flow through the test section
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Fig. 1 Schematics of the test loop

was regulated using a control valve, which adjusted the flow
distribution between the main loop and a bypass loop.

Observations of the Taylor bubble were carried out using
a high-speed camera (camera Phantom v 1212, objective:
TOKINA AT-X PRO D 100 mm), set up at a distance of
around 30 cm between the objective and the pipe axis, with a
field of view covering a 14 cm (~ 5 diameters) section of the
pipe. The pipe was immersed in a rectangular glass section
filledwithwater tominimize optical distortion. The observed
Taylor bubbles typically had lengths ranging from 1.5 to 5
pipe diameters.Measurementswere performed over different
time intervals of 8, 4, 2, and 1 min, with camera frequencies
of 100, 200, 400, and 800 Hz, respectively. Around 90 mm
long bubble filmed over two minutes interval at frequency
400 Hz was used for detailed analyses in the present study.

The camera’s useful resolution for the measurements was
approximately 1280 × 240 pixels, corresponding to around
9 pixels per millimeter. The measurement of absolute liquid
film thickness is achieved with a precision ranging between
0.5 and 1 pixel. However, this level of precision introduces
relative errors exceeding 40% for very thin films below 3
pixels. The estimated optical distortion, due to the light

refraction, results in a maximum enlargement of the liquid
film thickness by up to 2%. This value is significantly lower
than the uncertainty associated with interface reconstruction.

Each experimental run was performed in the following
steps:

• Preparation of the water loop, establishment of the water
circulation with an expected mass flow rate.

• Set-up of the camera, illumination, pressure, temperature
and mass flow rate sensors.

• Injection of the air bubble.
• Fine-tuning of the water mass flow rate to bring the bubble
into the camera’s view.

• Start of measurements and active fine-tuning of the mass
flow rate during the measurement.

• Data (image) processing.

In the counter-current flow configuration, the instability of
the Taylor bubble requires dynamic adjustments of the mass
flow rates during the experiment to ensure that the bubble
remains within the camera’s field of view. Minor corrections
of the valve position are made every few seconds, leading to
fluctuations in the bulk liquid velocity within the test section.
The bulk liquid velocity is based on the readings from the
Coriolis flow meter, which measures mass flow rate through
the section at a frequency of 1 Hz. The variations in the mean
velocity measurement due to manual mass flow rate correc-
tions range between 3 and 10% of the bulk velocity across
various experimental cases. In analysis of the results these
minor changes in the bubble position were considered with
a sliding coordinate system which was fixed to the tip of the
Taylor bubble’s nose, while the dynamics of the Taylor bub-
ble was practically unaffected by the mass flow rate changes.
As shown in [37] the bubbles moved up and down with verti-
cal velocities below 0.01m/s, whichwere considerably lower
than the upstream mean liquid velocity of 0.18 m/s and the
velocities around 1 m/s observed on the liquid–air interface
of the bubble. While the system of bubble position control
may present challenges when comparing results with similar
experiments or numerical simulations, it closely resembles
the numerical technique employed in high-fidelity simula-
tions of co-current Taylor bubble flow [45, 46]. In these
simulations, the Taylor bubble is modeled within a moving
frame of reference to ensure the bubble remains inside the
computational domain. The same approach was used in Tri-
oCFD simulation in this paper, while the adaptive mass flow
rate boundary condition was used in the OpenFOAM.

The processing of each recording involved analyzing a set
of 50,000 photographs using a dedicated in-house software.
The best scaling distance on the photographs turned out to
be the outer diameter of the glass pipe, which is not affected
by the optical distortion. This software utilized widely used
libraries for tasks such as fitting two-dimensional surfaces
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Fig. 2 a original image, b magnitude of the gradients field (step 1),
c extracted bubble interface and pipe inner walls at pixel level (step 2),
d) refinement of the interface position at subpixel level (step 3) with

pixel grid in the background: “ + ”—pixel level interface, “x”—sub-
pixel level interface. All units in pixels

and one-dimensional lines, performing Fourier transforma-
tions, and cross-correlating one-dimensional functions. The
algorithms and techniques employed in the software were
based on methods described in the Numerical Recipes book
[47]. The main focus of the computer codes was image
processing, specifically the extraction of the Taylor bubble
surface from the images. Given the constraints of automated
analysis on a large dataset, we used established image pro-
cessing methods found in the open literature [48]. In order to
handle the large number of photographs, manual corrections
and artifact removal were limited. To address this, a robust
procedure was developed that could identify potential fail-
ures in bubble interface reconstruction. A description of the
algorithm can be found in [37], while the intermediate results
of the particular step of silhouette reconstruction are shown
in Fig. 2:

• a = > b: conversion of image density matrix into gradient
matrix.

• b = > c: identification of the bubble outer surface
• c = > d: sub-pixel interface position refinement.

Distinguishing between absolute and relative accuracy is
crucial when considering interface recognition. The absolute
uncertainty of the interface position on a single photograph

ranges from half a pixel to one pixel. However, when analyz-
ing a time series or spatial profiles of the interface, the relative
uncertainty of the interfacemotion between neighboring pix-
els in space or time is reduced by a factor of approximately 5
to around± 0.1 pixel. This improvement in relative accuracy
allows very precise characterization of interface movements.

3 Numerical methods

Modeling of the Taylor bubble in the counter-current tur-
bulent flow was performed with two highly accurate but
fundamentally rather different approaches (Table 1):

1) The Front tracking method is implemented in TrioCFD
code [35]. The interface position is tracked with a
Lagrangian mesh which is advected by the flow. Such
an approach allows very accurate interface recognition
and dynamics as the interface has a zero thickness; how-
ever, it means more expensive numerical algorithm.

2) The geometric VOF method implemented in the finite
volume code OpenFOAM [22] introduces high-order
interface capturing scheme, which consists of two part-
s—interface advection using void fraction propertyα and
interface reconstruction with different submodels of the
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Table 1 TrioCFD vs. OpenFOAM models

TrioCFD OpenFOAM

Basic scheme Finite Element
Volume

Finite Volume

Formal accuracy of
discretization

2nd order in space &
3rd order in time

2nd order space
& time

Interface tracking Lagrangian front
tracking

Geometric VOF
(PLIC)

Turbulence modeling quasi-DNS LES-WALE

Inlet boundary
condition

Synthetic turbulence Recycling section

Mesh (num. of
volumes/elements)

2.8 million 4.1 million

Simulated pipe length
(diameters)

9 20

Taylor bubble length
(diameters)

2.6 4.5

VOFmethod. Computing time of this approach turns out
to be shorter, but slightly less accurate in modeling the
interface dynamics and surface tension effects.

3.1 Front Tracking in TrioCFD

TRUST/TrioCFD is an open-source CFD code developed by
the CEA (the French Atomic Energy and Alternative Ener-
gies Commission). Massively parallel, it can handle various
physical situations: single or two-phase flow, chemistry, flu-
id–structure interaction… To model a two-phase flow, one
of the possible approaches of TrioCFD is to use its front-
trackingmethod.The latter uses anEuler–Lagrange approach
coupled with a Volume-of-Fluid like method. It uses the
one-fluid formulation for the fluid problem and an explicit
interface tracking by considering:

• The indicator function χk equals 1 in the phase k and 0
otherwise,

• The variable φk (velocity, pressure, density…) having its
given value in the phase k.

One can define a one-fluid variable as φ = ∑
kχkφk . By

summing the continuity equation for incompressible flows,
the Navier–Stokes equation for each phase and the Laplace
pressure law at the interface, one can derive the equation
system:

div(�u) = 0

ρ ∂ �u
∂t + ρ

(
�u. �∇

)
�u = −�∇P + div

[
μ

( �∇�u + t �∇�u
)]

+ ρ �g + σκδI �n
(1)

with −→u the velocity field, ρ the density, μ the dynamic
viscosity, −→g the gravity field, σ the surface tension at the
interface, κ the local curvature of the interface δI the indi-
cator function of the interface and −→n the vector normal to
the interface. The system of Eq. (1) is the one-fluid problem
solved for the fluid mixture in the front-tracking of TrioCFD.
The choice was made to use a non-conservative discrete sur-
face tension rather than a classic Continuum Surface Force
model as the latter introduces parasitic currents. The non-
conservative effect has been studied and is found negligible
[29].

Regarding the interface (Fig. 3), the Lagrangian mesh is
advected between two time steps by the velocity field with
simple advection equation applied to all Lagrangian markers
on the interface i = 1, N :

d�si
dt

= �u(�si) (2)

where −→s i denotes position of the Lagrangian marker i, and−→u (
−→s i) represents the velocity at the marker position. To

ensure the mass conservation, the transport of the phase indi-
cator function with a calculation of the volume of gas is
performed to refine the position of the Lagrangian markers.
The interface treatment ends by a smoothing and a remeshing
to regularize the markers position.

In this investigation, an explicit Euler schemewas used for
the time integration. Regarding the space discretization, we
used the Finite Element Volume method, which is a hybrid
between the finite volume and the finite element methods.

As illustrated in Fig. 4 the computational domain is a ver-
tical circular pipe with a length of L = 23 cm and a diameter
corresponding to the experimental pipe. At the outlet, a free
pressure condition was implemented and at the pipe wall,
a no-slip condition was imposed. Fixed mass flow rate was
prescribed at the inlet (v0 = 0.17 m/s) and the moving frame
of reference approach was used in TrioCFD simulation.

As the inlet flow is turbulent, a synthetic turbulence devel-
oping an isotropic and homogeneous turbulence was chosen
as a boundary condition. The values of turbulent kinetic
energy k and turbulent dissipation rate ε on inlet were com-
puted with a preliminary RANS standard k-ε computation.
Even though this does not exactly mimic the conditions in
a pipe, this approach combined with a certain development
length above the bubble head provides satisfactory results
and a reasonable computational cost. Let us note that this
branching between the synthetic turbulence and the two-
phase domain significantly increases the computational time
compared to simulations of Taylor bubbles performed with a
laminar inlet condition showing excellent results [42]. Future
development to optimize the process is ongoing.

The bubble is initiated as a hemisphere at the head, con-
tiguous to a cylinder of a same radius letting a liquid film of a
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Fig. 3 Illustration of the
Lagrangian mesh tracking the
interface in TrioCFD

Fig. 4 Left: scheme of the computational model. Right: cross section
of the mesh

thickness δ chosen as 2.6 mm (10% of the diameter). This is
significantly thicker than the final film thickness but it eases
the initialization of the computation. To avoid the bubble to
break during the initialization because of the fluid forces, two
techniques were used:

• The surface tension of the bubble was initiated with a
value ten times higher than the physical one, then linearly
decreased to its physical value during 0.1 s.

• Three zones of uniformvelocitywere set to avoid excessive
initial fluid force: no velocity in the bubble, higher velocity
around the bubble, and nominal velocity in the rest of the
domain.

The computational domain was meshed using the internal
mesh generator of TRUST/TrioCFD coupled with GMSH.
The process starts with meshing a quarter of disk in two
different sections:

• a corona filled with prisms whose size follows a geomet-
rical expansion law. The latter are then cut to triangles.

• the bulk domain homogeneously filled with triangles.

The resulted mesh is then extended to generate the mesh
of the circular cross section (see Fig. 4) and then extruded to

produce the entire pipe. The final mesh for TrioCFD simu-
lation constituted of about 2.8 million tetrahedral elements.
Details of the mesh characteristics can be found in Table 2,
η being the Kolmogorov length scale computed as η = ν3/4

ε−1/4 with ν the liquid kinematic viscosity and ε the turbu-
lent dissipation rate, itself estimatedwith the turbulent length
scale approach. The subgrid turbulent model was not used,
which means that the code worked with a so-called quasi-
DNS approach: meshwas too coarse for DNS but sufficiently
fine to allow simulations without turbulent diffusivity.

The length of the bubble after the initial non-physical
interval of 0.1 s, was established at around 70 mm. Time
interval of the observation was 1 s and the computation took
45,000 CPU-hours on 128 CPU cores.

3.2 Geometric VOF interface tracking in OpenFOAM

A two-phase gas–liquid system has been modeled using the
one-fluid formulation of the Navier–Stokes Eqs. (1) and the
geometric VOF approach for interface capturing. Within the
VOF framework, a void fraction, denoted as α, is defined. Its
advection equation is given as:

∂α

∂t
+ αu∇α = 0. (3)

Solution of this equation represents the starting point for
the VOF reconstruction of the interface. It is important to
emphasize that interface treatment with Lagrangian markers
in Eq. (2) and through the volume fraction advection Eq. (3)
is the key difference between both numerical models used in
the present study.

In this computational study, theOpenFOAMv10 software,
a widely recognized tool in the field of computational fluid
dynamics (CFD), is employed to solve the relevant equations.
The core of the simulation is a highly sophisticated and mod-
ified interFoam solver. This solver is notable for its capability
to utilize diagonally implicit Runge–Kutta (DIRK) time inte-
gration schemes, seamlessly integrated with the piecewise
linear interface calculation (PLIC) for geometric reconstruc-
tion of interfaces. This solver is an advanced iteration of an
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Table 2 Characteristic sizes of
the mesh Bulk �x [mm] Bulk �z [mm] Bulk �x/η [−] Bulk �z/η [−] Wall y+ [−]

0.5 1.4 4 12 1.5

original version developed in OpenFOAM v4 by Frederix
et al. [45], which was later refined by Kren et al. [22].

For modeling the subgrid-scale phenomena, the study
adopts the Wall-Adapting Local Eddy-viscosity (WALE)
model. This eddy viscosity model is particularly effective in
capturing the dynamics of turbulent flows at smaller scales.
The computational strategy includes the use of the Pressure-
Implicit with Splitting of Operators (PISO) algorithm. This
algorithm plays a pivotal role in the computational process,
as it adeptly decouples the pressure and velocity equations,
allowing for their segregated solution. A notable feature of
this methodology is the incorporation of two inner correc-
tor loops. This design implies that the pressure equation is
reformulated and resolved twice within each stage of the
Runge–Kutta (RK) time-stepping process.

Surface tension, a crucial aspect in multi-phase flow sim-
ulations, is computed using the continuum surface force
(CSF) model [51]. This model effectively distributes the
surface tension force across several computational cells, uti-
lizing a Dirac delta function. To enhance the accuracy of
this approach, the Dirac-delta function in the surface tension
term is smoothened via the α function. The primary objec-
tive of this modeling technique is to precisely equilibrate the
forces due to pressure gradients and surface tension, ensur-
ing accurate representation of the physical phenomena in
the simulated fluid system. For the spatial discretization of
the divergence terms, the finite volume framework was used,
which eventually reduces to a simple summation of all the
face-normal fluxes across all the faces enclosing each con-
trol volume. Similarly to Kren et al. [22], a blended scheme
was used for momentum convection term that stabilizes the
artificial breakup and does not have a detrimental effect on
the single-phase turbulence far away from the bubble. All
other interpolations and gradients are discretized using lin-
ear schemes, which are second-order accurate. The modified
solver is able to use any Runge– Kutta scheme. In the present
computation, a Diagonally Implicit Runge–Kutta scheme of
second order (DIRK2) was used with the CFL number in the
simulations below 0.4.

To simulate a Taylor bubble in a counter-current flow
under turbulent conditions, a recycling boundary condition
was used at the inlet, situated upstream from the Taylor bub-
ble. This recycling process occurs five hydraulic diameters
(D) from the inlet, allowing sufficient space for the velocity
field to develop fully. Beyond the recycling point, a distance
of two to three diameters ismaintained before the Taylor bub-
ble’s nose, ensuring it doesn’t affect the boundary condition.

The flow rate is continuously adjusted at each time step to
balance the bubble’s buoyancy against hydrodynamic drag,
keeping the bubble’s position relatively stable in the simu-
lation. This method is depicted in Fig. 5. To counter minor
fluctuations, a gentle relaxation factor of 0.01 was employed,
ensuring the bubble remains steady.

TheOpenFOAMmodel described above was successfully
used for simulation of a stagnantTaylor bubble in the counter-
current water flow in a thinner pipe at Re= 1400 [22]. These
resultswere comparedwith experiments performed under the
same conditions. TheRe= 1400 case represents laminar flow
of water above the bubble, laminar flow in the liquid film and
chaotic flow with developing turbulence under the tail of the
bubble. The model successfully described the laminar region
of the water flow and the turbulent region under the tail of
the Taylor bubble. The laminar-turbulent case at Re = 1400,
where bubble retains axial symmetry, was a starting point
for the present, fully turbulent model at Re = 5600, and the
corresponding mesh density.

In the present investigation, characterized by a Reynolds
number of 5600, three distinct mesh resolutions were used,
all of them prepared with “Salome Meca” tool [49], with
two of them depicted in Fig. 6. Each mesh shared an identi-
cal cylindrical shape, with a length of 0.52 m and a diameter
of 26 mm. The G30 mesh consisted of around 700,000 hex-
ahedral cells and the G15 mesh was composed of about 4.1
million cells. The naming convention of the meshes corre-
sponds to the dimensionless spanwise cell size in the bulk
flow.

Near the wall regions, the spanwise cell size was main-
tained at less than one wall unit. This wall unit, denoted
as dx+, is defined by the formula dx+ = dxU/ν, where
dx represents the cell width in actual units, U signifies the
friction velocity, and ν is the kinematic viscosity. Along
the streamwise direction, the cell sizes were generally kept
comparable to those in the spanwise direction, albeit with
additional refinement in the vicinity of the bubble.

The OpenFOAM set-up described in this section was used
and verified in simulations of Taylor bubble flow in Kren
et al. [22], where laminar liquid flow at Re = 1400 was
prescribed at the inlet. The problem considered in [22] had
simpler nature of the flow at the Taylor bubble’s body, but
more complex tail behavior than in the present work: Taylor
bubble in [22] was longer and experienced break-up of tiny
bubbles at the flapping tail, where laminar to turbulent tran-
sition occurred. In the present work, the liquid flow is fully
turbulent everywhere, but the bubble is shorter and does not
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Fig. 5 Schematic of recycling boundary condition inside the computational domain (note the direction of the gravity)

Fig. 6 Mesh G15 ( left), G30
(right)

Fig. 7 Comparison of
instantaneous liquid velocity
magnitude fields on G15
(fine—top) and G30
(coarse—bottom) mesh. Bright
red denotes air phase. Both
drawings are given at the same
time t = 10 s in the simulation

exhibit a significant break-up. The intensity of the bubble
breakup was actually the most important parameter that was
affected by the mesh density as shown in Fig. 7; coarser
mesh (G30) bubble has lost larger amount of mass in the
same time interval in comparison with the finer mesh (G15).
Further comparison of grid sensitivity study shown in Fig. 7
shows different azimuthal orientation of both bubbles, which
is randomly established very early in the simulations. Other
properties of the Taylor bubble, like the mean mass flow rate
and shape of the nose, were rather similar on both meshes.
Consequently, only the fine mesh (G15) results are presented
in the next sections.

The length of the bubble in the OpenFOAM simulation
was around 120 mm. Time interval of the simulation was
12 s, which took 110,000 h of CPU time on 192 computer
cores.

4 Results

In this section, we compare one experimental and two simu-
lated bubbles with their main properties collected in Table 3.

One can see that the bubbles are of different length. This was
not planned: the initial intention was to have bubbles of the
same length in both simulations performed by both groups of
researchers. When it was found that bubbles in TrioCFD and
OpenFOAM simulations have different lengths, both simu-
lations were running already for a month and a decision was
made to continue without changing the length. The decision
was based on experimental results described in [37], which
have shown that for the bubbles of the length between two
and six diameters, the main properties, like the bubble veloc-
ity, shape, and water mass flow rate, do not depend on the
length.

As demonstrated in [37] time-averaged bubble shape is
not axisymmetric. Instead the bubble exhibits a quasi-stable
asymmetric shape: the bubble is always inclined toward one
side of the pipe wall. The azimuthal direction of the incli-
nation is determined during the injection of the bubble. As
discussed in [37], this behavior did not allow predictions
of the time-averaged 3D shape of the Taylor bubble in tur-
bulent counter-current flow based on the 2D shadowgraphy
measurements. This asymmetry of the bubble can be easily
analyzed in 3D simulations, in the 2D photographs however,
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Table 3 Properties of the Taylor bubbles in experiment and simulations (* value for symmetric bubble)

Length
[mm]

Time of observation
(s)

Initialization transient time
(s)

Steady-state time
(s)

Steady-state mass flow rate
normalized to experiment
(v0 = 0.179 m/s)

Experiment 90 125 / / 1

TrioCFD 70 1.7 0.2 / 0.75*

OpenFOAM 120 12 0.2 3–5 1.17

it is important to perform measurements in the plane, where
the bubble asymmetry is maximal. Out of around 10 different
experimental cases, where asymmetry was observed at dif-
ferent azimuthal angles, we have selected one with the most
pronounced asymmetry in the camera’s field-of-view. Even
this case is not exactly perpendicular to the 2D plane of the
photograph; however, it is sufficiently close and is chosen as
a representative case in the present paper.

The second important parameter for comparison of the
Taylor bubbles is the time interval of the observation. Our
experience shows that it is ideal to have a time interval of
around one minute. As seen in Table 3, such time intervals
were not achievable in simulations due to the high computa-
tional costs and/or large numerically induced breakup of the
bubble.

When time interval is considered, the influence of the ini-
tial conditions in the simulations must be emphasized: both
simulations start with symmetric and non-physical shape of
the bubble, which is followed by a rather vigorous semi-
physical transient. Consequently, a short time interval of a
couple of tenths of a second must be neglected in analyses
of the results. The second characteristic time in the simula-
tions is the time interval where the initial symmetry of the
bubble is broken and a quasi-stable asymmetric bubble shape
is obtained. In OpenFOAM simulation the asymmetry was
established after 3–5 s. After that time, the comparison of the
bubble shape in experiments and simulations is feasible and
the total drag of the bubbles can be compared.

As seen in SubSect. 4.1 and in Table 3, attaining the proper
steady-state bubble shape, which is ultimately responsible
for the bubble’s drag, was a challenge inOpenFOAMsimula-
tion. The ultimate bubble shape predicted by theOpenFOAM
had lower drag than the actual experimental bubble. Conse-
quently, 17% higher mass flow rate was needed to keep the
bubble stagnant in simulation (Table 3).

In the TrioCFD simulation, a fixed mass flow rate (mean
water velocity v0 = 0.18 m/s) and a moving frame of ref-
erence were used to keep the bubble in place. Since the
TrioCFD simulation did not achieve the steady-state asym-
metric shape, the bubble experienced stronger drag force and
wasmovingdownwith velocity around0.04m/s. Thismotion
was compensated with the moving frame of reference. As a

rough estimate, the mean downward velocity of water, which
would keep the symmetric bubble stagnant, would be around
0.13 m/s. This is about 75% of the measured downward
velocity (Table 3).

4.1 Taylor Bubble Shape

Typical instantaneous shapes and sizes of the bubbles taken at
times several seconds apart are shown in Fig. 8, while Fig. 9
shows time-averaged bubble shapes. In the OpenFOAM sim-
ulation, the interface was defined as an isoline with values of
the gas (and liquid) volume fraction equal to 0.5. In Tri-
oCFD this definition is not needed: exact position of the
interface markers is available at any time. Time averaging in
the experiment was performed over a 2-min interval. In the
OpenFOAM simulation, time averaging was performed in
the interval from 6 to 12 s, where the bubble lost the symme-
try imposed by the initial conditions and developed a roughly
steady-state asymmetric shape. In the TrioCFD simulation,
the analyzed time interval was only 1 s long and that was
not enough for development of the asymmetric shape. Con-
sequently, instantaneous TrioCFD bubble is the same as the
time-averaged bubble, only one profile is given in Fig. 8, and
there is no TrioCFD profile in Fig. 9.

Time averaging takes into account slow vertical motion of
theTaylor bubble in experiment and in simulations. The time-
averaged bubble shapes in Fig. 9 are obtained in a moving
frame of reference: origin of the coordinate system in axial
direction is attached to the axial position of the bubble nose
tip at every instantaneous snapshot before averaging.

The time-averagedmeasured bubble in Fig. 9 is inclined to
the right side of the image; however, one of the three instanta-
neous profiles in Fig. 8 shows a bubble inclined slightly to the
left.One can also note that the tail of the bubble is not resolved
in all instantaneous experimental cases. The dynamics of the
bottom surface is a strong 3D phenomenon, and capturing
the tail position from 2D shadowgraphy does not give a par-
ticularly useful information. Consequently, the software for
interface identification was not forced to work in this region.

Three instantaneous shapes of the bubble from Open-
FOAMsimulation are given infive seconds intervals in Fig. 8,
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Fig. 8 Instantaneous silhouettes
of measured Taylor bubble (left),
OpenFOAM simulation (center),
and TrioCFD simulation (right).
Pipe walls are drawn in
experimental image. Walls in
simulations are left–right edges
of the image

center: the first silhouette shown 1 s after the start of simu-
lation is showing nearly symmetric bubble, which has not
achieved the quasi-steady asymmetric shape yet. Symmetry
is broken and developed at times 6 s and 11 s. These two
silhouettes exhibit higher asymmetry than their experimen-
tal counterparts. Consequently, such a shape of the bubble
exhibits lower drag and requires a higher mass flow rate for
dynamical balance, as reflected in Table 3.

As seen from the experimental silhouettes in Fig. 8 the
bubble’s nose occasionally crosses the axis; however, on
average, it remains attached to the same azimuthal angle of
the pipe throughout the several minute time interval. This
phenomenon is further demonstrated in Fig. 10: 12 s time
interval allows direct comparison with the OpenFOAM sim-
ulation. Wobbling of the nose is stronger in the experiment
and less intensive in the OpenFOAM simulation. The impor-
tant information from Fig. 10 is more intensive fluctuations
of the experimental bubble in comparison with the simulated
bubble from OpenFOAM simulation. This is a clear sign
that the existing OpenFOAMmodel cannot provide a perfect
description of the phenomena.

Transition from symmetric OpenFOAM bubble to quasi-
stable asymmetric one is also rather clearly seen in Fig. 10.
The simulations started with an axially symmetric Taylor
bubble, and the bubble nose position has moved to the wall in
about three to five seconds. After that the bubble nose stays

close to the wall and the final asymmetry of OpenFOAM
bubble is much more pronounced than in the measurements.

Deviations from the experiment are not without conse-
quences: next to the higher liquid mass flow rate needed to
counter-balance the OpenFOAM bubble given in Table 3,
simulated bubble creates a very thin liquid film seen on the
right side of the 2D image in Fig. 9 (center). The film even-
tually becomes so thin that it ruptures and the air comes into
the direct contact with the pipe wall. This phenomenon does
not have a physical background since it was never observed
in experiments. Consequently, the simulations are stopped at
such instances and subgrid models of interface friction and
surface tension are being investigated to improve that behav-
ior.

The asymmetry in the bubble of the TrioCFD simulation
was not achieved in the observed time interval, thus its long-
time behavior cannot be predicted at this point. Nonetheless,
during that time frame, radial motion of the bubble nose was
observed, but it was not relevant to compare as it was only
about one percent of the pipe diameter. The axial velocity of
the TrioCFD bubble was 0.04 m/s downward and this was
taken into account in Table 3 mass flow rate ratio calcula-
tion. This seemingly larger difference is due to the higher
drag coefficient of the symmetric bubble compared to the
asymmetric one. This ratio cannot be used to extrapolate the
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Fig. 9 Time-averaged Taylor bubble interface position: experi-
ment—2 min time interval (left), OpenFOAM average Taylor bubble
position over 6 to 12 s time interval (right)

Fig. 10 Radial position of Taylor bubble’s nose

final mass flow rate that would balance the TrioCFD bubble
once the quasi-stable asymmetric shape is reached.

4.2 Liquid FilmThickness and Interface Axial
Velocity

The asymmetry observed in the time-averagedTaylor bubble,
as depicted in Sect. 4.1, presents challenges when it comes to

Fig. 11 Average liquid film thickness: solid lines. Dashed lines: thick
and thin films. Measurement uncertainty is below 0.1 mm and is not
plotted

independently verifying our measurements. However, a way
to mitigate this issue was averaging the bubble shape and
corresponding liquid film thickness over both sides of the
photographs. These findings are presented in Fig. 11, which
illustrates the liquid film thickness along the bubble. The
axial distances along the z-axis of Fig. 11 are measured from
the bubble nose. Solid lines represent the time-averaged and
left–right spatial averaged profile derived from the measure-
ments and simulations. Dashed lines represent time-averaged
left and right (thick and thin film) profiles separately, i.e.,
magnification of the near-wall region in Fig. 9. The mag-
nification of the film thickness in Fig. 11 shows that the
average thickness is very similar in experiment and Open-
FOAM simulation. Figure 11 is clearly exposing the feature
mentioned above: bubble asymmetry is more pronounced
in OpenFOAM simulation than in the experiment and the
difference between the thick and thin film side is larger in
OpenFOAM simulation.

The approximately 25% thinner film in TrioCFD simula-
tion is due to the lower drag of the symmetric bubble, which
is proportional to the reduced effective mass flow rate (effec-
tive mass flow rate is equal to imposed mass flow rate minus
moving frame of reference contribution). Since the thick and
thin films in TrioCFD are equal to the average, only one pro-
file is shown in Fig. 11.

By utilizing the averaged film thickness profiles from the
measurements, an additional curve related to themean down-
ward liquid velocity in the film region can be derived. Based
on the continuity equation and known upstream liquid veloc-
ity v0 (0.179 m/s), the mean liquid velocity can be calculated
as v(z) = v0R2/[2Rh(z) − h(z)2], where R represents the
pipe radius (13 mm) and h(z) represents the liquid film thick-
ness at a given axial position z. By assuming the measured
film thickness, one can calculate the mean liquid velocity
within the film region. However, the quantity of interest is
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Fig. 12 Taylor bubble interface velocity (m/s): OpenFOAM and Tri-
oCFD—obtained directly from simulations. Experiment—obtained
from film thickness and continuity equation. OpenFOAM: left and right
interface velocity

interface velocity and with the presented measurement tech-
niques it cannot be measured. Nevertheless, a reasonably
good approximation is available: the velocity of the interface
can be estimated from the mean liquid velocity based on the
liquid film thickness. The interface velocity was obtained
from the mean liquid film velocity by multiplication with
a factor of 1.15. This semi-empirical factor stems from the
DNS simulations of the turbulent flume [50] and contains rel-
ative error around 2–3% [37]. It applies to the fully developed
free liquid surface near an infinite flat wall and disregards the
air shear force. As shown in [37], this approximation can be
used, because the interface velocity is very similar on all
sides of the bubble and does not depend on the thickness of
the liquid film.

In simulations, the interface velocity can be obtained
directly from the data. In the OpenFOAM results, the inter-
face velocity is defined as a velocity at the isoline with the
values of the gas (and liquid) volume fraction equal to 0.5.
In the TrioCFD results, this velocity is directly obtained as a
velocity of the Lagrangian marker points on the interface.

Figure 12 presents the experimental interface velocity pro-
file for the time-averaged and spatially left–right averaged
film and interface velocities from simulations. The relative
uncertainty of the measured time-averaged velocity profile is
similar inmagnitude to the uncertainty of themeanfilm thick-
ness measurement, approximately 10% at distances greater
one diameter D from the bubble nose.

Numerical interface velocity profiles in Fig. 12 can be
easily extracted for each side of the Taylor bubble separately
and are also plotted separately for OpenFOAM simulation.
Only one profile is given for TrioCFD simulation in Fig. 12
due to the symmetry of the bubble.

As further explained in [37] and in Sect. 4.3, where inter-
face velocity is analyzed with a different approach, very

similar interface velocities are expected on both sides of
the Taylor bubble. Nevertheless, the OpenFOAM simulation
shows very good agreement of the interface velocity only on
the thick side of the liquid film. Significantly slower interface
velocity is observed in the region of the thin film. Mesh reso-
lution inOpenFOAMG15mesh simulation describes 0.5mm
liquid film with around 10 mesh points in radial direction.
This is actually coarse for an accurate description of a tur-
bulent film with LES. If we add that the interface is smeared
over 2 to 3 points, we can conclude that the higher radial res-
olution or a more elaborated subgrid model is needed around
such interface.

The velocity profile of the TrioCFD simulation is close to
the measurements and within the uncertainty of the measure-
ments, which are characterized with a single uncertainty bar
at around z = 70 mm. It is clear that the markers are accurate
in specifying the location and the velocity of the interface.
Nevertheless, the high similarity between the TrioCFD and
measured interface velocities is due to the fact that the walls
in the TrioCFD simulation are moving up at around 0.04 m/s
along with the moving frame of reference, while the bubble
is fixed in space.

4.3 Axial Velocities of DisturbanceWaves
on the Interface

The presented measurement techniques and image process-
ing algorithms allow us to track small disturbance waves
traveling along the Taylor bubble interface [43, 44]. This
technique was used and described by Kren et al. [37]. The
specific mechanisms generating these waves are not entirely
clear, but the waves are believed to be induced by the tur-
bulence. However, assuming that most of the waves are
produced by random disturbances, they are expected to travel
in all directions parallel to the air–water interface. The veloc-
ities of these waves are governed by the capillary wave
equations, as described in [5]. The dispersion relation of cap-
illary waves can be expressed as:

ω2 = σk3
ρ
tanh(kd),

where k = 2π/λ is thewavenumber,ω =2πν angular fre-
quency, and c = λν is the phase velocity. For typical “thick”
2mm liquid filmwaves, the characteristic frequencies, wave-
lengths, and phase velocities are approximately 1Hz, 50mm,
and 0.05m/s, respectively. For the thinner 0.5mm liquid film,
these values are approximately 40 Hz, 5 mm, and 0.2 m/s.
These estimates indicate that the characteristic phase veloci-
ties of thewaves are lower than the interface velocities shown
in Fig. 12, implying that practically all waves on the interface
travel downward.

To estimate the axial velocities of the disturbance waves
traveling over the interface, measurements of the axial
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Fig. 13 Disturbance velocity (dashed) vs. interface velocity (solid) in the experiment (top-left), TrioCFD (top-right), and OpenFOAM (bottom-left
[0.3 s:3.6 s] interval and bottom-right [8.4 s:11.8 s] interval)

disturbance wave velocity w are performed using cross-
correlations of the time signals at various axial positions
along the pipe. By selecting a distance H between specific
points in space, for example, H = 200 pixels, the velocity
w can be obtained from the measured time lag τ of the sig-
nals as w = H/τ . For example, the time lag at the point 400
pixels downstream of the bubble nose and at a distance H =
200 pixels, is computed from the cross-correlation of time
signals at points 400 − H/2 = 300 pixels and 400 + H/2 =
500 pixels. The procedure is described in [37], where it was
applied to the measurements.

The same procedure was used also for analyses of the
disturbance wave velocities in the OpenFOAM simulation
results and the results are presented in Fig. 13 together with
the interface velocities. Velocities are given for one real and
two simulated Taylor bubbles listed in Table 3. The distur-
bance wave speed profiles are derived from the time lags
observed in the right-hand side of the silhouettes, except for
TrioCFD results, where both sides are symmetric and the
results are very similar and not repeated twice.

The complete time history consisting of 50,000 frames
over 125 s interval is analyzed formeasurement. In theOpen-
FOAM results two intervals of the same length 3.4 s at the
beginning and at the end of simulation (50–2050 frames
and 5000–7000 out of total 7000 frames) were used. In
the TrioCFD simulation around 1700 frames were analyzed
over a 1.7 s interval. Cross-correlations are compared at a
fixed distance of around 11 mm in measurements and in
OpenFOAM, and 20 mm in TrioCFD. The discrete values
of cross-correlation time lags are smoothed using parabolic
interpolation.

Figure 13 shows disturbance velocities and the corre-
sponding interface velocities in experiment and in simula-
tions. They are separated into four separated graphs plotted
on the same spatial scale and with the same velocity range
in order to make the differences and similarities clear. Both
distinct types of velocity profiles are obtained from the same
measurements but through entirely different analysis. The
interface velocities are obtained directly from the simula-
tions and from the measurement of the liquid film thickness
in the experiment. On the other hand, the disturbance veloc-
ities are determined based on the relative motions of the
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liquid–air interface. Notably, both types of velocities exhibit
remarkable similarity in most of the graphs in Fig. 13.
This observation confirms the hypothesis given in [37] that
the time-averaged velocity of the disturbance waves on the
water–air interface effectively represents the velocity of the
interface itself.

Before proceeding to the further discussion it is important
to address the discrepancies seen in the graphs of Fig. 13.
Disturbance velocity profiles obtained in experiment show
very similar disturbance wave velocities on both sides of the
photograph, despite significant difference in the liquid film
thickness seen in Fig. 8 and in Fig. 11. Similar observation
was reported in other experimental cases in [37]. Further
observation of experimental profiles shows increasing dis-
crepancies on the right side of the photographs in the region
beyond 70 mm from the bubble’s nose. This discrepancy
appears in the region of poorer spatial resolution in the thin
film, which is resolved on 2–5 pixels. Very thin liquid film
filters the long wavelengths, which are the most relevant
for accurate evaluation of the disturbance velocity measure-
ments. Short wavelengths, which remain on the thin films,
are more difficult to resolve with the limited resolution of
the presented experiment. The only solution is to increase
the spatial resolution of the photographs.

The disturbance velocities in TrioCFD were obtained in 8
points along the bubble, which are marked with symbols in
Fig. 13. Computation of cross-correlation functions is diffi-
cult and sensitive to the noise even on the fixed meshes of the
photographs and OpenFOAM results. The problem becomes
even more difficult for TrioCFD, where cross-correlation
functions must be obtained from the moving markers on the
interface. Consequently, for the given spatial resolution, only
very rough estimates of disturbance velocities are available
in TrioCFD (Fig. 13).

Lastly, we need to comment on the disturbance wave
velocities computed from the OpenFOAM results using the
sameprocedure as in the experiment. Two separate graphs are
shown in Fig. 13 for OpenFOAM, one for the interval at the
beginning of the simulation during the time interval [0.3 s:
3.6 s] where the bubble is losing its symmetry, and the other
for the time interval [8.4 s: 11.9 s] where the bubble is close
to quasi-steady-state and with a very thin liquid film on the
left side plane shown in Fig. 8. Disturbance velocity profiles
computed in the first time interval where the Taylor bubble
is close symmetric are not smooth, but reasonably close to
the computed interface velocities. Coarse, ~ 0.05 mm, radial
resolution in the near wall region can only provide a very
rough approximations of the disturbances with amplitudes
0.01–0.05 mm.

The problem is more exaggerated in the time interval at
the end of the OpenFOAM simulation. At that time, the liq-
uid film becomes very thin on one side and rather thick on

the other side. As shown in Fig. 13 the cross-correlation tech-
nique still works for the thin film (not with a great precision),
but fails on the thick side. The reason for this failure is film
position, which is not within the finely resolved boundary
layer visible in G15 mesh of Fig. 6, but in the coarser central
region where small disturbance waves cannot be captured
anymore.

The equivalence between the time-averaged velocities of
the interface waves and the convective velocity of the inter-
face observed in experiments, is thus roughly confirmed also
in simulations. The main reason for the equivalence lies in
the fact that the characteristic velocities of the dominant dis-
turbance waves are significantly lower, at least by an order of
magnitude, compared to themean velocities of the liquid film
(approximately 1 m/s). As a result, the time averaging pro-
cess predicts the final disturbance wave velocity equal to the
time-averaged convective velocity of the water–air interface.

The final comparison of the experiment and simulations is
focused on spectra of the disturbance waves traveling in the
axial direction over the body of the Taylor bubble. Figure 14
shows power spectra of the disturbance waves analyzed in a
point approximately 50 mm below the Taylor bubble’s nose.
The common property of measured and TrioCFD spectra is
very sharp drop at frequencies above 10–20 Hz. An excep-
tion is seen in the OpenFOAM results and we assume that
the difference is due to the implemented numerical scheme in
combination with the LES-WALEmode, which does not suf-
ficiently suppress the fluctuations in the range of frequencies
between 10 and 70 Hz.

The highest frequencies of the turbulent fluctuations in the
single-phase flow of water above the bubble can be estimated
from the DNS database of Kasagi (Fukata and Kasagi, 2002)
pipe flow case at Re = 5300, which is close to the present
experimental conditions. Their highest frequencies of Kol-
mogorov scale vortices are between 10 and 70 Hz in the axis
of the pipe and in the near-wall region, respectively. Since
the turbulent kinetic energy in the vortices at theKolmogorov
scales is low, frequencies between 3 and 20 Hz, which cor-
respond to the Taylor microscales, seem to be more relevant
as the upper limits.

Spectral analysis of the waves traveling over the Taylor
bubble’s body shown in Fig. 14 is representative also at other
distances from the bubble’s nose.

5 Conclusions

This paper summarizes the studies of the Taylor bubble in a
vertical turbulent counter-current air–water flow, excluding
the bubble’s tail region. The analyses are based on results
available from high-precision 2D shadowgraphy observa-
tions which are compared with high-fidelity simulations with
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Fig. 14 Power spectra of interface disturbance waves at point 50 mm downstream the bubble’s nose

two different computer codes and numerical schemes: Open-
FOAM is using geometrical VOF interface tracking, while
the TrioCFD code is based on explicit front tracking method.
Considered Taylor bubble was observed in the inertia dom-
inant regime, where the influence of viscosity and surface
tension are minor.

The primary goal of this study was to compare the
time-averaged shape of the Taylor bubble’s interface. From
the comparison between the experimental data and the
OpenFOAM simulation—which used a model verified and
validated on the case of a stagnant Taylor bubble in a laminar
counter-current flow [22] —two main findings emerged:

• The bubble asymmetry in the simulation was more pro-
nounced than that observed in the experiments, resulting
in lower bubble drag and, consequently, a roughly 20%
higher liquid mass flow rate needed to keep the bubble
stationary.

• A less critical, but still relevant issue: fluctuations around
the time-averaged bubble shape were weaker in the simu-
lation than in the experiment.

The simulation of TrioCFD was performed with a more
expensive numerical approach and only one second of tran-
sient was analyzed. This was not enough to develop an
asymmetric bubble shape. Consequently, only qualitative
bubble shape comparison was performed.

The second part of the study was focused on dynamics of
interfacialwaves traveling over the bodyof theTaylor bubble.
Our analyses of various experiments in [37] have shown that
the disturbance wave velocity, measured over a sufficiently
long interval of several tens of seconds, becomes equal to the
axial water–air interface velocity. The cross-correlationmea-
surements primarily capture low-frequencywaves, which are
slower than the interface velocity. Therefore, tracking these
waves provides a technique for measuring the time-averaged
interface velocity.

The same analysis of disturbance waves on the interface
was performed in both numerical simulations, where the
accuracy of the analyses was severely limited with the spa-
tial discretization of both simulations. Refined mesh in the
near-wall region was barely sufficient to capture the distur-
bance waves and to reconstruct their propagation velocities
inOpenFOAM.The specific numerical approach of TrioCFD
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was even less appropriate for disturbance velocity measure-
ments and allowed only rough approximation. When the
interface fell out of the refined mesh in the near-wall region
into the coarse meshing in the center of the pipe in Open-
FOAM simulation, disturbance waves were not recognized
anymore.

Spectra of the interfacial waves were compared at a
point fixed from the bubble’s nose. TrioCFD showed greater
precision than OpenFOAM, accurately reflecting the sharp
frequency decline above 10–20 Hz observed in experiments.
In contrast, OpenFOAM’s spectra erroneously displayed sig-
nificant frequencies up to 70 Hz, likely misrepresenting the
physical phenomena.

The stagnant Taylor bubble in turbulent low-Reynolds
counter-current flow was identified as a challenging test case
for two advanced interface tracking models in the TrioCFD
andOpenFOAMcodes, even though they were both well val-
idated in laminar conditions [22, 41]. We demonstrated that
fine spatial resolution is necessary not only in the near-wall
region, where the liquid boundary layer forms, but also at
the interface itself. Future simulations with both codes will
aim to enhance the subgrid models for interface friction and
surface tension.
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