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Abstract—Nanoscale ionic synaptic transistors (SynTs) have 
been actively investigated for neuromorphic computing 
applications owing to their excellent overall performance with 
high resistive switching precision, ultralow operation power, 
and linear conductance modulation. In this work, we proposed 
an all-analog neural network circuit with SynT as an artificial 
synapse to simulate the associative memory, exemplified by 
Pavlov’s experiments. 
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I. INTRODUCTION 

Artificial synaptic devices are employed to constitute 
novel neuromorphic computing systems that can perform 
data-intensive calculation tasks. Recently, there has been a 
temptation to look for approaches to build neural networks 
that are able to emulate neuromorphic and cognitive properties 
of the brain, so-called spiking neuron networks (SNNs). The 
SNN employs the concepts of spiking events: the information 
is encoded in the timing or frequency of the spikes. One of the 
important biorealistic learning mechanisms demonstrated 
with SNNs is associative memory, which has been 
biologically verified by Pavlov’s dog experiment [1]. There 
are four steps involved in this experiment:  

(I), (II) Salivation of the dog's mouth is set by the sight of 
food (unconditioned stimulus - US), and the dog does not 
salivate upon hearing the sound of the bell (neutral stimulus – 
NS).  

(III) Then, during the conditioning period in which the 
sight of food is accompanied by a bell sound over a certain 
period, the dog learns gradually to associate/link the sound to 
the food.  

(IV) After conditioning, the bell sound alone can trigger 
its salivation (conditioned stimulus – CS) without the 
intervention of vision. 

This behavior has been intensively reproduced in artificial 
neural networks as a first important step in obtaining 
functionalities that resemble those of the human brain [2]–[5].  
Pavlov’s dog experiment can be modeled by a neural network 
circuit composed of two synapses and a neuron (Fig. 1 top 
panel). Here, the sight of food (US) and the sound of a bell 
(CS or NS), outputs of previous independent neurons, are 
modeled by electrical pulses sent to synapses 1 and 2 
respectively. If the circuit is subjected to both input US and 
NS events, then after a sufficient number of occurrences, the 

output neuron starts to “salivate” upon the reception of CS 
only. 

To build artificial neural circuits, standard CMOS 
technology faces several difficulties (e.g. insufficient 
scalability and low power efficiency [6], [7]). To overcome 
such challenges, memristors are considered as promising 
devices to emulate synapses, which can be integrated to 
develop fully functional electronic circuits [6]. Emulating the 
Pavlov’s Dog behavior has been already reported in literature. 
It was demonstrated mainly with two-terminal memristors: the 
proposed complete circuits (synapses + neuron) involve op-
amps [8], computing devices [9] or microcontrollers [2].  Such 
Pavlovian conditioning was also demonstrated with three-
terminal synaptic transistors, which allow several advantages 
over two-terminal memristors (eg the shape of the pulses 
applied during the write step can be chosen quite 
independently from the read pulses). However, the proposed 
circuits also include computer interface [3] or op-amps [10], 
which adds complexity to the circuit system.  

This is why our main objective here is to propose a 
demonstration of the associative memory behavior by using a 
developed 3-terminal synaptic transistor, connected to a 
simple all-analog circuit (involving neither op-amps, nor 

 
 
Fig. 1: Simple neural network model for Pavlov's dog experiment, in which 
the “Synapse 2” is modeled by a LixTiO2-based electrochemical synaptic 
transistor. Bottom right inset illustrates the SEM cross-section view of the 
elaborated device. Adapted from REF [7]. 

 



computer interface). Specifically, we simulate the change 
connection strength in one of the synapses (synapse 2 in Fig. 
1) with a developed LixTiO2-based synaptic transistor [11], 
denoted SynT (whose memristive behavior has been studied 
using pulses of different amplitudes), and propose the design 
and the simulation of a simple all-analog spiking neural 
network electronic circuit, which reproduces very well the 
development of associative memory via training.  

II. NEURAL NETWORK CIRCUIT 

A. Two synapses and one LIF Neuron model 

The neural network model in the Fig. 1 is represented with 
a circuit design as shown in Fig. 2. In the proposed circuit, the 
neural signals of “food sight” (connected to synapse 1 – red 
box) and “bell sound” (connected to synapse 2 – blue box) are 
simulated by voltage sources which provide voltage pulses. 
The two synapses are connected to the LIF neuron circuit, 
through a “current mirrors” interface stage (grey box, 
components not shown), which allows to sum up (and 
amplify: gain K ~1000) the currents which flow through the 
two synapses.  

Toward the electronic implementation of the artificial 
neural network, we employ a LIF neuron model designed with 
analog components reported in [12]. The neuron model allows 
us to simulate the “leaky integrate-and-fire” and “axon signal 
transmission” functions which is analogous to that of a 
biological neuron.  

In principle, the conductance of synapse 1 will be designed 
to be high enough, so that the current (I1) stimulated by a “food 
sight” signal can trigger alone the LIF neuron to fire a 
“salivation” spike. On the other hand, the current signal (I2) 
from “bell sound” alone cannot result in a spike from the 
neuron output due to the initial too low conductance of 
synapse 2. Nevertheless, this conductance may gradually be 
increased by training, using the component described below. 

B. LixTiO2-based electrochemical synaptic transistor 

To achieve the aforementioned goal, an electrochemical 
transistor models the varying weight of synapse 2 with its 
synaptic plasticity characteristics. The bottom panel of the 
Fig. 1 shows an illustrative view and a cross-section view of 
the reported micro-fabricated SynT device [11]. The transistor 
is a vertical stack consisting of an ultra-thin LixTiO2 channel 
(10nm thick), a solid-state electrolyte (gate dielectric) made of 
amorphous LiPON, and a top gate made of Ti. The all-solid-
state structure of our SynT device [11] allows better wafer 
scale integration possibilities compared to other types of 
three-terminal synaptic devices which include liquid or solid 
polymer gate dielectrics [10], [13], [14].  

The inset of Fig. 1 shows a schematic cross-section of the 
transistor. Square-shaped voltage pulses applied to the gate 
mimic the biological impulses of the pre-synaptic neurons. 
The change conductance under Li+ intercalation is captured by 
electrically sampling the current flowing between the drain 
and source electrodes (IDS).  

The effect of Li+ intercalation on channel conductance was 
verified by an IV sweep.  

Fig. 3.a depicts the evolution of the channel conductance 
GDS, by application of a bidirectional sweeping gate voltage 
from -3.0 V to 3.0 V. Initially, GDS was very low (GDS ≤ 20nS 
at VG = 0 V). Then GDS increased up to a 100 times higher 
value, reaching 250 nS, due to the intercalation of Li+ ions into 
the TiO2 channel. For the backward sweep (Li+ extraction), 
GDS decreased gradually back to its low conductance state. 
The [-0.5 V, 1.5 V] potential window (inset of Fig. 3.a) was 
selected to develop the SynTs and avoid saturation change at 
the ends of the sweep. As shown in Fig. 3.b, emulation of 
neuromorphic behaviors, such as long-term potentiation 
(LTP) and long-term depression (LTD) was achieved by 
alternatively programming the SynT with 50 identical pulses. 
The conductance states were modified in an analog way from 
a low conductance level of 30 nS to a high conductance level 
of almost 75 nS, which corresponds to a ~1 nS increase from 
one state to the next. These functionalities are simulated with 
a SPICE compact model, which will be described in the 
following section. 

C. A SPICE model of SynT 

We model the SynT behavior with a combination of three 
components (Fig. 4.a): a small capacitor (CSynT = 1 nF) can be 
charged up by the incoming spikes, to simulate the behavior 
of SynT gate stack. This capacitance is estimated based on the 
measured capacitance of Pt/LiPON/Pt and Pt/TiO2/LiPON/Pt  
structures [15], [16], taking into account the active area and 

 
Fig. 3: a) Charge transfer curve (channel conductance GDS as a function 
of gate voltage VG) with a gate sweep of 50 mV.s−1 in the potential range 
[-3 V, 3 V] (inset: Focused working window of [-0.5 V, 1.5 V]). b) 
Long-term plasticity demonstration with 100 states of potentiation and 
depression programmed by ±100 mV, 0.1 s pulses. 

 
 
Fig. 2: Circuit with two synapses (a resistor in red and a variable resistor in 
blue), and the LIF neuron circuit in green. 



the thickness of the transistor’s gate stack. Besides, A resistor 
with a high value (RSynT = 10 GΩ) is used to mimic the high 
leakage resistance of the gate stack. Finally, we use a transistor 
U in which the current IDS can be controlled by the gate voltage 
VG to model the conductance evolution: from the 
experimental measurement of the channel conductance as a 
function of gate voltage (Fig. 4.b), we fit the IDS of the 
component U with a linear function as follows: 

 IDS = GDS×VDS 

with GDS=GLow+((GHigh – GLow))/1.5V×VG 

The response of the synaptic transistor model to a train of 
current pulses is simulated in Fig. 4.c. Current pulses (IG) of 
around 0.7 nA and 100 ms duration are injected into the gate 
(equivalent to 70 pC charge per pulse: this is approximately 
equivalent to the actual charge needed to switch 
experimentally between adjacent states of the 
electrochemical synaptic transistors). This leads to a gradual 
increase of the gate potential VG (blue curve), thus to an 
increase of the GDS conductance, and to an increasing 
magnitude of the current spikes IDS (green curve) flowing 
across the SynT channel. Such evolution of GDS will 
contribute to the associative memory behavior that will be 
simulated in the next step. 

 

III. SIMULATION RESULTS 

Fig. 5 illustrates the neural circuit design used for the 
demonstration of the associative memory. For the fixed 
weight value of Synapse 1, we used a resistor (10 MΩ). On 
the other hand, the SynT, with its synaptic plasticity, is 

adapted to become synapse 2. Both sources (VFOOD and 
VBELL) are connected to an AND logic component: when they 
arrive simultaneously to the AND component, the latter 
delivers a 5V output voltage, which is converted to a current 
(through an interface circuit composed of a resistor to control 
the gate current and a Mosfet current mirror, not shown). This 
current is injected into the gate of the SynT (Synapse 2) 
which allows the SynT conductance to increase gradually 
(during the conditioning period). With the components 
described above we reproduced Pavlov’s dog experiment 
with our neural network circuit: the results are illustrated in 
Fig. 6.  

In the first step, applying “food sight” stimuli triggers the 
“salivation”, whereas the “bell sound” stimuli do not induce 
any effect (step II). Electronically speaking, the output neuron 
fires because the currents through synapse 1 are high enough 
to get the neuron potential over the threshold (due to the 
resistance RS1 = 10 MΩ, which corresponds to a 100 nS 
conductance) while the current pulses sent to the neuron via 
Synapse 2 are too low (the initial conductance of the SynT is 
only 30 nS). 

In the training phase (step III), stimulus voltages are sent 
simultaneously to both synapses. As a direct result of “food 
sight,” the “salivation” neuron fires correspondingly. At the 
same time, the overlap between two sources of stimulus pulses 
facilitates the potentiation of the synaptic transistor via a train 

 
 

Fig. 4: a) Synaptic transistor compact model. b) Implementing the 
measured conductance as a function of the gate voltage. c) Simulation of 
the SynT response (Top) The writing current pulses. (Middle) The 
increase of gate potential (simulated by the potential across CSynT). 
(Bottom) The channel current IDS of SynT. 

 
 
Fig. 5: Schematic of the circuit used for the simulation of the 
associative memory development. 

 

 
 
Fig. 6: Simulation of the development of the associative memory, with 
a neural network circuit composed of SynT as a synaptic element. 



of current pulses. Thus, conductance of synapse 2 increases 
gradually: an association between “food sight” and “bell 
sound” signals develops progressively. 

Finally, in step IV, a train of signals of “bell sound” only 
is applied to the neuron: salivation still occurs, thereby 
proving clearly the associative learning ability of the circuit.  

IV. CONCLUSIONS 

In this work, we demonstrated the development of 
associative memory using the simulation of an all-analog 
neural network circuit, composed of a resistor, an 
electrochemical synaptic transistor and a leaky integrate-and-
fire (LIF) neuron. The training phase of Pavlov’s dog 
experiment under the synchronous stimuli from “food sight” 
and “bell sound” was simulated by the potentiation process of 
the SynT’s conductance. After the training period, the circuit 
was successfully trained to react to “bell sound” stimuli by 
firing potential spikes out of the neuron.  

Such a simple neural network works in a hardware way 
without any interface with a software control machine. This 
interesting feature may give insights towards future embedded 
networks, which could be beneficial to real-world applications 
such as healthcare, or other robotic sensing and reasoning by 
linking the realistic stimuli detected from sensory systems. 
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