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Abstract: Due to its significant non-linear softening characteristics and its wide variety of use
cases, concrete has received considerable attention for the modeling of its mechanical behavior. The
non-linear simulation of linear concrete structures is often associated with mesh dependency, the
resolution of which requires some form of regularization. While most of the past research has focused
on tension energy regularization for better mesh-objectivity, the compression behavior has been partly
left out, even though it may have a significant impact for particular applications. By starting from the
failed attempt to simulate a pushout test from the literature, this paper focuses on the enhancements
brought by the energetic regularization in compression to an isotropic damage model based on
Mazars’ equivalent strain. The resulting model is applied in three representative case studies where
the enhanced mesh-objectivity is shown relative to the load–displacement behaviors and the damage
patterns that are produced, and compared to those obtained by the classical model.

Keywords: finite elements; concrete; Mazars’ model; compression fracture energy; damage mechanics;
energetic regularization

1. Introduction

Despite the proposition of increasingly sophisticated models to simulate concrete’s
behavior at a local scale, the accurate simulation of concrete structures still poses challenges.
Concrete is a softening material in both tension and compression, with potential cracks
following various failure modes. This has led to the development of numerous methods
and models within the finite element framework to simulate the non-linear behavior and
represent the formation of cracks in the material under load (e.g., smeared crack models [1],
remeshing techniques or linear–elastic fracture mechanics [2], or extended finite element
analysis [3]).

There exist complex models that are able to accurately replicate the behavior of con-
crete under multiple loadings [4–6]. However, the sophisticated models have their own
difficulties regarding simulation convergence and the identification of the various numeri-
cal parameters that they use. In this contribution, damage mechanics, and in particular,
Mazars’ model [7], are selected to simulate concrete’s behavior for their simplicity and
robustness relative to the fidelity of the model. There are issues with mesh objectivity, as
damage mechanics exhibit potential zero-energy rupture [8] in the case of infinitely refined
meshes: for a given band of elements where damage localizes [9], the total dissipated energy
decreases with the volume of the band, ultimately approaching zero as the mesh refinement
continues. The results from the simulations exhibit brittle failure modes, contrasting with
the experimental observations.

A common approach to mitigate this issue involves adjusting the softening material
parameters based on the size of the finite elements [8] to guarantee that the dissipated
energy in one element is set to a user-defined value, and that it is no longer dependent on
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the element size. This approach is rather simple and has a limited computational cost. Other
so-called regularization techniques exist, and are based on non-local quantities calculated
from an average [10] or from the resolution of additional equations [11,12]. However, these
methods present a higher computational cost (the maximum size of an element being
limited by the characteristic length in non-local formulations) and are therefore unsuitable
for the simulation of large dimensional structures.

As concrete cracking is mainly due to tensile strains, the topic of energy regularization
has received more attention in tension than in compression. Most practical structures face
tension rupture or shear fracture before compression failure can occur. However, while
tension energy regularization reduces the mesh dependency for the tensioned members
of the structure, the response is not so objective with respect to the mesh when the failure
happens in compression instead. It is the case, for example, for the simulation of a frame
using force-based frame elements [13], and for the simulation of a pushout test [14] based
on [15].

The definition of the compression fracture energy is still debated in the scientific com-
munity. The rupture in compression is composed of complicated phenomena that involve
mixed modes of rupture, not always in compression [16]. Therefore, its measurement is
especially difficult, considering that the experimental setup must be able to eliminate exper-
imental biases. The compression fracture energy is rarely measured in experimental studies
that do not specifically address its quantification; consequently, an empirical expression
is needed. A few authors have proposed correlations between the material parameters
of concrete and its compression fracture energy, namely the compression strength fc, the
tension fracture energy G f t, and the ratio between the compression strength and the ten-
sion strength fc/ ft [5,17–19]. In the following, the law from [18] will be adopted for the
estimation of the compression fracture energy G f c. Its expression, as given in Equation (1),
is selected for its simplicity regarding the required material parameters. Assuming the
surface area of the crack across one element is constant, the definition of the fracture energy
for this work (be it in tension G f t or in compression G f c) is specified in Equation (2). It is
calculated as the integral of the reaction force F with regards to the displacement variable u.

G f c = 8.8
√

fc (1)

G f t/c =
1
S

∫ ±∞

0
Fdu =

∫ ±∞

0
σdu (2)

Within the framework of finite element analysis with only damage mechanics, only
a few authors [4,20,21] have issued a local model that allows for a compression energy
regularization. In [20], a modification to the Mazars’ model [7] was proposed to regularize
the tension and the compression behaviors. However, no mesh dependency study was
carried out to evaluate the improvements related to the compressive energy regularization
and the formulation that was provided did not consider all the potential of Mazars’ model.

Starting from the case-study of a pushout test [15], where the refinement of the
mesh close to the studs yields poor-quality results, this paper aims to propose a new
damage model based on the original Mazars’ model [7,20], introducing regularization in
compression, and validated on dedicated test cases. The model that is discussed here
incorporates previous developments from the literature and is capable of simulating the
behavior of concrete with an independent, energetic regularization in tension and in
compression, under various load cases. Three test cases, among which is the pushout
test [15], are then proposed to validate the new model and to demonstrate its efficacy
in reducing the mesh dependency in the compression zones, due in particular to the
introduction of the regularized compression law.
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2. Original Mazars’ Model and Regularization in Tension
2.1. Original Formulation

Mazars’ model [7], called “Mazars O” in the following sections, is an isotropic damage
model that was developed to simulate the behavior of softening materials such as concrete.
The stress σ

=
at each Gauss point is determined by the strain ε

=
, the initial stiffness tensor E
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𝑑 = 𝛼௧
ఉ

𝑑௧ + 𝛼
ఉ

𝑑 (6)

𝛼௧ =
∑ ⟨𝜀௧⟩ା𝜀௧

ଷ
ୀଵ

𝜀̃ଶ
 ;  𝛼 = 1 − 𝛼௧ (7)

To characterize the asymmetric behavior of concrete, the damage variables 𝑑௧ and 
𝑑 are calculated separately, as described in Equation (8). A difference in the couples of 
parameters 𝐴௧/ and 𝐵௧/ will result in different behaviors in pure tension or compres-
sion. Equations (6) and (7) express the combination of the two damage laws. The resulting 
damage for more complicated loading states is a compound of the damage in tension and 
in compression. It is important to note that due to the formulation of the equivalent strain 
being based on extension strains (as presented in Equation (4)), the damage thresholds in 
uniaxial tension and compression appear different when measured against 𝜀ூ.  

൞
𝑑௧ = 1 −

(1 − 𝐴௧)𝜀ௗ

𝜅
− 𝐴௧ exp൫−𝐵௧(𝜅 − 𝜀ௗ)൯

𝑑 = 1 −
(1 − 𝐴)𝜀ௗ

𝜅
− 𝐴 exp൫−𝐵(𝜅 − 𝜀ௗ)൯

 (8)

The coefficient 𝛽 in Equation (6) is a parameter to enable the shear correction, as 
proposed in [22].  

,

and the damage d, as shown in Equation (3).

σ
=
= (1 − d)E
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ε
=

(3)

The equivalent strain
∼
ε written in Equation (4) is used to calculate the damage variable

d, with ε I,I I, I I I as the principal strains.
∼
ε is a representation of the extensions in the strain

state. Under uniaxial tension,
∼
ε = ε I , because the two other principal strains are negative.

In uniaxial compression, only the first principal strain is negative and ε I I = ε I I I = −νε I

due to the Poisson effect, hence
∼
ε = −

√
2νε I .

∼
ε =

√
⟨ε I⟩2

+ + ⟨ε I I⟩2
+ + ⟨ε I I I⟩2

+

⟨x⟩+ =

{
x if x > 0
0 otherwise

(4)

The loading function f in Equation (5) is a function of the strain tensor via the equiva-
lent strain

∼
ε , and of the largest equivalent strain in the loading history κ. κ determines the

evolution of damage when
∼
ε exceeds its current value. Initially (before damage appears), κ

is equal to κ0 = εd0, where εd0 is a material parameter describing the damage threshold.

f
(∼

ε , κ
)
=

∼
ε − κ(d) (5)

The total damage is calculated according to Equation (6). The coefficients αt and αc
describe how the load is distributed along the principal axes. They are obtained using
Equation (7). In pure tension, αt = 1 and αc = 0, whereas in pure compression, αc = 1 and
αt = 0.

d = α
β
t dt + α

β
c dc (6)

αt =
∑3

i=1 ⟨εti⟩+εti
∼
ε

2 ; αc = 1 − αt (7)

To characterize the asymmetric behavior of concrete, the damage variables dt and
dc are calculated separately, as described in Equation (8). A difference in the couples of
parameters At/c and Bt/c will result in different behaviors in pure tension or compression.
Equations (6) and (7) express the combination of the two damage laws. The resulting
damage for more complicated loading states is a compound of the damage in tension and
in compression. It is important to note that due to the formulation of the equivalent strain
being based on extension strains (as presented in Equation (4)), the damage thresholds in
uniaxial tension and compression appear different when measured against ε I .{

dt = 1 − (1 − At)εd0
κ − Atexp(−Bt(κ − εd0))

dc = 1 − (1 − Ac)εd0
κ − Acexp(−Bc(κ − εd0))

(8)

The coefficient β in Equation (6) is a parameter to enable the shear correction, as
proposed in [22].

The unidimensional behavior in tension and compression of a 1 m concrete cube
according to the original Mazars’ model is represented in Figure 1. The characteristics
of the concrete in this example are calculated according to Eurocode 2 [23] with a mean
compressive strength of fcm = 48 MPa, Young’s modulus E = 35 GPa, tension strength
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ft = 3.5 MPa, and the Poisson ratio ν set to 0.2. The parameters of the Mazars’ O model
can be obtained using Equation (9). Two additional factors are needed, as follows: the
brittleness index in tension ib (which is set between 0 and 1, here 0.5) and the strain εc at
which the concrete reaches its compressive strength (here 2.3 × 10−3). The parameter εc1
from Eurocode 2 [23] can be used for the choice of the value of εc.

At = 1; Bt =
1+ib
εd0

Ac =
Bc

(
εd0−

fc
√

2ν
E

)
Bcεd0−exp(Bcεd0−1) ; Bc =

1√
2νεc

(9)
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compression.

It is important to note that the shape of the stress–strain behavior in tension or com-
pression is entirely driven by the choice of the parameters At/c and Bt/c. Equation (9)
results from common requirements on the stress–strain behavior, i.e.,:

• The maximum stress in tension must be equal to ft ( fc in compression);
• The asymptotic tension stress with infinite strains should be 0 (hence At = 1);
• The peak compression stress must be reached at the strain ε = εc.

To represent the bi-compression enhancement of the maximum stress in concrete
as observed in experimental setups [24], a strain reduction factor may be calculated in
accordance with Equation (10) [25] to lower the equivalent strain in the case of bi- or
tri-compression.

γ = −

√
∑3

I=1 σ2
c,I

∑3
I=1 σc,I

≤ 1; where σc,I = ⟨σI⟩− (10)

In Equation (10), σc,I is the compression principal stress along the I direction. It is
equal to the negative part of the principal stress σI . The γ factor is only activated when
there is no tension; hence, the sum of the tension principal stresses must be equal to zero
(∑3

I=1⟨σI⟩+ = 0). It is calculated before the computation of the damage laws and can be
used to reduce the equivalent strain as detailed in Equation (11). The result is a lower
equivalent strain, which yields lower damage; therefore, it increases the stress for the same
strain state.

∼
ε new = γ × ∼

ε (11)

2.2. Mazars’ Model with Tension Energy Regularization

Based on the tension law proposed in [26], the tension energy regularization in the
framework of Mazars’ model (called “Mazars RT” in the following) is obtained through
the simpler damage evolution law presented in Equation (12) instead of the one from
Equation (8). This law is somewhat similar to that of Equation (8) when At = 1, but
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dividing by κ simplifies its integration to obtain the fracture energy, and facilitates the
formulation of Bt as a function of the dissipated energy.

dt = 1 − εd0
κ exp(−Bt(κ − εd0))

where: εd0 = ft/E ; Bt =
fth

(G f t− ftεd0h/2)
(12)

Equation (12) introduces the fracture energy in tension (G f t) and the size of the
element (h), which is assessed in this contribution using the square root of the element’s
area in 2D (

√
A) or the cubic root of its volume ( 3

√
V). Although more sophisticated ways

for calculating the characteristic length were proposed in prior works [16,27], as first
introduced in [9], they were not employed in this contribution. The primary objective of
this research is to present a simple model for simulating potentially large structures while
minimizing the extent of code modification within finite element software.

It has been suggested that when using quadratic elements, the characteristic length
needs to be reduced [27] to account for the reduced localization length compared to that
of linear elements. For elements with two Gauss points, the characteristic length should
be h/2. Likewise, for elements with three Gauss points, softening occurs in two out of the
three Gauss points, and the length should be 13h/18.

In Equation (12), the parameters εd0 and Bt describe the non-linearity threshold and
the exponential decay factor, respectively. The parameters that are needed for the model
are the characteristic length of each element h, the maximum tension stress, and the tension
fracture energy G f t. It is worth noting that the expression for Bt is only valid for elements
smaller than hcrit = 2G f t/( ftεd0); otherwise, Bt is negative (or the denominator leads
to a singularity). Moreover, for small elements, the expression of Bt is equivalent to
Bt ∼= fth/G f t, which amounts to neglecting the elastic stored energy, a valid assumption
for very small elements. With classical parameters for concrete (such as G f t = 100 N/m,
ft = 3 MPa and εd0 = 1 × 10−4), the critical length typically falls between 10 cm and 1 m.
In this instance, it measures 67 cm.

Two tensile responses of Mazars’ RT damage model for different characteristic lengths
are plotted in Figure 2 with the same concrete parameters as those of Figure 1, and with
the tension fracture energy G f t = 100 N/m. The left graph shows the stress–displacement
response for a coarse element, while the graph on the right shows the response for a finer
element. After an initial elastic phase, the stress–displacement behavior softens more slowly
when the characteristic length of the element is reduced to compensate for the loss in elastic
energy. The two graphs in Figure 2 aim to show that the fracture energy is constant (area
under the curves), as the post-peak behaviors are corrected to account for the absorbed
energy in the elastic phase.

To prevent Bt from reaching negative values in coarse elements, it is also possible
to consider that the fracture energy is only due to the softening part [9]. An assumption
like this should be taken with caution as it has an effect on the dissipated energy; i.e.,
smaller elements dissipate less energy overall. However, it yields the simpler relation
Bt = fth/G f t. It has no restriction on the element sizes, and can still yield acceptable
results. This approximation yields similar results to those obtained with Equation (12)
when dealing with small elements (centimeter scale and below). In this case, the post-peak
stress–displacement behaviors will be superposed.

A second method to avoid difficulties with the Bt parameter becoming negative was
also suggested in [9]. When the element’s size is greater than hcrit = 2G f t/( ftεd0), it is
possible to consider that the stress suddenly drops after κ reaches εd0 (that is, the damage
goes suddenly from 0 to 1), but the threshold εd0 must be recalculated by reducing the
tensile strength according to Equation (13) for the elements whose length is above hcrit. It is
worth noting that the formula derived by the authors of [9] is compatible with the present
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model. In this contribution, the problem does not arise because the meshes are sufficiently
refined, even in their coarse form.

ft,new =

√
2EG f t

h
(13)Appl. Mech. 2024, 5, FOR PEER REVIEW 6 
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2.3. Application of the Mazars’ RT Model to the Pushout Test

To evaluate the performance of Mazars’ RT model in a case with structural compres-
sion, this section aims at replicating the experimental results from [15]. The pushout test
thereby described was performed on large stud connectors to assess their behavior when
their dimensions are outside the range of common design codes. The test setup was de-
signed according to the normalized test setup in Eurocode 4 [28]. It comprised a W-flange
short beam, on the flanges of which eight shear connectors were welded. Two reinforced
concrete slabs were cast around the shear connectors in a horizontal position to imitate
typical construction layouts. A schematic diagram of the complete test setup is provided
in [15]. An adapted diagram [29] is displayed in Figure 3. After the concrete had cured,
a compressive load was applied onto the top of the steel beam (see the top-left part of
Figure 3) to test the shear capacity of the studs.

This contribution aims at replicating the ST-25A tests from [15]. The simulations
were performed using the CAST3M 2022 implicit finite element software [30]. Some post-
processing was performed using the Matplotlib 3.8.0 library in Python [31].

The three samples of this set showed shank failure, which corresponds to the failure
of the steel close to the weld due to excessive shearing. The main dimensions for the
specimens are summarized in Table 1.

Table 1. Dimensions of the pushout experimental setup [15].

Stud Diameter Stud Length
(Including Head) Head Diameter Head Length

25 mm 155 mm 38 mm 11 mm

The material parameters adapted from [15] can be found in Table 2. Regarding the
concrete, only the compression strength of the concrete is provided; therefore, the other
parameters are estimated using Eurocode 2 [23]. The compressive fracture energy is
estimated using Equation (1) [18], and the tensile fracture energy is taken using the default
value of 150 N/m.
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Table 2. Concrete and steel material parameters [15].

Concrete
Compression

Strength fc

Young’s
Modulus E

Poisson
Ratio ν

Tension
Strength ft

Compressive
Fracture Energy Gfc

Tensile Fracture
Energy Gft

35.3 MPa 32.1 GPa 0.2 3.23 MPa 50.0 kN/m 150 N/m

W-flange beam
Steel

Yield
strength fy

Young’s
modulus E

Poisson
ratio νs

Hardening
modulus H – –

235 MPa 210 GPa 0.3 9 GPa – –

Stud steel
Yield

strength fy

Young’s
modulus E

Poisson
ratio νs

Hardening
modulus H – –

426 MPa 210 GPa 0.3 9 GPa – –

Figure 4a shows a 3D mesh of the pushout test. To save simulation time, the mesh
is reduced to one fourth, as displayed in Figure 4b. Local mesh refinement is chosen
to avoid significant jumps in element densities where possible, while keeping a mesh
containing hexahedral elements only. This leads to increased mesh refinement next to the
studs. 1D elements are embedded into the concrete slab to represent the rebar, with perfect
adherence conditions to attach them to the concrete volume. All steel–concrete interfaces
are simulated by frictionless contacts. These non-penetration conditions are created on the
interfaces between the flanges of the beam, the studs, and the concrete slab. Such boundary
conditions are assumed to be along the normal vector to the surfaces and cannot exert
tangential forces.

Due to the geometry of the test setup, a shear band develops in the weld between
the studs and the flanges of the steel beam. Plasticity being an atomic scale phenomenon,
a correct description can only be attained through highly refined meshes. As previously
suggested [14,32], a cohesive zone model consisting of 0D plastic elements can be used to
describe the junction between the nodes in the stud and the corresponding nodes in the
W-flange beam. The plasticity criterion of the 0D elements is set to the maximum shear
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force of the stud according to Eurocode 4 [28], with appropriate weighting to account for
the surface that each node covers within the elements to which they belong.
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Figure 4. Pictures of the meshes used to simulate the pushout test. (a) The 3D mesh of the complete
pushout test; (b) exploded view of the quarter-mesh used for the simulations.

Three meshes with increasing densities are considered in this study. The coarse mesh
is displayed in Figure 4b. The refined meshes are obtained by multiplying all element
densities by a factor of 1.5 and 2. Here, the elements are linear hexahedral elements. The
numbers of nodes in the coarse and refined meshes are 11,090, 30,564, and 76,655. Using
the material parameters in Table 2, the Mazars’ RT parameters are equal to the following:
Ac = 1.18, Bc = 1.54, and εd0 = 1.01 × 10−4. Bt is estimated using Equation (12).

The load–slip curves that resulted from the finite element simulations on the coarse
and on the refined meshes are displayed in Figure 5. The initial slope of the pushout test (up
to 75 kN) is in good agreement with the results of the experimental pushout test. However,
later in the loading, it is shown that despite the regularization of the tension law, the results
exhibit mesh-objectivity issues, as the curves of the refined simulations fail earlier than
that of the coarse mesh. Moreover, be it for the coarse mesh or the refined meshes, both
simulations display early rupture when compared with the experimental curves.
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The two damage patterns in Figure 6 display high levels of damage under the studs,
along their whole length. As previously mentioned, only compression can occur at the
stud–concrete interface due to the interaction being modelled using unilateral conditions
without friction. The pushout geometry imposes that the elements next to the studs are the
finest in the mesh. Therefore, without regularization, these elements cumulate two issues:
they are under the highest compression loads, and they absorb the least amount of energy
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by being the smallest; hence, they are the first to fail and they limit the forces that can be
transmitted.
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Figure 6. Damage patterns in the concrete obtained using Mazars’ RT model on (a) coarse mesh,
(b) the finer mesh, and (c) the finest mesh.

3. Towards a Regularized Model in Compression
3.1. Proposition of a Modified Mazars’ Model Combining Tensile and Compressive
Energy Regularization

The limitations to the model that were shown in the previous section motivate the need
for a regularized model in compression, so that the energy that is absorbed by an element
during its fracture process stays constant. The initial compressive damage evolution law
of Mazars’ O model does not allow for an easy energetic regularization in compression.
To a certain degree (for low compression fracture energy and moderately refined meshes),
it is possible to keep the original damage law and calibrate the parameters Ac and Bc
with respect to the size of each element to ensure that the maximum stress is fc and that
the correct energy G f c is dissipated during the element’s rupture, as performed in [14].
However, for a given compression fracture energy, it can be shown that Ac and Bc must
decrease to zero when the size of the elements decreases. In uniaxial compression, Mazars’
RT and Mazars’ O formulations in compression (dc in Equation (8), with αc = 1 and
κ =

√
2νε I) imply the existence of a residual stress in uniaxial compression when Ac < 1

(see Equation (14)).

lim
κ→+∞

σI = lim
ε I→−∞

E(1 − dc)ε I = −E(1 − Ac)√
2ν

εd0 ̸= 0 (14)

where σI is the stress along the compressed axis. Therefore, if Ac and Bc are calibrated with
this method, the smallest elements exhibit the highest residual stress in compression. This
has two consequences regarding:

1. The definition of the facture energy (as written in Equation (2)), as the stress never
goes back to zero; hence, the absorbed energy according to Equation (2) tends to
infinity;

2. The physical consistency of the model, as the residual stress is mesh-dependent,

located between 0 and Eεd0/
(√

2ν
)
= 3.5 ft (with the Poisson ratio set to 0.2).

Furthermore, the strain at the compression peak stress no longer remains a constant
across the mesh, as Ac and Bc cease to be calculated as functions of this parameter. A
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solution to these limitations can be obtained by modifying the compression damage law,
using the same approach as the adaptation of the tension law from [26] to the Mazars’
model performed in Section 2.2. This model will be named “Mazars RTC” in the following
as a shorthand for “Mazars with regularization in tension and compression”. For example,
a damage law for compression was proposed in [20]. Its expression is modified according
to Equation (15) in order to account for various additions in this contribution. It consists of
the following five main phases:

• An initial elastic phase between strains 0 and κc,thres.
• The first softening phase is adapted from the Model Code 2010 model for non-linear

concrete [33].
• The second phase is a plateau at the stress fc between the strains εc1 and εc2.
• The third phase is a linear softening branch from fc to 0, between the strains εc2 and εcu.
• A fractured phase where d = 1 (or a close value to avoid zero-stiffness) after having

reached εcu.

dc =



0, if κc ≤ κc, thres

1 − (kκc − κ2
c)

1+(k − 2)εc

fc

E
∼
ε c

, if κc ≤ εc1

1 − fc

E
∼
ε c

, if εc1 < κc ≤ εc2

1 + k1
E − k2

Eκc
, if εc2 < κc ≤ εcu

1, if κc > εcu
where κc = κ/

√
2ν and κc =

κc
εc1

(15)

The parameter κc is related to the maximum equivalent strain κ by dividing it by
√

2ν.
It corresponds to the strain that should be applied to a cube under uniaxial compression to
keep the same equivalent strain κ. In this work, it is named uniaxial equivalent strain. κc is
a dimensionless parameter adapted from the Model Code 2010 [33]. It varies between 0
and 1, and is determined by the position of the uniaxial equivalent strain κc between 0 and
εc1, the beginning of the plateau at fc.

The material parameters used in Equation (15) are obtained using Equation (16). k,
k1, and k2 set the slope of the curve at different points of the stress–strain behavior. The
parameter controlling the dissipated energy is εcu. In uniaxial compression, it corresponds
to the strain ε I at which an element’s stiffness is fully annulled. Similar to the tension
case, larger elements than 2G f c/( fc(2εc2 − εc1)) introduce the possibility that εcu is lower
than εc2. With typical concrete material parameters (G f c = 50 kN/m, fc = 35 MPa,
εc2 = εc1 = 2.3 × 10−3), this condition is met when elements are larger than about one
meter (here, 1.24 m). Assuming the relationship between G f c and fc in Equation (1), the
critical size becomes 17.6/

(√
fc(2εc2 − εc1)

)
.

k1 =
fc

εcu − εc2
; k =

1.05Eεc1

fc
; k2 = fc + k1εc2; εcu =

2G f c

h fc
− (εc2 − εc1) (16)

In Equation (16), E and fc are Young’s modulus and the compression strength, re-
spectively. G f c is the compression fracture energy and h is the characteristic length for the
elements. εc1 and εc2 are the two strain parameters bounding the plateau at peak stress.

It is worth mentioning that the first part of the softening law, as it was proposed in [20],
leads to negative damage for uniaxial equivalent strains κc comprised between 0 and κc,thres
in Equation (17). Negative damage is deemed unacceptable in damage mechanics; therefore,
a non-linearity threshold equal to κc,thres must be introduced.

κc,thres =
0.05kεc1

1.05 + k(k − 2)
(17)
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Figure 7 presents the new stress–strain model, with the plateau part expanded on
purpose for a better representation of each part, along with the simplified integral for the
compression fracture energy according to [20].
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In the following, the plateau part of the compression law is removed by setting
εc2 = εc1 because the identification of these strain parameters is not entirely clear. It is left
in the formulation at the discretion of future users. Here, the strain at maximum stress is
identified with the εc1 parameter from Eurocode 2 [23].

3.2. Validation on a Cube under Uniaxial Compression

At this stage, the only modification compared to Mazars’ RT model has been performed
on the compression damage law. It is first tested on a single cubic element. Figure 8
illustrates the resulting behaviors in stress–strain and stress–displacement for various cube
sizes. The material parameters are chosen as follows: E = 35 GPa, ν = 0.2, ft = 3.5 MPa,
fc = 48 MPa, G f c = 60 kN/m, G f t = 150 N/m, and εc1 = 2.3 × 10−3. The Mazars’ RTC
parameters resulting from the expressions in Equations (9), (12), and (16) can be found in
Table 3.
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Table 3. Mazars’ RTC for the three cubes that were tested in this section.

Size
Mazars’ RTC Parameters

εd0 Bt k k1 k2 εcu

0.75 m
1 × 10−4

140, 000
1.76

4.65 × 1010 1.55 × 108 3.33× 10−3

0.1 m 2640 2.11 × 109 5.29 × 107 2.5 × 10−2

0.05 m 1240 1.01 × 109 5.03 × 107 5.0 × 10−2

The stress–strain graph (left of Figure 8a) shows the superposed pre-peak responses
of the Mazars’ RTC models, but the decreasing branch differs with the size of the cube.
The stress–displacement graph (right of Figure 8b), illustrates the adequate energetic
regularization. The post-peak mechanical responses are adjusted relative to the pre-peak
behavior to keep the area under the curve constant overall.

3.3. Cube under Bi-Axial Compression

The Mazars’ RTC model from this work benefits from the same corrections and
improvements as presented earlier, namely the shear correction proposed by [22] and the
improvement in bi-compression [25].

The graph of Figure 9 is constructed by subjecting a cube to a force load in tension or in
compression along two of its principal directions. The lines represent the last stress state for
which the simulation converged. Under these loading conditions, the loss of convergence
occurs when the applied stress reaches the limit that the structure can support.
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Figure 9 illustrates the effect of the bi-compression improvement method in compari-
son with bi-axial tests on 315 kp/cm2 (30.9 MPa) samples [24]. The maximum tension stress
was measured at 9% of the compression strength. For the simulation, missing parameters
such as Young’s modulus and the strain at compression strength are identified through
the empirical laws available in Eurocode 2 [23]. The identified material parameters are as
follows: fc = 30.9 MPa, E = 30.9 GPa, εc1 = 2.03 × 10−3, ν = 0.2, and ft = 2.78 MPa. It is
worth noting that the model accurately reproduces the experimental results in shear and
bi-axial tension.

For bi-axial compression, the γ-improvement method leads to increased maximum
stresses. The rupture surfaces in Figure 9 show that the introduction of the γ factor has
improved the correspondence between the experimental data and the simulation in the
bi-compressed zones.
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The gaps are due to an erroneous evolution of the γ improvement factor, as its rate of
decrease is excessive when the stress state is close to the axes. For low confinement ratios
(σI I/σI < ν), the ideal value of γ should stay close to one. This would ensure that the
rupture stays close to experimental values. It is interesting to note that the value of the
confinement ratio beyond which the γ factor should ideally start decreasing is σI I/σI = ν,
that is when the second principal strain ε I I turns negative.

4. Validation of Mazars’ RTC Model in Structural Compression

In this part, three test cases of increasing complexity are proposed to evaluate the
impact of the compression energy regularization in FE simulations when the mesh is
refined. The results of the simulations using Mazars’ RTC will be compared to those
obtained without regularization in compression, namely by utilizing Mazars’ RT model.
Mesh objectivity studies are usually performed in cases involving tension rupture, but
have rarely been executed for the compression case in the literature, even in contributions
dedicated to this type of models [20]. The three test cases consist of:

• a skewed crack prism under compression load adapted from [34];
• a 3-point bending test on a regular reinforced concrete beam [35];
• the pushout test from Section 2.3 [15].

4.1. Skewed Crack Prisms

The first example is a skewed crack test performed by [34]. In this experimental study,
the samples consist of straight prisms with a square base, featuring a pre-crack extending
through the thickness of the prisms. Their dimensions are summarized in Table 4.

Table 4. The geometrical parameters of the skewed crack prisms from [34].

Height Length Thickness Length of the Crack Angle of the Crack

12 in.
(30.48 cm)

6 in.
(15.24 cm)

6 in.
(15.24 cm)

0.5, 1.0, 1.5 and 2.0 in.
(1.3, 2.5, 3.8 and 5.1 cm) 30◦, 45◦, and 60◦

Given the experimental data provided in [34], the experimental configurations chosen
for displaying the results are those of the PD4 group (load–displacement curves) and the
PD5 group (crack pattern vs. damage distribution). The PD4 and PD5 groups consist of
prisms with a 60◦ and a 45◦ pre-crack, respectively.

Additionally, the effect of the compression energy regularization on the maximum
load will be investigated for all configurations by plotting the maximum reaction force
obtained in the range of prescribed displacements (0–0.5 mm) with a comparison to the
experimental data when the data are available. In the case of simulations without com-
pression regularization, it is possible that the solver may fail to converge beyond a certain
displacement; consequently, the results will represent the maximum applied load.

The effect of the regularization of the compression damage law is explored using
progressively refined meshes, by multiplying the numbers of elements in all directions
by a factor (3, 5, 10, and 20). The initial number of nodes in the coarse mesh is 1885. It
is increased to 16,956; 47,089; 188,008; and 752,181. The elements in the simulations of
this section consist of linear triangular elements. Four examples of the coarse and refined
meshes that are used in this study are presented in Figure 10, for specimens with a crack
angle of (from left to right) 60◦ and 45◦. The boundary conditions consist of an applied
vertical displacement in compression on the top line, and no vertical displacement allowed
on the bottom line. They are applied using Lagrange multipliers.
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The missing material parameters ( ft, E, εc1) are identified using Eurocode 2 [23].
Likewise, the recommended value of Poisson’s ratio for concrete, 0.2, will be used in the
simulations. The tension fracture energy is estimated using the Model Code 2010 for-
mula [33]. The material parameters used for the simulations in this section are summarized
in Table 5.

Table 5. Material parameters for each group of samples.

Specimen
Angle

Concrete
Strength fc

[MPa]

Young’s
Modulus E

[GPa]

Poisson’s Ratio
ν

Tension
Strength [MPa]

Tension
Fracture Energy

Gft [N/m]

Compression
Fracture Energy

Gfc [N/m]

60◦ 25.3 29.0 0.2 2.0 130 44,300
45◦ 26.4 29.4 0.2 2.1 130 45,200
30◦ 24.6 28.8 0.2 1.9 130 43,600

Based on the material parameters summarized in Table 5, Mazars’ RT parameters
can be calculated according to Equation (9) for the compression parameters and Equa-
tion (12) for the tension parameters. Given the absence of steel in the specimens, there
is no interaction between steel and concrete; therefore, the β parameter responsible for
the shear correction [22] is set to 1. The Mazars’ RTC parameters are calculated according
to Equation (16), using εc1 = 2 × 10−3. To calculate the characteristic length, the simple
formula h =

√
S is used, as the mesh is 2-dimensional.

Figure 11a,b show the force–displacement behaviors of the 60◦ and 45◦ specimens
obtained with the finite element simulations, compared to the experimental data when
available. Concerning the 60◦ sample, Mazars’ RTC simulations align well with the experi-
mental results. Comparatively, Mazars’ RT simulations present strong mesh dependency as
the maximum load can decrease by up to 40% depending on the degree of mesh-refinement.
For both orientations, the more refined simulations using Mazars’ RT model tend to fail
earlier (0.25 mm for the coarse mesh, compared to 0.1 mm for the finer meshes). On the
other hand, simulations with a regularized compression law are more mesh-objective as
they are superposed until about 0.2 mm. Beyond this point, the force–displacement curves
do not precisely coincide as a consequence of the existence of multiple possible crack paths.
This is especially the case after softening occurs, because the crack paths later in the loading
are determined by the crack paths found by the solver at earlier time steps. The damage
distributions displayed in Figure 12 use the case of the 45◦ pre-crack to illustrate that the
crack paths found by the solver do not overlap, even if the solution is still satisfactory
regarding the convergence criterion of the solver.
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Figure 12. Damage patterns obtained at a 0.3 mm top displacement, on the 1.0 in. pre-crack and 45° 
specimen. (a) With the Mazars’ RTC model on a coarse mesh. (b) Mazars’ RTC on a ×5 finer mesh. 
(c) Mazars’ RTC model on the finest mesh (×20). (d) Mazars’ RT model on the coarse mesh. (e) 
Mazars’ RT model on a ×5 finer mesh. (f) Mazars’ RT model on the finest mesh (×20). 

In Figure 11a,b, the post-peak behavior obtained using Mazars’ RTC model is a slow 
decrease in force. Their peaks do not necessarily exactly align, but the curves are some-
what superposed after 0.4 mm. The absence of sudden failure in Mazars’ RTC simulations 
can be attributed to the way that the loading is prescribed. To control the softening in the 
simulation and avoid convergence issues, a displacement is applied to the top of the mesh. 
Given the energies at play, it is plausible that the machines used in the experimental case 
store a significant amount of energy. If not controlled properly, the machine relaxes its 
elastic energy into the specimen upon failure, resulting in a sudden drop in force and a 
rapid increase in displacement of the top loading platen. In the case of the simulation, 
control is more direct; therefore, the failure is allowed to be more gradual, especially as 
the displacement of the top line is imposed through Lagrange’s multipliers.  

The available photos displaying the crack patterns in [34] concern the 45° samples. 
The numerical configuration that is considered here has a pre-crack measuring one inch 
(second specimen from the left, in Figure 13). Figure 12 shows the damage distributions 
obtained at a 0.3 mm loading displacement with Mazars’ RTC (a–c) and Mazars’ RT (d-f) 
models. This point is chosen because it is situated after the onset of softening in the force–
displacement curves (see Figure 11), and because the Mazars’ RT simulations have all 
failed beyond this point, so their maximum force has already been reached and the strain 
has localized. For comparison, Figure 13 displays the pictures of the experimental crack 
patterns from [34]. In the Mazars’ RT simulations, both the coarse mesh and the finer ×5 
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Figure 12. Damage patterns obtained at a 0.3 mm top displacement, on the 1.0 in. pre-crack and
45◦ specimen. (a) With the Mazars’ RTC model on a coarse mesh. (b) Mazars’ RTC on a ×5 finer
mesh. (c) Mazars’ RTC model on the finest mesh (×20). (d) Mazars’ RT model on the coarse mesh.
(e) Mazars’ RT model on a ×5 finer mesh. (f) Mazars’ RT model on the finest mesh (×20).

In Figure 11a,b, the post-peak behavior obtained using Mazars’ RTC model is a slow
decrease in force. Their peaks do not necessarily exactly align, but the curves are somewhat
superposed after 0.4 mm. The absence of sudden failure in Mazars’ RTC simulations can
be attributed to the way that the loading is prescribed. To control the softening in the
simulation and avoid convergence issues, a displacement is applied to the top of the mesh.
Given the energies at play, it is plausible that the machines used in the experimental case
store a significant amount of energy. If not controlled properly, the machine relaxes its
elastic energy into the specimen upon failure, resulting in a sudden drop in force and a
rapid increase in displacement of the top loading platen. In the case of the simulation,
control is more direct; therefore, the failure is allowed to be more gradual, especially as the
displacement of the top line is imposed through Lagrange’s multipliers.

The available photos displaying the crack patterns in [34] concern the 45◦ samples. The
numerical configuration that is considered here has a pre-crack measuring one inch (second
specimen from the left, in Figure 13). Figure 12 shows the damage distributions obtained at
a 0.3 mm loading displacement with Mazars’ RTC (a–c) and Mazars’ RT (d–f) models. This
point is chosen because it is situated after the onset of softening in the force–displacement
curves (see Figure 11), and because the Mazars’ RT simulations have all failed beyond this
point, so their maximum force has already been reached and the strain has localized. For
comparison, Figure 13 displays the pictures of the experimental crack patterns from [34]. In
the Mazars’ RT simulations, both the coarse mesh and the finer ×5 mesh follow a damage
distribution similar to the crack pattern in Figure 13. Failure occurs when the damaged
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strip has crossed the full width. The results from the ×3 and ×10 simulations yield similar
results to those of the ×5 simulation. The damage pattern obtained on the most refined
mesh shows that the rupture mode changes, as the cracks are located at the top of the mesh.
It is interesting to note that the damage distributions obtained with Mazars’ RT model
have large areas of undamaged concrete, when compared to those obtained with Mazars’
RTC model.
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Differences between the experimental and the numerical results still exist. However, 
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in. and a 1.0 in. notch) displayed unexpected results, as the maximum load that was ap-
plied to them was higher than those of the un-notched prisms. Given that only one prism 
was tested for each pair of orientation and crack length, it is possible that these results are 
due to experimental variability, and it could explain why these experimental results are 
further from the simulations. 

Figure 13. Experimental crack patterns of the PD5 group, under load up to 62.5 tons (622.5 kN),
adapted from [34]. The red areas correspond to the pre-crack and the black lines represent the cracks
that appeared under load. The blue lines show the extent of the cracks at each load step (in tons,
where 1 ton = 9.96 kN).

Figure 12a–c present the damage distributions obtained with Mazars’ RTC model for
increasingly finer meshes. It is worth mentioning that good localization of the damaged
band occurs when using Mazars’ RTC model. For the first four refinement factors (×1, ×3,
×5, and ×10), the damage pattern stays similar to that of the central mesh in Figure 12,
as well as the experimental crack pattern. The damage patterns displayed here show
that the whole surface of concrete is at least partially damaged, which indicates that a
significant part of the elements have reached high strains during the simulation, therefore
high stresses.

As a final note, Figure 14 shows the strength deduced from the simulation results for
all geometries tested in [34]. As mentioned earlier, the strength is defined as the maximum
force achieved up to a 0.5 mm displacement, because all simulations have reached their
maximum load in this range. Simulations with the Mazars’ RT model are shown in a
hatched pattern, while the simulations with the Mazars’ RTC model are represented in
solid bars. The reduced mesh objectivity is demonstrated through the decrease in the
maximum force in the Mazars’ RT simulations when the mesh is refined. In the worst case
(60◦ + 1.5 in. with ×10 refinement), the decrease can reach 40% of the strength obtained with
the coarsest mesh. Meanwhile, the range of maximum forces in Mazars’ RTC simulations
(non-hatched bars) is usually narrower (in the worst case: 25% in the 60◦, 2-inch pre-crack),
with cases where the maximum force does not decrease. For the 60◦ specimens, the forces
obtained using the Mazars’ RTC model are closer to the experimental values represented
by the dashed boxes, especially when compared with the results of the Mazars’ RT model.

Differences between the experimental and the numerical results still exist. However, it
is worth mentioning that some of the experimental specimens (namely those with a 0.5 in.
and a 1.0 in. notch) displayed unexpected results, as the maximum load that was applied
to them was higher than those of the un-notched prisms. Given that only one prism was
tested for each pair of orientation and crack length, it is possible that these results are due
to experimental variability, and it could explain why these experimental results are further
from the simulations.
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Given the symmetry of the beam, one fourth of the beam is modeled to reduce simu-
lation time. It is common to place load distribution plates between the hydraulic jack and 
the concrete beam to spread the loading force and prevent local concrete crushing at the 
force application points. Therefore, two plates with steel material properties have been 
added: one at the center and one at the support. Considering the symmetries, the center 
plate is reduced to a quarter plate, and the support plate is reduced to a half. The load and 
support are applied to the steel plates along a single line of elements to allow rotation. The 
stirrups and rebar are modeled by 1D elasto-plastic elements without bending. They are 
linked to the concrete volume using perfect adherence relations. 

Here again, the aim is to assess the effect of the compression energy regularization 
relative to the mesh dependency. As was performed previously, two sets of simulations 
were performed with the Mazars’ RT and RTC models. To demonstrate the effectiveness 

Figure 14. Maximum force within the [0, 0.3mm] displacement range with varying refinement levels
for each experimental geometry.

4.2. Three-Point Bending

The classical example used to demonstrate the effects of regularization in tension is an
unreinforced notched beam (for example, [6,19]), such as that experimentally tested by [36].
However, in this contribution, the regularization of the compressive behavior can only
be tested if the elements in compression reach their maximum stress in compression. A
reinforced concrete beam subjected to three-point bending [35] is selected, as this test-case
allows failure in compression. As displayed in Figure 15, the beam has a length of 5 m, and
a section of 500 mm × 200 mm. The longitudinal reinforcement consists of four bars. Two
T32 bars are placed at a height of 44 mm and two T8 bars are placed at a height of 468 mm.
The shear reinforcement consists of T8 stirrups spaced evenly every 100 mm.
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stirrups and rebar are modeled by 1D elasto-plastic elements without bending. They are 
linked to the concrete volume using perfect adherence relations. 

Here again, the aim is to assess the effect of the compression energy regularization 
relative to the mesh dependency. As was performed previously, two sets of simulations 
were performed with the Mazars’ RT and RTC models. To demonstrate the effectiveness 

Figure 15. Dimensions of the beam [35].

Given the symmetry of the beam, one fourth of the beam is modeled to reduce
simulation time. It is common to place load distribution plates between the hydraulic jack
and the concrete beam to spread the loading force and prevent local concrete crushing at
the force application points. Therefore, two plates with steel material properties have been
added: one at the center and one at the support. Considering the symmetries, the center
plate is reduced to a quarter plate, and the support plate is reduced to a half. The load and
support are applied to the steel plates along a single line of elements to allow rotation. The
stirrups and rebar are modeled by 1D elasto-plastic elements without bending. They are
linked to the concrete volume using perfect adherence relations.

Here again, the aim is to assess the effect of the compression energy regularization
relative to the mesh dependency. As was performed previously, two sets of simulations
were performed with the Mazars’ RT and RTC models. To demonstrate the effectiveness of
the compression energy regularization across various element types, the beam considered
in this section is modeled using quadratic cubic elements with 20 nodes. The mesh objec-
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tivity study is implemented through three meshes (coarse, refined, and extra-refined) by
multiplying the element densities of the coarse mesh by 1.5 and 2 in each direction. The
numbers of nodes are 36,518; 103,369; and 254,645.

The material properties that are used are available in Table 6. The Mazars’ RT parame-
ters are estimated using Equation (9) (Ac and Bc) and Equation (12) (εd0 and Bt). For the
Mazars’ RTC parameters, Equation (16) is used.

Table 6. Material properties [35].

Concrete
Compression

Strength fc

Young’s
Modulus E

Poisson
Ratio ν

Tension
Strength ft

Compressive Fracture
Energy Gfc

Tensile Fracture
Energy Gft

38.3 MPa 37.3 GPa 0.2 3.9 MPa 54.0 kN/m 110 N/m

Rebar Steel
Yield

strength fy

Young’s
modulus E

Poisson
ratio νs

Hardening
modulus H – –

400 MPa 200 GPa 0.33 3.28 GPa – –

Figure 16 shows a comparison between the experimental and simulated load—mid-
span deflection diagrams. The behavior of the experimental beam can be divided into
three main phases: initial elasticity until a mid-span deflection of 2 mm, then cracks appear
and propagate in the tensioned and sheared members up to the deflection 19 mm. The
final phase corresponds to the rebar’s hardening and gradual development of damage in
the compressed zones. The results from all simulations are stiffer than the experimental
results. Increased stiffness is a classical result from the simulation of bending beams, as
can for example be found in [37,38]. It could be attributed to experimental biases such
as local compression singularities at the support points in the experimental setup, some
slippage between the concrete and the rebar, small defects in the beam, or incorrectly
identified material parameters. Here, the differences could be explained by an excessive
initial modulus of elasticity for the steel bars or of the concrete, causing the reaction force
to increase too fast. Likewise, steel’s hardening modulus appears to be too low compared
to the slope of the third part in the experimental results.
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Figure 16. Comparison of the experimental and numerical force–deflection behaviors.

When the deflection reaches 34 mm and 28 mm, the Mazars’ RT simulations display
mesh-dependency. The most refined mesh fails earliest. It is worth noting that the early
failure happens during the hardening phase, where damage in the compressed zones slowly
increases up to the softening branch, that is when κ reaches εc1/

√
2ν. In these simulations,

when concrete reaches its strength, the failure is sudden because the dissipation of energy
is not imposed by the stress–strain behavior.

Conversely, the results of Mazars’ RTC simulations are superposed, even when the
mesh is refined. Compression energy regularization eliminates the mesh sensitivity with
respect to the load–deflection curve in this test case. Coarse and refined simulations do not
show very different results because the compression failure has not yet been reached.
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Figure 17 presents the damage distributions obtained with Mazars’ RT model. They
are displayed on the deformed configuration to highlight the localization of the strain. The
coarse mesh (×1) and the extra-refined mesh (×2) both present similar modes of failure in
compression, whereas the zone that failed in compression in the refined mesh (×1.5) has
moved further from the loading point. The movement of the cracked zone (from close to the
loading point to further from it) translates to a change in the mode of rupture, which can
explain why the (×1) and (×1.5) curves from Figure 16 overlap during rupture. The stresses
in the regions further from the loading point are expected to be lower, so the movement of
the failed zone offsets the increased brittleness due to the increased mesh density. On the
contrary, when using Mazars’ RTC model (Figure 18), the damage patterns show no failure
in compression, in accordance with the experimental results.
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4.3. Pushout Tests

The last example showing the enhancements given by compression energy regulariza-
tion is the pushout test [15] that was discussed in Section 2.3. An example of the coarse
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mesh is displayed in Figure 4. The simulation assumptions (symmetries, rebar modelling,
element type, and mesh construction) are the same as those described in Section 2.3. The
dimensions as well as the material parameters of the ST-25A specimens are provided in
Tables 1 and 2, respectively. Based on these material properties, the Mazars’ RT param-
eters are calculated using Equation (9) for Ac and Bc, and Equation (12) for the tension
parameters. The Mazars’ RTC parameters are estimated using Equation (16).

Figure 19 illustrates a comparison between the simulation results with the Mazars’ RT
and Mazars’ RTC models and the experimental results. In all cases, the numerical response
softens almost immediately due to the onset of non-linearity: damage initiation in the
concrete and some plastic behavior in the steel. The load–slip curve of the coarse mesh with
Mazars’ RTC shows good adequacy between the experimental results and the numerical
results, well within the bounds of the experimental variability. The numerical behavior
flattens when the cohesive zones have entirely plasticized in shear. The kink in the response
(coarse mesh—RTC) at a 7.5 mm slippage is due to the transition of the last cohesive
element from the elastic to plastic phase. Therefore, the force that can be transmitted
through the interface is now limited by the shear behavior, contrary to the simulations
using Mazars’ RT model. It is worth mentioning that the experimental softening after 4 mm
cannot be reproduced in this simulation because the cohesive zone model does not include
damage, nor softening, in its formulation, not because the concrete model cannot reproduce
softening.
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Figure 20 displays a comparison of the damage distributions obtained using Mazars’
RT and RTC models on the coarse and refined meshes. For all results (a, b, c, and d),
the areas in red below the studs show highly damaged zones, which correspond to some
concrete crushing in compression. The areas above the studs are left undamaged because
the non-penetration boundary conditions only allow compressive stresses. In the case of
simulations b and d, it can be noted that most of the damage in the concrete is located
close to the W-flange beam, whereas less damage can be seen near the heads of the studs.
The remaining length of undamaged concrete before the head of the studs indicates that
failure does not happen because of the concrete crushing under the action of the stud, or
the whole length would be damaged (like in simulations a and c). This conclusion is in
line with the experimental failure mentioned in [15]. It is important to note that due to εcu
having high values for small elements, relatively high stresses can still be present, even
under high levels of damage. Therefore, the area in red in the Mazars’ RTC simulations has
not necessarily fully failed in compression, unless the equivalent strain approaches εcu.
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Unlike their Mazars’ RTC counterparts, the damage patterns of the Mazars’ RT sim-
ulations (a and c) display ruptured elements along the whole length of the studs, with
little damage in the volume between the studs. This indicates that comparatively small
forces are transmitted through the concrete. It is important to note that the presence of
damage between the studs in the case of the Mazars’ RTC simulations does not equate to
loss of strength, rather loss of stiffness. Depending on the strain evolution, if the growth
of damage is slower than that of strain, stress can still increase, even if there is damage.
This is particularly true for this model in compression, because the compression damage
threshold is about one tenth of the strain at peak stress. Therefore, when the material is
reaching peak stress, the damage process has already started.

The Mazars’ RTC simulations (blue curves in Figure 19) are less prone to early rupture
of the concrete elements next to the studs due to strain localization; hence, their load–slip
responses are closer to those of the experimental samples. It is worth noting that the
Mazars’ RTC simulation performed on the finer meshes also yields softer results, but not
in the same proportion as those obtained with the Mazars’ RT model. The regularization
method proposed in this contribution is rather simple; therefore, the method cannot be
perfect, especially for a complex test-case such as that of the pushout. However, it is shown
to significantly improve the quality of the results that are obtained. The pushout test is
especially difficult to simulate because it involves complex phenomena, as follows: damage
in the concrete, hardening in the steel, steel–concrete interactions; the modelling of which
can also involve mesh inobjectivity. For example, the Mazars’ RTC simulation with the
coarse mesh displays a secondary slope between 2 mm and 7.5 mm. It is associated with the
hardening in the connectors close to the weld, but not in the cohesive zone. This hardening
also displays mesh sensitivity. This can explain the differences between the simulation on
the fine mesh and on the coarse mesh.

5. Conclusions

To solve the problem of the zero-energy rupture that hampers the accurate modelling of
concrete structures, a model for compression energy regularization in concrete is proposed.
By combining the advances on a few models that were based on the Mazars’ equivalent
strain, the new model stays within the formalism of Mazars’ original model, by modifying
the damage evolution laws to allow for independent energetic regularization in both tension
and compression.

While the tension damage law has already been thoroughly tested against experi-
mental data, compression energy regularization has not yet been tested in detail because
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compression is rarely a limiting factor. This work provided three example structures of
increasing complexity where refining the mesh decreases the quality of the results when
no compression fracture energy is considered. The model from this work yields adequate
results compared to experimental data, both with global results (e.g., the load applied on
the structure) and with more local results such as damage distributions.

Furthermore, thanks to the nature of the energetic regularization method [8], the only
modifications that are made pertain to the compression damage law and the material
parameters that are now a function of the size of the elements. Therefore, the model
from this work does not require additional computational power, contrary to other non-
local methods, and is least programmatically intrusive. The model makes accessible the
simulation of large structures where an unphysical compression failure could constitute a
numerical bottleneck for the mechanical response.

Further research is needed for a clear and reliable identification of the compression
energy as its choice may significantly affect the speed of failure in the simulations after the
onset of softening. Moreover, the estimation of the correct characteristic length is still an
open question. Ideally, it should be the length of the element along the direction driving
dissipation, as proposed in [19], but the rotation of the stress state during loading due
to the propagation of cracks elsewhere in the structure could lead to the modification
of the characteristic length as time progresses. This may lead to difficulties within the
thermodynamic context of Mazars’ model as the softening parameters of the model would
change over time (i.e., the slope of the decreasing branch being driven by the ultimate
strain εcu, calculated using the characteristic length).
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