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# TOWARD AN ALGEBRAIC MULTIGRID METHOD FOR THE INDEFINITE HELMHOLTZ EQUATION * 

ROBERT D. FALGOUT ${ }^{\dagger}$, MATTHIEU LECOUVEZ ${ }^{\ddagger}$, PIERRE RAMET ${ }^{\S}$, AND CLÉMENT RICHEFORT ${ }^{\ddagger}$


#### Abstract

It is well known that multigrid methods are very competitive in solving a wide range of SPD problems. However achieving such performance for non-SPD matrices remains an open problem. In particular, three main issues may arise when solving a Helmholtz problem : some eigenvalues may be negative or even complex, requiring the choice of an adapted smoother for capturing them, and because the near-kernel space is oscillatory, the geometric smoothness assumption cannot be used to build efficient interpolation rules. Moreover, the coarse correction is not equivalent to a projection method since the indefinite matrix does not define a norm. We present some investigations about designing a method that converges in a constant number of iterations with respect to the wavenumber. The method builds on an ideal reduction-based framework and related theory for SPD matrices to improve an initial least squares minimization coarse selection operator formed from a set of smoothed random vectors. A new coarse correction is proposed to minimize the residual in an appropriate norm for indefinite problems. We also present numerical results at the end of the paper.
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1. Introduction. The numerical simulation of various physical phenomena leads to potentially very large linear systems of equations written $A \boldsymbol{x}=\boldsymbol{b}$ in matrix form. These systems can be solved directly by a convenient factorization of $A$, or iteratively by computing and refining an approximation of the solution $\boldsymbol{x}$ starting from an initial guess $\boldsymbol{x}_{0}$. Multigrid methods $[6,25]$ work iteratively and are known to be scalable and quasi-optimal for solving sparse linear systems of equations for many classes of problems. Each multigrid iteration combines a projection method on a coarser space to capture the eigenvectors associated with the small eigenvalues, and a few iterations of a smoothing method to capture the remaining eigenvectors generally associated with the large eigenvalues.

To simplify the discussion in what follows, we use the term "small/large eigenvector" to designate an eigenvector with small/large eigenvalue. We similarly say "positive/negative eigenvector" when referring to the eigenvalue sign. Additionally, capital italic Roman letters $(A, E, P)$ denote matrices and bold lowercase letters denote vectors $(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{r}, \boldsymbol{\alpha})$. Other lowercase letters denote scalars $(\sigma, \lambda)$, while capital calligraphic letters denote sets and spaces $(\mathcal{C}, \mathcal{F}, \mathcal{K})$.
1.1. Multigrid methods. While errors composed of small eigenvectors are known to be more difficult to eliminate for most iterative methods, multigrid methods accelerate the convergence to the solution by projecting them onto a coarser space. The coarse projection of those difficult eigenvectors is repeated recursively until reaching a small enough coarse matrix for which the factorization by a direct solver is fast.

[^0]Assuming the matrix is symmetric positive definite (SPD), the best approximation of the solution within the coarse projection space is computed by minimizing the approximation error in $A$-norm. The core idea in multigrid methods is to make this projection practical by recursively defining smaller subspaces by way of sparse operators $P_{l}$, called interpolation operators. The computation of $\boldsymbol{x}$ is accelerated by way of a hierarchy of coarse problems $A_{l} \boldsymbol{x}_{l}=\boldsymbol{r}_{l}$, where $\boldsymbol{r}_{l}$ is the residual of the level $l$ in the grid hierarchy. $P_{l}$ determines the coarse projection subspace of the level $l$, and transfers the information from level $l+1$ to $l$. In most symmetric applications, coarse matrices are constructed following the Galerkin formula $A_{l+1}=P_{l}^{T} A_{l} P_{l}$. The two-level coarse correction operator denoted by

$$
\begin{equation*}
\Pi_{A}(P):=P\left(P^{T} A P\right)^{-1} P^{T} A \tag{1.1}
\end{equation*}
$$

is an $A$-orthogonal projector onto range $(P)$ and coincides with a minimization problem in the SPD case such that

$$
\begin{equation*}
\underset{\tilde{\boldsymbol{x}} \in \operatorname{span}\{P\}}{\arg \min }\|\boldsymbol{x}-\tilde{\boldsymbol{x}}\|_{A}=\Pi_{A}(P) \boldsymbol{r} . \tag{1.2}
\end{equation*}
$$

Two-level methods actually need both types of solvers. The coarse correction (1.1) requires a direct method for factorizing the coarsest matrix whereas the remaining error is eliminated on the fine level through a few iterations of an iterative method called a smoother. From Equation (1.1), the error propagation matrix for the coarse correction of a two-level method is

$$
\begin{equation*}
E=I-\Pi_{A}(P) . \tag{1.3}
\end{equation*}
$$

Likewise, the error propagation matrix for the smoother is

$$
\begin{equation*}
E_{M}=I-M^{-1} A \tag{1.4}
\end{equation*}
$$

where $M^{-1}$ is an approximation of $A^{-1}$. The smoother is applied before each restriction and after each interpolation, as illustrated in Algorithm 1.1.

```
Algorithm 1.1 Two-level cycle
    Inputs : \(\boldsymbol{b}\) right-hand side, \(\tilde{\boldsymbol{x}}\) approximation of \(\boldsymbol{x}\) or initial guess, \(\boldsymbol{r}=b-A \tilde{\boldsymbol{x}}\) residual
    \(A\) initial matrix, \(M\) smoother, \(P\) interpolation operator
    for \(j=1, \nu\) do
        \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+M^{-1} \boldsymbol{r}\)
        \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    end for
    \(\boldsymbol{r}_{\mathcal{C}} \leftarrow P^{T} \boldsymbol{r}\)
    \(\tilde{e}_{\mathcal{C}} \leftarrow \operatorname{Solve}\left(P^{T} A P, \boldsymbol{r}_{\mathcal{C}}\right)\)
    \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+P \tilde{\boldsymbol{e}}_{\mathcal{C}}\)
    \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    for \(j=1, \nu\) do
        \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+M^{-1} \boldsymbol{r}\)
        \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    end for
    Output : \(\tilde{\boldsymbol{x}}\) approximation of \(\boldsymbol{x}\) at the end of the cycle
```

Finding a smoother and a coarse correction that are complementary is a major concern in the design of the method. Moreover, the context in which a multigrid method is applied determines what kind of operators should be used in the method. In
particular, the near-kernel space of smallest eigenvectors is especially important in the design of interpolation. In elliptic problems such as the Laplace equation whose spectrum is illustrated in Figure 1.1, the convergence of multigrid methods is well known. The matrix $A$ is SPD, so smoothers like $w$-Jacobi or Gauss-Seidel are known to be good smoothers since they damp the large eigenvectors without modifying the small ones. In this elliptical context, these small and large eigenvectors are characterized by low and high frequency oscillations respectively. Hence, while the smoother damps the oscillatory modes, the interpolation must target the slowly varying modes associated with small eigenvalues (see Figure 1.1b). For this reason, the geometric smoothness of the near-kernel space is generally a key assumption, and makes the construction of good interpolation rules more convenient in the initialization of the method.


Fig. 1.1: Laplace eigenvalues and three smallest eigenvectors

Likewise in classic algebraic multigrid [26, 23, 11], the interpolation operators are designed to target what is called algebraically smooth components. The smoothed aggregation method [9] is particularly efficient for solving problems with an a priori known near-kernel space, for instance in diffusion [28] or elasticity [27] where the target small eigenvectors are the constant vector and rigid body modes respectively. Those vectors are split between disjoint aggregates over the entire domain to initiate a tentative block interpolation operator. A few smoothing iterations are applied to the tentative interpolation operator to extend its pattern, but especially in order to clean the tentative interpolation range from high frequencies. Usually, a few iterations of the Jacobi relaxation method are enough, but this step of energy minimization has been generalized to Krylov methods such as the conjugate gradient [21] by enforcing sparsity constraints in the minimization space to keep a practical interpolation operator. If near-kernel space information is lacking, test vectors can still be computed algebraically, as in adaptive smoothed aggregation [5]. Furthermore, because the choice of the interpolation strategy is essential in the convergence of the method, an ideal framework maximizing the complementarity between the smoother and the coarse correction [12] has been established to guide the algorithm development. While this idealistic scenario of convergence is mostly used as a theoretical tool, some reduction-based methods enable a good approximation of the ideal interpolator given some initial coarse and fine variable splitting [19, 29].
1.2. Why Helmholtz problems are difficult for multigrid. The Helmholtz equation (1.5) involves indefinite matrices with potentially wide and oscillatory nearkernel spaces [10]. This equation is our target in this paper.
(1.5) (Continuous Helmholtz problem) $\Leftrightarrow\left\{\begin{array}{cl}-\Delta \boldsymbol{u}-k^{2} \boldsymbol{u} & =\boldsymbol{f} \\ + \text { b. c. } & \text { on } \Omega \\ \text { on } \partial \Omega\end{array}\right.$

In fact, the Helmholtz equation can be seen as a shifted Poisson equation, where geometrically smooth eigenvectors (i.e., low Fourier modes, see Figure 1.1b) can be negative eigenvectors because of the shift. In the same way, the smallest eigenvectors of the shifted Laplacian are higher in frequency (see Figure 1.2b).

Fig. 1.2: Helmholtz eigenvalues and three smallest eigenvectors


This complication breaks the near-kernel space geometric smoothness assumption, a keystone of many multigrid methods. To design a coarse correction and smoothers that are complementary in this context, interpolation rules must reproduce the nearkernel oscillation, and contrary to usual relaxation methods, smoothers have to deal with both positive and negative eigenvalues. More importantly, the coarse correction is not equivalent to a minimization problem anymore since the indefinite matrix does not define a norm (i.e., the equality (1.2) is not valid for Helmholtz). Whereas the coarse correction is guaranteed to not amplify the error for SPD matrices, the approximation error can be amplified in the indefinite case because the spectrum of the matrix has both signs.

For these reasons, finding a recurring process to build a scalable multilevel method is still an open question. Multiple correction [18], wave-ray [4, 17], and ComplexShifted Laplacian [8] approaches have already been investigated to address this issue. In this paper, we present a fully algebraic approach built on ideal reduction-based ideas, and demonstrate its potential for solving the Helmholtz problem with constant iteration count independent of the wavenumber $k$. Certain discretization matrices resulting from the continuous problem (1.5) can be non-symmetric due to the boundary conditions. To center the discussion on the indefinite nature of Helmholtz, the next approaches address the symmetric indefinite shifted laplacian matrix arising from the following 5 -pts stencil

$$
\hat{A}=\left[\begin{array}{ccc} 
& -1  \tag{1.6}\\
-1 & 4-(k h)^{2} & -1 \\
& -1
\end{array}\right]
$$

In Section 2, we start by presenting a normal equation polynomial smoother specifically designed to damp the desired proportion of largest eigenvalues independently of their signs, while interpolation rules for propagating oscillatory near-kernel information are established in Section 3. The Section 4 gives more details on why the indefiniteness can corrupt the coarse correction by introducing a concept of pollution and Section 5 exposes an alternative coarse correction to the classical one which avoids the divergence scenarios. Finally, Section 6 presents benchmarks of this new multigrid
method for different Helmholtz problems, with varying shift $k h$ and wavenumber $k$.
Along the different approaches presented in this paper, $\boldsymbol{v}_{i}$ denotes the $i^{t h}$ eigenvector of $A$ associated with the eigenvalue $\lambda_{i}$. Moreover, we always assume the eigenvalues to be ordered in magnitude (i.e., $\left.\forall i<n,\left|\lambda_{i}\right| \leq\left|\lambda_{i+1}\right|\right)$ such that $V_{c}:=\left[\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n_{c}}\right]$ and $V_{f}:=\left[\boldsymbol{v}_{n_{c+1}}, \ldots, \boldsymbol{v}_{n}\right]$ contain the small and large eigenvector sets of size $n_{c}$ and $n_{f}$ respectively. Naturally, the full set of eigenvectors are given by $V=\left[V_{c}, V_{f}\right]$, and $n=n_{c}+n_{f}$.
2. Polynomial Smoothers for Indefinite Problem. Working with a smoothing method whose behavior on the spectrum is a priori known is interesting to guarantee the effectiveness of the cycle. Here, the smoother must damp large positive and negative eigenvalues, which is problematic for most standard methods. Generally, a polynomial method with degree greater than one can work. Krylov iterations are good polynomial smoothers in the indefinite case but they minimize the global residual norm regardless of the eigenvalues and are non-linear because of their righthand side dependence. A linear polynomial is more convenient for generating the set of smoothed candidates vectors needed to construct the interpolation operator described in Section 3.
2.1. General considerations on polynomial smoothers. One way to ensure that both positive and negative eigenvectors are damped is to consider a normal equation polynomial smoother. In general, the degree $m$ of the polynomial must be greater than one to damp positive and negative eigenvectors, as the polynomial illustrated in Figure 2.1 does. Resorting to normal equations enables the polynomial to treat eigenvalues with respect to their magnitude rather than their sign, which is equivalent to work with even powers of $A$ if the matrix is hermitian, which is what we assume in this section. In the future, it might be interesting to investigate more general polynomials to avoid normal equations and consider odd exponents. In this first approach, we use the convenient symmetry property enabled by normal equations in the Chebyshev framework.

Let $p_{m}\left(A^{2}\right)$ be a polynomial of degree $m$ that approximates $A^{-2}$. From Equation (1.4), let $q_{m+1}\left(A^{2}\right)$ be the associated error propagation matrix of the polynomial smoother such that

$$
\begin{equation*}
q_{m+1}\left(A^{2}\right):=I-p_{m}\left(A^{2}\right) A^{2} . \tag{2.1}
\end{equation*}
$$

Additionally, let $\boldsymbol{v}$ be an eigenvector of $A$ associated with the eigenvalue $\lambda$. Hence,

$$
\begin{equation*}
q_{m+1}\left(\lambda^{2}\right) \boldsymbol{v}=\left(1-p_{m}\left(\lambda^{2}\right) \lambda^{2}\right) \boldsymbol{v} \tag{2.2}
\end{equation*}
$$

In multigrid methods, a good smoother eliminates the large eigenvalues that the coarse correction does not capture and vice-versa. Let $a$ and $b$ be real scalars such that $0<$ $a<b$. Assume these large squared eigenvalues are contained in the interval $[a, b]$. The construction of a relevant interval will be discussed in the next. Since the polynomial smoother $p_{m}\left(A^{2}\right)$ is an inverse approximate of $A^{-2}$, the polynomial function $p_{m}(x)$ can be constructed to approximate the function $x^{-1}$ [15] from $m+1$ interpolation points $x_{i}$ selected within the interval of large eigenvalues $[a, b]$. In particular, selecting the scaled first kind Chebyshev polynomial roots as interpolation points

$$
\begin{equation*}
x_{i}:=\frac{b+b}{2}+\frac{b-a}{2} \cos \left(\frac{(2 i+1) \pi}{2(m+1)}\right), i=1, \ldots, m+1 . \tag{2.3}
\end{equation*}
$$

gives the minimal error propagation function $q_{m+1}(x)$ on the interval $[a, b]$. The polynomial is constructed to satisfy the $m+1$ following constraints

$$
\begin{equation*}
x_{i} \in[a, b], p_{m}\left(x_{i}\right)=\frac{1}{x_{i}} \Leftrightarrow q_{m}\left(x_{i}\right)=0, i=1, \ldots, m+1 . \tag{2.4}
\end{equation*}
$$

Because the selected nodes $x_{i}$ are the roots of $q_{m+1}$ and $q_{m+1}(0)=1$, then the Lagrange formula yields

$$
\begin{equation*}
p_{m}(x):=\sum_{i=1}^{m+1} \frac{1}{x_{i}} \prod_{j=1, j \neq i}^{m+1} \frac{x-x_{j}}{x_{i}-x_{j}}, q_{m+1}(x)=\prod_{i=1}^{m+1} \frac{x-x_{i}}{-x_{i}} . \tag{2.5}
\end{equation*}
$$

First kind Chebyshev polynomials are defined by the three-terms recurrence relation

$$
\begin{equation*}
\forall t \in[-1,1], C_{0}(t)=1, C_{1}(t)=t, C_{m+1}(t)=2 t C_{m}(t)-C_{m-1}(t) . \tag{2.6}
\end{equation*}
$$

The roots of $q_{m+1}$ are the roots of $C_{m+1}$ but scaled on $[a, b]$, the error propagation function $q_{m+1}$ can be derived as the following re-scaled Chebyshev polynomial

$$
\begin{equation*}
q_{m+1}(x)=\frac{C_{m+1}\left(\frac{b+a-2 x}{b-a}\right)}{C_{m+1}\left(\frac{b+a}{b-a}\right)} . \tag{2.7}
\end{equation*}
$$

As explained in [2], the upper bound of $C_{m+1}(t)$ on [ $-1,1$ ] equals one for $t=1$ and is strictly monotonically increasing for $t>1$. Accordingly, the supremum of the numerator on $[a, b]$ equals one for $x=a$, and the denominator is strictly greater than one because $\frac{b+a}{b-a}>1$. Last, $q_{m+1}(0)=1$ and $q_{m+1}$ is strictly monotonically decreasing for $x \in[0, a]$. As a consequence, $\left|q_{m+1}(x)\right|<1$ on the interval $(0, b]$. Assuming $b \geq \lambda_{\text {max }}^{2}$, then the spectral radius $\rho\left(q_{m+1}\left(A^{2}\right)\right)<1$. In other words, the smoother is a convergent iterative method and does not amplify any region of the spectrum.
2.2. Constructing an appropriate target interval. One way to determine an interval $[a, b]$ without preliminary information $[2,1]$ is to compute a few power iterations to determine $b$ by an overestimation of the largest eigenvalue, and choose the lower bound $a$ according to $b$, for example $a=\frac{1}{2} b$. However, to respect the complementarity principle, the percentage of damped eigenvalues by the smoother must approximate the proportion of non-coarse variables (i.e. the $n_{f}$ largest eigenvalues in our case). For instance, if a coarse level is one quarter the size of the finer level, then three-quarters of the largest amplitude eigenvectors should be damped by the smoother, while the coarse correction deals with the remaining small eigenvectors. Consequently, since eigenvalues are not necessarily uniformly separated, $a$ should be determined so that a proportion of eigenvalues belongs to the interval $[a, b]$. Moreover, the spectral distribution of coarse matrices are unknown in a multi-level setting. Therefore, a good interval should satisfy

$$
\begin{equation*}
\lambda_{i}^{2} \in[a, b] \Leftrightarrow \lambda_{i} \in[-\sqrt{b},-\sqrt{a}] \cup[\sqrt{a}, \sqrt{b}], i=n_{c}, \ldots, n_{f} . \tag{2.8}
\end{equation*}
$$

While this interval can be fixed using geometric information, we first compute a rough approximation of the matrix spectral density as detailed in [16]. This spectral density permits to determine which portion of the spectrum should be damped by
the smoother, and is defined by the distribution function $\phi(t)$ that represents the probability of finding an eigenvalue at each point $t \in[-1,1]$. We set the lower bound $a$ of the Chebyshev node interval in a second step so that the probability within the interval equals the target proportion, for instance half of the total area in a scenario of exact balance between coarse and non-coarse variables. As defined in (2.6), the distribution function $\phi$ is approximated by a linear combination of orthogonal Chebyshev polynomial functions, such that

$$
\begin{equation*}
\phi(t)=\sum_{k=1}^{\infty} \mu_{k} C_{k}(t) \approx \sum_{k=1}^{n_{\mu}} \mu_{k} C_{k}(t) \tag{2.9}
\end{equation*}
$$

Because Chebyshev functions are naturally defined over $[-1,1]$, the spectral density function must evaluate the spectral density of the scaled matrix $B=\frac{2}{b} A^{2}-I$. Since $b$ is assumed to bound the eigenvalues of $A^{2}$, the spectrum of $B$ belongs to $[-1,1]$. The coefficients $\mu_{k}$ are then determined by a moments matching procedure, which gives

$$
\begin{equation*}
\mu_{k}=\frac{2-\delta_{k 0}}{n \pi} \times \operatorname{Trace}\left(C_{k}(B)\right) \tag{2.10}
\end{equation*}
$$

Here, $n$ corresponds to the matrix size and $\delta_{k 0}$ the Kronecker symbol. The trace can be approximated by a stochastic trace estimation from a set of $n_{\text {vec }}$ random and orthogonal vectors $\boldsymbol{z}_{l}$, where each element of these vectors is chosen following a normal distribution with zero mean and a unit standard deviation. Therefore, the trace approximations are given by

$$
\begin{equation*}
\operatorname{Trace}\left(C_{k}(B)\right) \approx \frac{1}{n_{\mathrm{vec}}} \sum_{l=1}^{n_{\mathrm{vec}}} z_{l}^{T} C_{k}(B) \boldsymbol{z}_{l}, k=1, \ldots n_{\mu} \tag{2.11}
\end{equation*}
$$

According to (2.11), each trace can be estimated by a sample mean of $n_{\text {vec }}$ products $\boldsymbol{z}_{l}^{T} C_{k}(B) \boldsymbol{z}_{l}$, and the $n_{\mu}$ vectors $C_{k}(B) \boldsymbol{z}_{l}$ can be computed from the three-term recurrence defined in (2.6). Once the distribution function $\phi$ is approximated following Equation (2.9), a rough area approximation by trapezoid rule yields a correct lower bound that satisfies a proportion around $\frac{n_{f}}{n}$. This lower bound only needs to be remapped on the initial interval to return the correct value for $a$. The interval $[a, b]$ constitutes a purely algebraic interval in which the polynomial smoother is the most efficient. The bounds $a$ and $b$ are represented in Figure 2.1, where $x_{50 \%}$ illustrates a theoretical lower bound target for the shifted laplacian matrix resulting from (1.6). Last, the total number of matrix vector products required by the spectral density approximation step for the construction of a relevant interval is $n_{\text {vec }} \times n_{\mu}$.
3. Constructing good interpolation rules. Interpolators are used both to construct the coarse level matrices and to transfer information across levels. SPD and geometric smoothness assumptions cannot be used to determine appropriate interpolation operators in our case. Some methods such as smoothed aggregation [9, 20] and bootstrap-AMG [3] use candidate vectors that are close to the near-kernel space to design the interpolation rules. These test vectors are either deduced from geometric information [4, 22] or algebraically as in adaptive multigrid methods [5]. Here, we prefer to stick to a fully algebraic and recurring process to create our interpolation operators. Candidate vectors will be generated from random vectors smoothed by the polynomial presented in Section 2, and used by the least squares minimization framework to determine good fine variable interpolation rules. This initial least squares interpolation operator is used as a coarse variable operator in the ideal reductionbased framework [12].


Fig. 2.1: Spectrum of the polynomial smoother error propagation matrix for $k h=1.65$
3.1. Ideal framework. Even though the ideal framework requires an SPD assumption and has not been generalized to indefinite problems, the idea of removing irrelevant information from the interpolation range is of particular interest for capturing the near-kernel space of oscillatory problems, and will be our guiding principle in this section.

Accordingly, we assume $A$ is SPD in this section dedicated to the ideal framework. Following [12], let $\mathcal{C}$ and $\mathcal{F}$ be complementary coarse and fine variable subsets of $\Omega$ respectively of size $n_{c}$ and $n_{f}$. Let $R^{T}: \mathbb{R}^{n_{c}} \rightarrow \mathbb{R}^{n}$ and $S: \mathbb{R}^{n_{f}} \rightarrow \mathbb{R}^{n}$ be coarse and fine variable operators respectively, such that $R S=0$. The space defined by the coarse variable operator $R^{T}$ must be handled by the coarse correction, whereas the fine variable operator $S$ defines a space where smoothing must operate in order to respect the complementarity principle. The Ideal Interpolation operator is a theoretical operator that is the best that satisfies $R P=I_{c}$, in the sense that it minimizes the difference between variables and interpolated coarse variables, within a space that is the most complementary to the range of the smoother $M$. The ideal interpolation operator is given by

$$
\begin{equation*}
P_{*}=\underset{P}{\arg \min }\left(\max _{\boldsymbol{e} \neq 0} \frac{\|(I-P R) \boldsymbol{e}\|_{M}}{\|\boldsymbol{e}\|_{A}}\right)=\left(I-S\left(S^{T} A S\right)^{-1} S^{T} A\right) R^{T} . \tag{3.1}
\end{equation*}
$$

Let $P_{:, i}$ and $R_{:, i}^{T}$ be the $i^{\text {th }}$ columns of $P$ and $R^{T}$ respectively. Each column of the ideal interpolation operator is therefore defined by

$$
\begin{equation*}
P_{:, i}=R_{:, i}^{T}-s_{i}, \text { with } s_{i}=\underset{\tilde{s} \in \operatorname{Range}(S)}{\arg \min }\left\|R_{:, i}^{T}-\tilde{s}\right\|_{A}=S\left(S^{T} A S\right)^{-1} S^{T} A R_{:, i}^{T} \tag{3.2}
\end{equation*}
$$

In fact, the matrix that multiplies each column of $R^{T}$ in (3.2) and (3.1) is a projection operator onto the $A$-orthogonal complement of the range of $S$. The ideal interpolation operator is constructed by extracting from $R^{T}$ the information that can already be solved in the subspace $S$. Such information is irrelevant at a coarse level and should be handled by the smoother. Under the assumption that the smoother captures the space spanned by $S$, the best coarse matrix is therefore a matrix where $S$-related information is subtracted. Even if applying $\left(S^{T} A S\right)^{-1}$ is too expensive, it gives insight for building a more practical method.
3.2. Least Squares Minimization Interpolation Operator. As mentioned at the beginning of Section 3.1, demonstrating that the interpolation operator (3.1) is ideal in the theoretical framework of [12] requires $A$ to be symmetric positive-definite. However, the reduction viewpoint which consists in cleaning the range of interpolation by extracting irrelevant information at a coarse level perspective is of interest. In addition, numerical experiments reveal that the classical coarse variable operator $R^{T}=\left[\begin{array}{ll}0 & I_{c}\end{array}\right]^{T}$ does not have good approximation property for the oscillatory nearkernel space that characterizes Helmholtz. Therefore, a new coarse variable operator has to be designed algebraically. Using the smallest eigenvectors $V_{c}$ from Section 3.1 to enforce the representation of the near-kernel space within the interpolation range is not practical. Instead, we construct a set of vectors approximating an oscillatory and potentially large near-kernel space by using the normal equations polynomial smoother developed in Section 2.

In this section, we present a coarse variable operator $\hat{R}^{T}$ of size $n \times n_{c}$ constructed by a least squares minimization strategy [3]. Let the columns of $T$ be a set of $\kappa$ smoothed random vectors $\boldsymbol{z}_{l}$ that approximates the near-kernel space such that

$$
\begin{equation*}
T_{:, l}=q_{m+1}\left(A^{2}\right) z_{l}, l=1, \ldots, \kappa \tag{3.3}
\end{equation*}
$$

where $T_{:, l}$ designate the $l^{\text {th }}$ column of the set $T$. We assume a $\mathcal{C} / \mathcal{F}$ splitting with $n_{c}$ and $n_{f}$ their respective size. $\mathcal{C}$-points are interpolated to the finer level with a simple injection rule, while interpolation rules of $\mathcal{F}$-points are determined by the least squares minimization method presented in this section. Due to this splitting, the coarse interpolation block in $\hat{R}^{T}$ corresponds to a $n_{c} \times n_{c}$ identity matrix denoted by $I_{c}$, while $R_{f}^{T}$ designate the block of interpolation for the $\mathcal{F}$-points.

Let $i$ be an $\mathcal{F}$-point and $\hat{\boldsymbol{r}}_{i}$ the vector containing the non-zero elements of the $i^{\text {th }}$ row of $\hat{R}^{T}$. The idea consists of constructing each $\mathcal{F}$-point interpolation rule by minimizing the squared difference between $\mathcal{F}$-values of the near-kernel candidate vectors and the interpolation from their connected $\mathcal{C}$-points in $\mathcal{C}_{i}$. Denote by $T_{i,:}$ a row vector containing the $i^{\text {th }}$ values of each test vector, and $T_{\mathcal{C}_{i}, l}$ a vector containing the values in $T_{:, l}$ of the $\mathcal{C}$-points that are connected to variable $i$. Then

$$
\begin{equation*}
\forall i \in \mathcal{F}, \hat{\boldsymbol{r}}_{i}=\underset{\hat{\boldsymbol{r}} \in \mathbb{C}^{\operatorname{card}\left(\mathcal{C}_{i}\right)}}{\arg \min } \sum_{l=1}^{\kappa} w_{l}\left(T_{i, l}-\hat{\boldsymbol{r}} \cdot T_{\mathcal{C}_{i}, l}\right)^{2}=: \underset{\hat{\boldsymbol{r}} \in \mathbb{C}^{\text {card }\left(\mathcal{C}_{i}\right)}}{\arg \min } \mathcal{L}_{i}(\hat{\boldsymbol{r}}) \tag{3.4}
\end{equation*}
$$

where $w_{l}$ are scaling weights (for instance $w_{l}=1 /\left|\lambda_{l}\right|$ if $T$ contains near-kernel eigenvectors). Finding the minimum of the convex loss function $\mathcal{L}_{i}$ is equivalent to solving

$$
\begin{equation*}
\nabla \mathcal{L}_{i}\left(\hat{\boldsymbol{r}}_{i}\right)=0 \tag{3.5}
\end{equation*}
$$

Equation (3.5) can be rewritten element-wise

$$
\begin{equation*}
\frac{\partial \mathcal{L}_{i}\left(\hat{\boldsymbol{r}}_{i}\right)}{\partial \hat{\boldsymbol{r}}_{i j}}=\sum_{l=1}^{\kappa} 2 w_{l}\left(T_{i, l}-\hat{\boldsymbol{r}}_{i} \cdot T_{\mathcal{C}_{i}, l}\right) T_{\mathcal{C}_{i j}, l}=0, \forall j=1, \ldots, \operatorname{card}\left(\mathcal{C}_{i}\right) \tag{3.6}
\end{equation*}
$$

Finally, (3.6) leads to a system of linear equations to solve for each fine variable $i$

$$
\begin{equation*}
\hat{\boldsymbol{r}}_{i} T_{\mathcal{C}_{i}} W T_{\mathcal{C}_{i}}^{T}=T_{i} W T_{\mathcal{C}_{i}}^{T} \tag{3.7}
\end{equation*}
$$

The matrix is full rank and the solution of Equation (3.7) is unique if we have at least $\kappa=\max _{i}\left\{\operatorname{Card}\left(\mathcal{C}_{i}\right)\right\}$ locally linearly independent test vectors. Even if it is statistically always the case when starting from random candidate vectors, the matrix singularity can be detected during the factorization. In that special case, a pseudo-inverse can be computed to find an optimal solution in the least squares sense.
3.3. Ideal approximation from least squares coarse operator. In Section 3.2 , we presented a coarse variable operator for Helmholtz designed by a least squares minimization strategy. Using the framework presented in 3.1, define

$$
\hat{R}^{T}=\left[\begin{array}{c}
R_{f}^{T}  \tag{3.8}\\
I_{c}
\end{array}\right] \text { and } \hat{S}=\left[\begin{array}{c}
I_{f} \\
-R_{f}
\end{array}\right]
$$

where $\hat{R}^{T}$ is the least squares coarse variable operator presented in Section 3.2 and $R_{f}^{T}$ is its $\mathcal{F}$-points interpolation block. Note that $\hat{R} \hat{S}=0$ as required. Hence, since the least squares operator is designed to propagate the candidate vectors that are composed of small eigenvectors due to the Chebyshev polynomial smoother of Section 2 , the space spanned by $\hat{S}$ is, by orthogonality, mostly composed of large eigenvectors. Accordingly, the aim of using the ideal framework in this oscillatory context is to improve the coarse variable operator by extracting the irrelevant information related to these large eigenvectors that can be solved in $\hat{S}$.

However, two major issues arise in the use of the ideal interpolation operator (3.1). The first is a general concern related to the fine block $\hat{S}^{T} A \hat{S}$, which is usually not practical to invert, and would lead to a dense interpolation operator $\hat{P}$. To circumvent this problem, an approximation based on sparsity constraints must be applied. The second issue is related to the indefiniteness of the initial matrix. Indeed, as shown by the equation (3.2), applying the left operator of the ideal formula removes the information contained in the range of $\hat{S}$ by minimizing an approximation error in $A$-norm. However, such a norm does not exist in the indefinite case. Ignoring this problem may still give interesting results in practice, but we consider instead the $A^{T} A$-norm to ensure the effectiveness of the interpolation operator. Since $\hat{S}$ is sparse, we control the sparsity of $\hat{P}$ by restricting the search space to a few columns of $\hat{S}$ only. Define $X_{i}$ to be the injection operator of ones and zeros of size $n_{f} \times n_{i}$ with $n_{i} \leq n_{f}$ that selects $n_{i}$ columns of $\hat{S}, \hat{S} X_{i}$. From (3.2), let $s_{i}$ be the solution of the ideal minimization problem such that

$$
\begin{equation*}
s_{i}:=\underset{\tilde{s} \in \operatorname{Range}\left(\hat{S} X_{i}\right)}{\arg \min }\left\|\hat{R}_{:, i}^{T}-\tilde{\boldsymbol{s}}\right\|_{A^{T} A}=\hat{S} X_{i}\left(X_{i}^{T} \hat{S}^{T} A^{T} A \hat{S} X_{i}\right)^{-1} X_{i}^{T} \hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T} \tag{3.9}
\end{equation*}
$$

Accordingly, columns of the reduction-based interpolation operator are computed by

$$
\begin{equation*}
\hat{P}_{:, i}=\hat{R}_{:, i}^{T}-\boldsymbol{s}_{i}=\hat{R}_{:, i}^{T}-\hat{S} X_{i} \rho_{n_{i}} \tag{3.10}
\end{equation*}
$$

where $\rho_{n_{i}}$ is the solution of the $n_{i} \times n_{i}$ linear system

$$
\begin{equation*}
X_{i}^{T} \hat{S}^{T} A^{T} A \hat{S} X_{i} \rho_{n_{i}}=X_{i}^{T} \hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T} \tag{3.11}
\end{equation*}
$$

The choice of the non-zero pattern of $\hat{P}$ must satisfy a good trade-off between approximation properties of the near-kernel space and complexity. While improving the sparsity of this interpolation operator is a topic of future research, one strategy is to choose the columns of $\hat{S}$ based on the entries of $\hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T}$. In fact, each entry
corresponds to the scalar product between a column of $\hat{S}$ and $\hat{R}_{:, i}^{T}$ in $A^{T} A$-norm. A large entry designates a column of $\hat{S}$ that contributes a lot in the solution of the minimization problem (3.9). The column selection phase iterates until the entries associated with the selected columns represent a percentage $\tau$ of the entire set of non-zero entries. At each iteration, the column associated with the largest entry of $\hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T}$ is selected, which is equivalent to extending $X_{i}$ with the euclidean basis vector with one at the index of the chosen column and zeros elsewhere. Because the columns with the largest entries in $\hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T}$ are selected first, the set of selected columns is the smallest set that satisfies

$$
\begin{equation*}
\left\|X_{i} \hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T}\right\|^{2} \geq \tau \times\left\|\hat{S}^{T} A^{T} A \hat{R}_{:, i}^{T}\right\|^{2}, \text { with } \tau \in[0,1] \tag{3.12}
\end{equation*}
$$

We note that even though setting $\tau=1$ selects all the column associated with nonzero entries in the right-hand side, the remaining columns associated with zero entries are omitted, and therefore the matrix $X_{i}^{T} \hat{S}^{T} A^{T} A \hat{S} X_{i}$ still correspond to a principle sub-matrix of $\hat{S}^{T} A^{T} A \hat{S}$. The Figure 3.3 represents the error of interpolation of every eigenvector for two different shifted problems resulting from (1.6) with respect to $\tau$. The red dots correspond to the error when no ideal approximation is used at all (i.e. $\tau=0$ and therefore $\hat{P}=\hat{R}^{T}$ ), whereas blue and green dots represent the error of interpolation for $\tau=0.5$ and $\tau=1$ respectively. The legend for each color associates the percentage $\tau$ with the average number of non-zero entries $\frac{\mathrm{nnz}}{n}$ in the resulting interpolation operator. Because the subspace $\hat{S} X_{i}$ grows with $\tau$, larger values of $\tau$ leads to denser interpolation operators. For both shifts, the portion of the spectrum for which the least-squares minimization interpolation operator is the most accurate corresponds to the smallest eigenvalues in magnitude. This feature is an expected and desired effect of generating the set of test vectors from the polynomial smoother introduced in Section 2. However, the interpolation error increases with the shift. Therefore, the ideal approximation correction becomes necessary as the problem gets more indefinite. In particular, Figure 3.3 shows that the interpolation error decreases as more columns of $\hat{S}$ are added to approximate the ideal interpolation operator. One drawback of this gain in accuracy is the fill-in of the matrix.


Fig. 3.1: $k h=0.625$


Fig. 3.2: $k h=2.0$

Fig. 3.3: Error of interpolation with respect to the shift and sparsity
4. Alteration of the coarse correction in the indefinite case. While both smoothers and interpolation operators are now designed to face two inconvenient properties of the Helmholtz equation, signed eigenvalues and oscillatory near-kernel space, the effectiveness of the classical coarse correction is not guaranteed in an indefinite context. Worse still, the classical coarse correction can amplify the error associated with small eigenvectors although $\hat{P}$ has good approximation properties. Before discussing an alternative coarse correction, let us highlight how the matrix indefiniteness can corrupt the classical coarse correction with a simple illustration.

The Figure 4.3 plots the smallest eigenvector of a two-dimensional shifted Laplacian matrix in blue for two different shifts. The shift of 4.2 is greater than the shift of 4.1. As expected, the higher the shift, the more oscillatory the problem. In red are plotted the results of the coarse correction when applied to the blue eigenvectors. In this example, the coarse correction is implemented with the reduction-based interpolation operator introduced in Section 3. Additionally, the green curves represent the best representation of both eigenvectors in the interpolation range. First, note that the blue and green curves align almost perfectly in both sub-figures, which means that the interpolation range introduced in Section 3 offers a good approximation to the potentially oscillatory smallest eigenvector. In both cases, $\hat{P}$ has good approximation properties. In Figure 4.1, where the problem is discretized with 10 points per wavelength, the red coarse correction vector is relatively close to the blue eigenvector. The slight difference between both is only a matter of amplitude. In contrast, while the oscillations of the coarse correction vector illustrated in Figure 4.2 are synchronized with the oscillations of the smallest eigenvector, its direction is reversed. In that case, while the interpolation range is almost perfect, the error of the smallest eigenvector is not reduced by the coarse correction, but amplified.
At this stage, let us define a concept of pollution to better understand how the matrix indefiniteness can corrupt the coarse correction.

ThEOREM 4.1. Let $A$ be an $n \times n$ matrix, and $V$ its orthonormal set of eigenvectors, each associated with the corresponding element of the diagonal eigenvalue matrix $\Lambda$. Also, let $P$ be an $n \times n_{c}$ interpolation operator. Assuming $V_{c}^{T} P$ is nonsingular, we write the linear decomposition of the post-scaled interpolation operator as $P\left(V_{c}^{T} P\right)^{-1}=V K$, where $K$ is the following $n \times n_{c}$ matrix of coefficients

$$
K:=V^{T} P\left(V_{c}^{T} P\right)^{-1}=\left[\begin{array}{c}
I_{c}  \tag{4.1}\\
K_{f}
\end{array}\right]
$$

The block $I_{c}$ corresponds to the identity matrix of size $n_{c} \times n_{c}$, and the block $K_{f}$ is a $n_{f} \times n_{c}$ matrix such that $K_{f}:=V_{f}^{T} P\left(V_{c}^{T} P\right)^{-1}$. The interpolation error of the eigenvector $\boldsymbol{v}_{i}$ of $V_{c}$ is given by

$$
\begin{equation*}
\boldsymbol{v}_{i}^{T}(I-\Pi(P)) \boldsymbol{v}_{i}=1-\left[\left(I_{c}+K_{f}^{T} K_{f}\right)^{-1}\right]_{i, i} \tag{4.2}
\end{equation*}
$$

where $[\cdot]_{j, k}$ denotes the entry $(j, k)$ of the bracketed matrix.
Proof. First, note that post-multiplying $P$ by any non-singular matrix $M_{c}$ of size $n_{c} \times n_{c}$ does not change the $l_{2}$-projection

$$
\begin{align*}
\left(P M_{c}\right)\left(\left(P M_{c}\right)^{T}\left(P M_{c}\right)\right)^{-1}\left(P M_{c}\right)^{T} & =P M_{c} M_{c}^{-1}\left(P^{T} P\right)^{-1} M_{c}^{-T} M_{c}^{T} P^{T} \\
& =P\left(P^{T} P\right)^{-1} P^{T}=\Pi(P) . \tag{4.3}
\end{align*}
$$



Fig. 4.1: $k h=0.625$


Fig. 4.2: $k h=1.71$
Fig. 4.3: Layering of : $\boldsymbol{v}_{1}$ (blue) vs. $P\left(P^{T} P\right)^{-1} P^{T} \boldsymbol{v}_{1}$ (green) vs. $P\left(P^{T} A P\right)^{-1} P^{T} A \boldsymbol{v}_{1}$ (red), for two different shifts

In particular for $M_{c}=\left(V_{c}^{T} P\right)^{-1}$,

$$
\begin{align*}
I-\Pi(P) & =I-P\left(P^{T} P\right)^{-1} P^{T} \\
& \left.=I-P\left(V_{c}^{T} P\right)^{-1}\left(P\left(V_{c}^{T} P\right)^{-1}\right)^{T} P\left(V_{c}^{T} P\right)^{-1}\right)^{-1}\left(P\left(V_{c}^{T} P\right)^{-1}\right)^{T} \tag{4.4}
\end{align*}
$$

Since $P\left(V_{c}^{T} P\right)^{-1}=V K$, it follows that

$$
\begin{align*}
I-\Pi(P) & =I-(V K)\left((V K)^{T}(V K)\right)^{-1}(V K)^{T} \\
& =I-V K\left(K^{T} K\right)^{-1} K^{T} V^{T} . \tag{4.5}
\end{align*}
$$

For any eigenvector $\boldsymbol{v}_{i}$ of $A$, let $\boldsymbol{e}_{i}:=V^{T} \boldsymbol{v}_{i}$ be the canonical unit vector with a one at the $i^{\text {th }}$ position and zero elsewhere. Assuming $\boldsymbol{v}_{i} \in V_{c}\left(i \leq n_{c}\right)$, the vector $\boldsymbol{c}_{i}:=K^{T} \boldsymbol{e}_{i}$ of size $n_{c}$ is also a unit vector with a one at the $i^{\text {th }}$ position. Consequently, the damping factor of $\boldsymbol{v}_{i} \in V_{c}$ is

$$
\begin{align*}
\boldsymbol{v}_{i}^{T}(I-\Pi(P)) \boldsymbol{v}_{i} & =\boldsymbol{v}_{i}^{T} V\left(I-K\left(K^{T} K\right)^{-1} K^{T}\right) V^{T} \boldsymbol{v}_{\boldsymbol{i}} \\
& =\boldsymbol{e}_{i}^{T}\left(I-K\left(K^{T} K\right)^{-1} K^{T}\right) \boldsymbol{e}_{i} \\
& =1-\boldsymbol{c}_{i}^{T}\left(K^{T} K\right)^{-1} \boldsymbol{c}_{i}=1-\left[\left(I_{c}+K_{f}^{T} K_{f}\right)^{-1}\right]_{i, i} . \tag{4.6}
\end{align*}
$$

Since the $l_{2}$-projection is unchanged by post-multiplication of $P$, we assume for what follows that $K$ has the form (4.1). The block $K_{f}$ designates what we call "pollution". This block of pollution causes the slight difference between an eigenvector
$\boldsymbol{v}_{i}$ of $V_{c}$ and its best representation in the range of $P$. When a column of $K_{f}$ is null, the interpolation error of the associated eigenvector equals zero, such that blue and green curves align perfectly. In practice however, this property is unlikely to be satisfied for Helmholtz, because $P$ should be sparse for cost considerations and the smallest eigenvectors are usually unknown. Moreover, the near-kernel space of the Helmholtz equation is oscillatory. This makes the construction of good interpolation rules more difficult, and tends to pollute the interpolation range. In fact, this pollution is probably unavoidable and the columns of $K_{f}$ are unlikely to be zero. While the pollution decreases the convergence speed of multigrid methods for SPD problems, we demonstrate that it can corrupt the coarse correction and make the method diverge in the indefinite case, as illustrated by the reversed red vector of Figure 4.3(b).

In that direction, let us discuss the effectiveness of the coarse correction by looking at the contraction of the $n_{c}$ small eigenvectors $V_{c}$ only, assuming the $n_{f}$ large eigenvectors $V_{f}$ are damped by the smoother.

Theorem 4.2. Define $A$ and $P$ as in the setting of Theorem 4.1. Also, let the matrix $K$ be defined as in (4.1). The contraction of an eigenvector $\boldsymbol{v}_{i}$ of $V_{c}$ after the coarse correction is given by

$$
\begin{equation*}
\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}=1-\lambda_{i}\left[\left(\Lambda_{c}+K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1}\right]_{i, i} . \tag{4.7}
\end{equation*}
$$

Proof. By the same reasoning of the proof for Theorem 4.1, we note that postmultiplying $P$ by any non-singular matrix $M_{c}$ of size $n_{c} \times n_{c}$ does not change the coarse correction

$$
\begin{align*}
\left(P M_{c}\right)\left(\left(P M_{c}\right)^{T} A\left(P M_{c}\right)\right)^{-1}\left(P M_{c}\right)^{T} & =P M_{c} M_{c}^{-1}\left(P^{T} A P\right)^{-1} M_{c}^{-T} M_{c}^{T} P^{T} \\
& =P\left(P^{T} A P\right)^{-1} P^{T} \tag{4.8}
\end{align*}
$$

In particular for $M_{c}=\left(V_{c}^{T} P\right)^{-1}$,

$$
\begin{align*}
E & =I-P\left(P^{T} A P\right)^{-1} P^{T} A \\
& \left.=I-P\left(V_{c}^{T} P\right)^{-1}\left(P\left(V_{c}^{T} P\right)^{-1}\right)^{T} A P\left(V_{c}^{T} P\right)^{-1}\right)^{-1}\left(P\left(V_{c}^{T} P\right)^{-1}\right)^{T} A . \tag{4.9}
\end{align*}
$$

Similar to (4.5), the equality $P\left(V_{c}^{T} P\right)^{-1}=V K$ leads to

$$
\begin{equation*}
E=I-(V K)\left((V K)^{T} A(V K)\right)^{-1}(V K)^{T} A=V\left(I-K\left(K^{T} \Lambda K\right)^{-1} K^{T} \Lambda\right) V^{T} \tag{4.10}
\end{equation*}
$$

Define the euclidean basis vectors $\boldsymbol{e}_{i}$ and $\boldsymbol{c}_{i}$ as in the proof of Theorem 4.1. Subsequently, the contraction of $\boldsymbol{v}_{i} \in V_{c}$ is

$$
\begin{aligned}
\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i} & =\boldsymbol{v}_{i}^{T} V\left(I-K\left(K^{T} \Lambda K\right)^{-1} K^{T} \Lambda\right) V^{T} \boldsymbol{v}_{\boldsymbol{i}} \\
& =\boldsymbol{e}_{i}^{T}\left(I-K\left(K^{T} \Lambda K\right)^{-1} K^{T} \Lambda\right) \boldsymbol{e}_{i} \\
& =1-\lambda_{i} \boldsymbol{c}_{i}^{T}\left(K^{T} \Lambda K\right)^{-1} \boldsymbol{c}_{i}=1-\lambda_{i}\left[\left(\Lambda_{c}+K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1}\right]_{i, i} .
\end{aligned}
$$

Theorem 4.2 shows that the damping factors rely on a combination of the small eigenvalues $\Lambda_{c}$ plus the large eigenvalues $\Lambda_{f}$, such that the mix is given by the entries of the pollution $K_{f}$.

The effectiveness of the coarse correction is well-known in the SPD case. If all eigenvalues are positives, one can remark that

$$
\begin{equation*}
\forall i \leq n_{c}, 0 \leq\left[\left(\Lambda_{c}+K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1}\right]_{i, i} \leq\left[\Lambda_{c}^{-1}\right]_{i, i}=\lambda_{i} \Rightarrow 0 \leq \boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i} \leq 1 \tag{4.12}
\end{equation*}
$$

Hence, the coarse correction always operates a contraction on $\boldsymbol{v}_{i}$ regardless the block of pollution $K_{f}$. In the indefinite case however, the property (4.12) does not hold. In fact, a necessary condition for the coarse correction to be a contraction is

$$
\begin{equation*}
\forall i \leq n_{c},\left|\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}\right| \leq 1 \Rightarrow 0 \leq \lambda_{i}\left[\left(\Lambda_{c}+K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1}\right]_{i, i} \leq 2 \tag{4.13}
\end{equation*}
$$

From Equation (4.13), it follows that each diagonal entry must have the same sign as its associated eigenvalue, and be smaller than twice the inverse of the eigenvalue in magnitude. Nothing guarantee such conditions to be satisfied in the case where small and large and either negative or positive eigenvalues are mixed. Especially for very small eigenvalues, the mix can easily lead to a diagonal entry of the opposite sign even though $K_{f}$ is small, because its entries are weighted by the large eigenvalues $\Lambda_{f}$. Therefore, a good interpolation operator can still cause the coarse correction to amplify the error. For very near-zero eigenvalues, even a round-off error can eventually lead to divergence in the indefinite case. The following example better depicts how the pollution can cause divergence in the indefinite setting for a $2 \times 2$ matrix.

Example 4.3. Let $A$ be a $2 \times 2$ matrix, and $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ its eigenvectors respectively associated with eigenvalues $\left|\lambda_{1}\right|<\left|\lambda_{2}\right|$. Let $P$ be an interpolation operator of size $2 \times 1$ targeting the smallest eigenvector $\boldsymbol{v}_{1}$, such that

$$
\begin{equation*}
P=\boldsymbol{v}_{1}+\epsilon \boldsymbol{v}_{2} . \tag{4.14}
\end{equation*}
$$

From definition (4.1), the $K$ matrix can be derived by

$$
K=V^{T} P\left(\boldsymbol{v}_{1}^{T} P\right)^{-1}=\left[\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right]^{T} \cdot\left[\boldsymbol{v}_{1}+\epsilon \times \boldsymbol{v}_{2}\right]=\left[\begin{array}{l}
1  \tag{4.15}\\
\epsilon
\end{array}\right] .
$$

From Theorem 4.2, the action of the coarse correction on $\boldsymbol{v}_{1}$ is given by

$$
\begin{equation*}
\boldsymbol{v}_{1}^{T} E \boldsymbol{v}_{1}=1-\lambda_{1}\left[\left(\Lambda_{c}+K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1}\right]_{1,1}=1-\frac{\lambda_{1}}{\lambda_{1}+\epsilon^{2} \lambda_{2}} \tag{4.16}
\end{equation*}
$$

The figure 4.4 depicts the action of the coarse correction on $\boldsymbol{v}_{1}$ with respect to the pollution block $K_{f}^{T} \Lambda_{f} K_{f}=\epsilon^{2} \lambda_{2}$. A first observation is that the coarse correction does not amplify the smallest eigenvector if eigenvalues have the same sign. If the eigenvalues are oppositely signed, then the coarse correction amplifies $\boldsymbol{v}_{1}$ for $\epsilon^{2} \lambda_{2}<$ $-\lambda_{1} / 2$. Therefore, the condition on the pollution $K_{f}=\epsilon$ that drives the error of interpolation is particularly difficult respectively for small and large values of $\lambda_{1}$ and $\lambda_{2}$.
The next theorem derives a more general condition for the coarse correction to be a contraction of the smallest eigenvalues in the indefinite case based on the concept of pollution.

Theorem 4.4. If $A$ is indefinite, then

$$
\begin{equation*}
\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \leq \frac{1}{2}\left|\lambda_{1}\right| \Rightarrow \forall \boldsymbol{v}_{i} \in V_{c},\left|\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}\right| \leq 1 \tag{4.17}
\end{equation*}
$$



Fig. 4.4: Contraction of the coarse correction with respect to the pollution

Proof. Define $M_{K}=I_{c}+\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}$. From the shape of the matrix $K$ defined in Equation (4.10), we have

$$
\begin{aligned}
V_{c}^{T} E V_{c} & =V_{c}^{T} V\left(I-K\left(K^{T} \Lambda K\right)^{-1} K^{T} \Lambda\right) V^{T} V_{c} \\
& =I_{c}-\left(K^{T} \Lambda K\right)^{-1} \Lambda_{c} \\
& =I_{c}-\left(I_{c}+\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right)^{-1} \Lambda_{c}^{-1} \Lambda_{c} \\
& =I_{c}-M_{K}^{-1} .
\end{aligned}
$$

Hence, it follows that

$$
\begin{equation*}
\forall \boldsymbol{v}_{i} \in V_{c}, \boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}=\boldsymbol{e}_{i}^{T} V_{c}^{T} E V_{c} \boldsymbol{e}_{i}=1-\boldsymbol{e}_{i}^{T} M_{K}^{-1} \boldsymbol{e}_{i} \tag{4.19}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ is the $i^{\text {th }}$ vector of the euclidean basis in $\mathbb{R}^{n_{c}}$. Therefore, $\left|\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}\right| \leq 1$ if

$$
\begin{equation*}
\forall \boldsymbol{v}_{i} \in V_{c},-1 \leq \boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i} \leq 1 \Leftrightarrow 0 \leq \boldsymbol{e}_{i}^{T} M_{K}^{-1} \boldsymbol{e}_{i} \leq 2 . \tag{4.20}
\end{equation*}
$$

We begin by deriving a condition for the right bound of (4.20), and will show, in a second time, that it also satisfies the left one. Let $\boldsymbol{x}$ and $\boldsymbol{y}$ two vectors of $\mathbb{R}^{n}$ linked by the relation $\boldsymbol{x}=M_{k} \boldsymbol{y}$. The right bound is satisfied if

$$
\begin{equation*}
\max _{x \neq 0} \frac{\left\|M_{K}^{-1} \boldsymbol{x}\right\|}{\|\boldsymbol{x}\|}=\max _{y \neq 0} \frac{\|\boldsymbol{y}\|}{\left\|M_{K} \boldsymbol{y}\right\|}=\left(\min _{y \neq 0} \frac{\left\|M_{K} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|}\right)^{-1} \leq 2 \tag{4.21}
\end{equation*}
$$

Therefore, the condition (4.21) is equivalent to

$$
\begin{equation*}
\min _{y \neq 0} \frac{\left\|M_{K} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|} \geq \frac{1}{2} \tag{4.22}
\end{equation*}
$$

Let $\sigma_{i}(M)$ be the $i^{\text {th }}$ largest singular value of a given matrix $M$ (we omit the matrix between parenthesis when referring to the singular values of the initial matrix $A$ ). In addition, let us recall the following triangle inequality $\|\boldsymbol{y}+\boldsymbol{z}\| \geq\|\boldsymbol{y}\|-\|\boldsymbol{z}\|, \forall \boldsymbol{y}, \boldsymbol{z} \in$ $\mathbb{R}^{n_{c}}$. Thus, we have that

$$
\begin{aligned}
\min _{y \neq 0} \frac{\left\|M_{K} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|}=\min _{y \neq 0} \frac{\left\|\boldsymbol{y}+\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|} & \geq \min _{y \neq 0}\left(1-\frac{\left\|\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|}\right) \\
& =1-\max _{y \neq 0} \frac{\left\|\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f} \boldsymbol{y}\right\|}{\|\boldsymbol{y}\|} \\
& =1-\sigma_{n_{c}}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) .
\end{aligned}
$$

It follows that the condition (4.22) is satisfied if $\sigma_{n_{c}}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \leq \frac{1}{2}$. Finally, since $\sigma_{n_{c}}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \leq \sigma_{1}^{-1} \sigma_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)$ and the singular values coincide with eigenvalues in magnitude because both $\Lambda_{c}$ and $K_{f}^{T} \Lambda_{f} K_{f}$ are hermitian, the right bound of (4.20) is satisfied if

$$
\begin{equation*}
\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \leq \frac{1}{2}\left|\lambda_{1}\right| . \tag{4.24}
\end{equation*}
$$

We now address the left bound of (4.20) assuming the condition (4.24) holds. Our goal is to prove that all diagonal entries of $M_{K}^{-1}$ are positives. In that direction, let $F(M)$ be the field of values of a given matrix $M$ of size $n_{c}$ such that

$$
\begin{equation*}
F(M):=\left\{\boldsymbol{x}^{*} M \boldsymbol{x} \mid \forall \boldsymbol{x} \in \mathbb{C}^{n_{c}}, \boldsymbol{x}^{*} \boldsymbol{x}=1\right\} \tag{4.25}
\end{equation*}
$$

If $M$ is hermitian, one can show that (e.g. [14, chapter 4])

$$
\begin{equation*}
\min _{\boldsymbol{x}^{*} \boldsymbol{x}=1} \boldsymbol{x}^{*} M \boldsymbol{x}=\lambda_{\min }(M) \text { and } \max _{\boldsymbol{x}^{*} \boldsymbol{x}=1} \boldsymbol{x}^{*} M \boldsymbol{x}=\lambda_{\max }(M) . \tag{4.26}
\end{equation*}
$$

Accordingly, let $F\left(\Lambda_{c}\right)$ and $F\left(K_{f}^{T} \Lambda_{f} K_{f}\right)$ be the field of values of $\Lambda_{c}$ and $K_{f}^{T} \Lambda_{f} K_{f}$ respectively. Since $A$ is non-singular, then $0 \notin F\left(\Lambda_{c}\right)$. Therefore, the spectrum of $\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}$ is included as follows (e.g. [13, chapter 1])

$$
\begin{equation*}
\forall j \leq n_{c}, \lambda_{j}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \in F\left(K_{f}^{T} \Lambda_{f} K_{f}\right) / F\left(\Lambda_{c}\right) \tag{4.27}
\end{equation*}
$$

The set ratio in (4.27) has the usual algebraic interpretation such that

$$
\begin{equation*}
\forall \alpha \in \frac{F\left(K_{f}^{T} \Lambda_{f} K_{f}\right)}{F\left(\Lambda_{c}\right)},-\frac{\max _{\boldsymbol{x}^{*} \boldsymbol{x}=1}\left|\boldsymbol{x}^{*} K_{f}^{T} \Lambda_{f} K_{f} \boldsymbol{x}\right|}{\min _{\boldsymbol{x}^{*} \boldsymbol{x}=1}\left|\boldsymbol{x}^{*} \Lambda_{c} \boldsymbol{x}\right|} \leq \alpha \leq \frac{\max _{\boldsymbol{x}^{*} \boldsymbol{x}=1}\left|\boldsymbol{x}^{*} K_{f}^{T} \Lambda_{f} K_{f} \boldsymbol{x}\right|}{\min _{\boldsymbol{x}^{*} \boldsymbol{x}=1}\left|\boldsymbol{x}^{*} \Lambda_{c} \boldsymbol{x}\right|} \tag{4.28}
\end{equation*}
$$

Furthermore, matrices $\Lambda_{c}$ and $K_{f}^{T} \Lambda_{f} K_{f}$ are hermitian so the property (4.26) holds for both of them. Because the spectrum belongs to the set ratio as in (4.27), we have

$$
\begin{equation*}
-\left|\lambda_{1}\right|^{-1} \cdot\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \leq \lambda_{j}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \leq\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \cdot\left|\lambda_{1}\right|^{-1} \tag{4.29}
\end{equation*}
$$

Therefore, assuming the condition (4.24) is satisfied, it follows

$$
\begin{equation*}
\lambda_{j}\left(\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \geq-\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \times\left|\lambda_{1}\right|^{-1} \geq-\frac{1}{2} \tag{4.30}
\end{equation*}
$$

Adding one to each member of the inequality (4.30) finally gives

$$
\begin{equation*}
\lambda_{j}\left(M_{K}\right)=\lambda_{j}\left(I+\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right) \geq \frac{1}{2} \tag{4.31}
\end{equation*}
$$

The condition (4.24) implies that all eigenvalues of $M_{K}$ are positives. Subsequently, $\operatorname{det}\left(M_{K}\right)>0$. The adjugate formula for the inverse of $M_{K}$ shows that diagonal entries are positives if the determinant of principal sub-matrices are also positives. In that direction, denote by $[\cdot]_{\Omega_{-i}}$ the principal sub-matrix obtained by deleting the $i^{\text {th }}$ row and column of a matrix. Since $\Lambda_{c}$ is diagonal, one can show that

$$
\begin{equation*}
\left[\Lambda_{c}^{-1} K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}=\left[\Lambda_{c}\right]_{\Omega_{-i}}^{-1}\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}} \tag{4.32}
\end{equation*}
$$

As in Equation (4.27), the spectrum is included such that

$$
\forall j \leq n_{c}-1, \lambda_{j}\left(\left[\Lambda_{c}\right]_{\Omega_{-i}}^{-1}\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) \in F\left(\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) / F\left(\left[\Lambda_{c}\right]_{\Omega_{-i}}\right)
$$

and therefore the following bound holds

$$
\begin{equation*}
\lambda_{j}\left(\left[\Lambda_{c}\right]_{\Omega_{-i}}^{-1}\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) \geq-\left|\lambda_{n_{c}-1}\left(\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right)\right| \times\left|\lambda_{1}\right|^{-1} \tag{4.33}
\end{equation*}
$$

The matrix $K_{f}^{T} \Lambda_{f} K_{f}$ being hermitian, Cauchy's interlace theorem states that
(4.34) $\lambda_{j}\left(K_{f}^{T} \Lambda_{f} K_{f}\right) \leq \lambda_{j}\left(\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) \leq \lambda_{j+1}\left(K_{f}^{T} \Lambda_{f} K_{f}\right), j=1, \cdots, n_{c}-1$.

As a consequence, and from the inequality (4.30), we have

$$
\begin{equation*}
\lambda_{j}\left(\left[\Lambda_{c}\right]_{\Omega_{-i}}^{-1}\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) \geq-\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \times\left|\lambda_{1}\right|^{-1} \geq-\frac{1}{2} \tag{4.35}
\end{equation*}
$$

Hence, eigenvalues of principal sub-matrices also satisfy

$$
\begin{equation*}
\lambda_{j}\left(\left[M_{K}\right]_{\Omega_{-i}}\right)=\lambda_{j}\left(I_{n_{c}-1}+\left[\Lambda_{c}\right]_{\Omega_{-i}}^{-1}\left[K_{f}^{T} \Lambda_{f} K_{f}\right]_{\Omega_{-i}}\right) \geq \frac{1}{2} \tag{4.36}
\end{equation*}
$$

Because eigenvalues of the principal sub-matrices are positives, so are the determinants. From the adjugate formula of $M_{K}^{-1}$, it follows that

$$
\begin{equation*}
\boldsymbol{e}_{i}^{T} M_{K}^{-1} \boldsymbol{e}_{i}=\left[M_{K}^{-1}\right]_{i, i}=\frac{\operatorname{det}\left(\left[M_{K}\right]_{\Omega_{-i}}\right)}{\operatorname{det}\left(M_{K}\right)} \geq 0, i=1, \cdots, n_{c} \tag{4.37}
\end{equation*}
$$

As a consequence, both left and right bounds of (4.20) are satisfied. Finally,

$$
\begin{equation*}
\left|\lambda_{n_{c}}\left(K_{f}^{T} \Lambda_{f} K_{f}\right)\right| \leq \frac{1}{2}\left|\lambda_{1}\right| \Rightarrow \forall \boldsymbol{v}_{i} \in V_{c},\left|\boldsymbol{v}_{i}^{T} E \boldsymbol{v}_{i}\right| \leq 1 \tag{4.38}
\end{equation*}
$$

The condition provided by Theorem 4.4 is that the amplitude of the block $K_{f}^{T} \Lambda_{f} K_{f}$ never exceeds half of the smallest eigenvalue in magnitude. No assumption can be made on the sign of eigenvalues in the indefinite case, so that the condition prevents the coarse correction from amplifying the error in the case where eigenvalues are oppositely signed. Applied to the previous example 4.4, Theorem 4.4 states that $\left|\epsilon^{2} \lambda_{2}\right|<\left|\lambda_{1}\right| / 2$. That said, the condition is extremely strict and probably impossible to satisfy in practice for very small eigenvalues. In a practical method, the block $K_{f}$ will never be sufficiently small for solving all type of indefinite problems because of a potentially very near-zero eigenvalue. As illustrated by Figure 4.3, a good interpolation operator with small $K_{f}$ can still cause divergence although it satisfies good approximation properties. The classical coarse correction is hopeless for indefinite problems.
5. Alternative coarse correction for indefinite problems. As discussed in the previous section, the classical coarse correction is not equivalent to a minimization problem in the indefinite case, and improving $P$ will never be enough to remedy this loss of equivalence. Moreover, because the interpolation operator developed in Section 3 targets the smallest eigenvectors of each level, every coarser matrix is more indefinite than its fine parent. Then, as the number of coarse levels increases, the
balance between negative and positive eigenvalues reaches an equilibrium, and makes the effectiveness of the classical coarse correction difficult to predict. Nevertheless, Figure 4.3 shows that the interpolation operator has good approximation properties for the oscillatory near-kernel space. In particular, the Figure 4.3(b) suggests that only the direction of the coarse correction vector has to be changed; the shape is correct. Hence, a coarse correction that amplifies or flips the smallest eigenvectors can still provide pertinent information for solving the system. In this section, we propose to minimize the approximation error in a proper norm for indefinite problems and within a space composed of vectors returned by the classical coarse correction. Moreover, to decrease the eigenvector pollution, each coarse correction vector is smoothed by the polynomial smoother of Section 2.
5.1. Notations and general considerations on GMRES. The Generalized Minimal RESidual (GMRES) method [24] approximates the solution in a Krylov subspace by minimizing the residual in the Euclidean norm. The method can solve any class of matrix system since the norm is valid independent of the context, which is of particular interest for the indefinite case. Let us first define some notation before introducing the alternative coarse correction. Let $W_{p}$ be the $n \times p$ rectangular matrix containing the $p$ orthonormalized Krylov vectors such that

$$
\begin{equation*}
\operatorname{range}\left(W_{p}\right)=\operatorname{span}\left\{\boldsymbol{b}, A \boldsymbol{b}, A^{2} \boldsymbol{b}, \ldots, A^{p-1} \boldsymbol{b}\right\} \tag{5.1}
\end{equation*}
$$

Each column of $W_{p}$ is orthonormalized following a Gram-Schmidt process. The coefficients of the orthonormalization are stored in the rectangular Hessenberg matrix $\bar{H}_{p}$ of size $p+1 \times p$. The square matrix $H_{p}$ is of size $p \times p$ and obtained from $\bar{H}_{p}$ by deleting its last row. Both matrices $W_{p}$ and $H_{p}$ are linked by

$$
\begin{equation*}
A W_{p}=W_{p+1} \bar{H}_{p} \text { and } W_{p}^{T} A W_{p}=H_{p} \tag{5.2}
\end{equation*}
$$

which leads to the following equality

$$
\begin{align*}
\underset{\tilde{\boldsymbol{x}} \in \operatorname{range}\left(W_{p}\right)}{\arg \min }\|\boldsymbol{b}-A \tilde{\boldsymbol{x}}\|_{2} & =\underset{\boldsymbol{\rho}_{m} \in \mathbb{C}^{p}}{\arg \min }\left\|\boldsymbol{b}-A W_{p} \boldsymbol{\rho}_{p}\right\|_{2}=\underset{\boldsymbol{\rho}_{p} \in \mathbb{C}^{p}}{\arg \min }\left\|W_{p}^{T} \boldsymbol{b}-H_{p} \boldsymbol{\rho}_{p}\right\|_{2} \\
& =W_{p} H_{p}^{-1} W_{p}^{T} \boldsymbol{b} . \tag{5.3}
\end{align*}
$$

In practice, GMRES takes advantage of the convenient Hessenberg shape of $\bar{H}_{p}$ to construct an upper triangular matrix by applying Given's rotations. The minimization of the residual then relies on a backward substitution. The relation (5.2) can be generalized [7] to any arbitrary subspace $W_{p}=\left[\boldsymbol{w}_{1}, \ldots, \boldsymbol{w}_{p}\right]$ such that

$$
\begin{equation*}
\underset{\tilde{\boldsymbol{x}} \in \operatorname{range}\left(W_{p}\right)}{\arg \min }\|\boldsymbol{b}-A \tilde{\boldsymbol{x}}\|_{2}=W_{p} H_{p}^{-1} Z_{p}^{T} \boldsymbol{b} \text { with } A W_{p}=Z_{p} H_{p} \tag{5.4}
\end{equation*}
$$

and where $Z_{p}$ denotes the orthonormalized basis of $A W_{p}$. Note that the Arnoldi relation (5.4) does not define any particular recurrence relation since $W_{p}$ is arbitrary and not necessarily designed by successive matrix vector products. In addition, the only matrix that needs to be orthonormal in the generalized setting is $Z_{p}$.
5.2. Minimization within a space of coarse correction vectors. As mentioned in the introduction of this section, the interpolation operator has good approximation properties for the oscillatory near-kernel space. Even though the small eigenvectors that constitute each coarse correction vector are likely to be oriented in
the wrong direction or amplified because of the pollution effect introduced in Section 4, they still provide useful information about the near-kernel space. For ease of discussion, we present this idea on a two-level method. The multi-level case will be depicted in the next section dedicated to numerical experiments.

In that direction, let $W_{i}$ be the set of coarse correction vectors of the $i^{\text {th }}$ iteration linked by the Arnoldi relation (5.4) with its orthonormal counterpart $Z_{i}$. Accordingly, let $\boldsymbol{w}_{j} \in W_{i}$ and $\boldsymbol{z}_{j} \in Z_{i}$ denote the $j^{\text {th }}$ vectors of the set $W_{i}$ and $Z_{i}$ respectively. At each iteration $i$, the classical coarse correction returns a new coarse correction vector that is smoothed by the Chebyshev polynomial smoother presented in Section 2. This new smoothed coarse correction vector is therefore added to the previous set such that

$$
\begin{equation*}
W_{i}=\left[W_{i-1}, \boldsymbol{w}_{i}\right] \text { with } \boldsymbol{w}_{i}=q_{m+1}^{\nu}\left(A^{2}\right) \Pi_{A}(P) \boldsymbol{r}^{(i)} \tag{5.5}
\end{equation*}
$$

where $\boldsymbol{r}^{(i)}$ designates the residual at the $i^{\text {th }}$ iteration. From the Arnoldi relation (5.4), we have

$$
\begin{equation*}
H_{i}=Z_{i}^{T} A W_{i}=H_{i}^{-T} W_{i}^{T} A^{T} A W_{i}, Z_{i}=A W_{i} H_{i}^{-1} \tag{5.6}
\end{equation*}
$$

Hence, solving the minimization problem (5.4) is equivalent to solve the normal equations within the subspace spanned by $W_{i}$

$$
\begin{align*}
W_{i} H_{i}^{-1} Z_{i}^{T} A & =W_{i}\left(W_{i}^{T} A^{T} A W_{i}\right)^{-1} H_{i}^{T} Z_{i}^{T} A \\
& =W_{i}\left(W_{i}^{T} A^{T} A W_{i}\right)^{-1} W_{i}^{T} A^{T} A=\Pi_{A^{T} A}\left(W_{i}\right) \tag{5.7}
\end{align*}
$$

The concept of pollution also drives convergence in the alternative setting. Section 4 demonstrated that the block $K_{f}$ pollutes the range of $P$ and therefore impacts the classical coarse correction. Because the minimization $W_{i}$ resorts to the classical coarse correction by way of Equation (5.5), the block of pollution still impact the capture of the small eigenvectors. Resorting to euclidean norm in (5.4) prevents from divergence, but it also squares the eigenvalues of the initial problem because of the equivalence with an $A^{T} A$-orthogonal projection. This naturally increases the gap between small and large eigenvalues, and therefore decreases the contraction of the smallest over the largest.

Smoothing the classical coarse correction vectors by way of the polynomial $q_{m+1}^{\nu}\left(A^{2}\right)$ compensates this effect by decreasing the distribution of large eigenvectors in the minimization space. This idea of damping the large eigenvalues to reveal the smaller ones is also used to generate a relevant set of test vectors for the construction of the leastsquares minimization operator introduced in Section 3. Once the coarse correction vector is smoothed and included in $W_{i}$, the set $Z_{i}$ is extended as follows

$$
\begin{equation*}
Z_{i}=\left[Z_{i-1}, \boldsymbol{z}_{i}\right] \text { with } \boldsymbol{z}_{i}=\frac{1}{h_{i, i}}\left(A \boldsymbol{w}_{i}-\sum_{j=1}^{i-1} h_{j, i} \cdot \boldsymbol{z}_{j}\right), \tag{5.8}
\end{equation*}
$$

where coefficients $h_{j, i}$ result from the orthogonalization process of the new vector $A \boldsymbol{w}_{i}$. Those coefficients are stored in the squared upper triangular matrix

$$
H_{i}=\left[\begin{array}{cccc} 
& & h_{1, p}  \tag{5.9}\\
& H_{i-1} & & \vdots \\
& & h_{i-1, i} \\
\hline 0 & \cdots & 0 & h_{i, i}
\end{array}\right] \text { with } h_{j, i}=\left\{\begin{array}{cc}
\left\langle\boldsymbol{z}_{j}, \boldsymbol{z}_{i}\right\rangle & \text { if } j<i \\
\left\|\boldsymbol{z}_{i}\right\|_{2} & \text { if } j=i
\end{array} .\right.
$$

The algorithm 5.1 presents the alternative two-level cycle, and can be compared with the classic one in Algorithm 1.1.

```
Algorithm 5.1 Two-level cycle with the alternative coarse correction
    Inputs : \(\boldsymbol{b}\) right-hand side, \(\tilde{\boldsymbol{x}}\) approximation of \(\boldsymbol{x}, \boldsymbol{r}=b-A \tilde{\boldsymbol{u}}\) residual
            \(A\) initial matrix, \(M\) smoother, \(P\) interpolation operator
    for \(j=1, \nu\) do
        \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+p\left(A^{2}\right) \boldsymbol{r}\)
        \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    end for
    \(r_{C} \leftarrow P^{T} \boldsymbol{r}\)
    \(e_{\mathcal{C}} \leftarrow \operatorname{Solve}\left(P^{T} A P, \boldsymbol{r}_{\mathcal{C}}\right)\)
    \(\boldsymbol{w} \leftarrow q_{m+1}^{\nu}\left(A^{2}\right) P \boldsymbol{e}_{\mathcal{C}}\)
    \(\hat{\boldsymbol{w}}, H_{i} \leftarrow\) Orthonormalize \(\left(\boldsymbol{w}, Z_{i-1}\right)\)
    \(W_{i}, Z_{i} \leftarrow\left[W_{i-1}, \boldsymbol{w}\right],\left[Z_{i-1}, \hat{\boldsymbol{w}}\right]\)
    for \(j=1, \nu\) do
        \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+p\left(A^{2}\right) \boldsymbol{r}\)
        \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    end for
    \(\tilde{\boldsymbol{x}} \leftarrow \tilde{\boldsymbol{x}}+W_{i} H_{i}^{-1} Z_{i}^{T} \boldsymbol{r}\)
    \(\boldsymbol{r} \leftarrow \boldsymbol{b}-A \tilde{\boldsymbol{x}}\)
    Output: \(\tilde{\boldsymbol{x}}\) approximation of \(\boldsymbol{x}\) at the end of the cycle
```

Example 5.1. Let us pursue Example 4.3, where $A$ is a $2 \times 2$ matrix, with $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ its eigenvectors respectively associated with eigenvalues $\left|\lambda_{1}\right|<\left|\lambda_{2}\right|$. The interpolation operator $P$ targets $\boldsymbol{v}_{1}$ as defined by (4.14). Let $W_{1}$ be the minimization space of dimension 1 constructed following (5.5) such that

$$
\begin{equation*}
W_{1}=q_{m+1}\left(A^{2}\right) \Pi_{A}(P) \boldsymbol{v}_{1}=\frac{\lambda_{1}^{2}}{\lambda_{1}+\epsilon^{2} \lambda_{2}}\left(q_{m+1}\left(\lambda_{1}^{2}\right) \boldsymbol{v}_{1}+q_{m+1}\left(\lambda_{2}^{2}\right) \epsilon \boldsymbol{v}_{2}\right) . \tag{5.10}
\end{equation*}
$$

Furthermore, define $E_{W_{1}}$ to be the error propagation matrix of the alternative coarse correction. One can show that

$$
\begin{equation*}
\boldsymbol{v}_{1}^{T} E_{W_{1}} \boldsymbol{v}_{1}=\boldsymbol{v}_{1}^{T}\left(I-\Pi_{A^{T} A}\left(W_{1}\right)\right) \boldsymbol{v}_{1}=1-\frac{q_{m+1}^{2}\left(\lambda_{1}^{2}\right) \lambda_{1}^{2}}{q_{m+1}^{2}\left(\lambda_{1}^{2}\right) \lambda_{1}^{2}+q_{m+1}^{2}\left(\lambda_{2}^{2}\right) \epsilon^{2} \lambda_{2}^{2}} \tag{5.11}
\end{equation*}
$$

To simplify the discussion, let us assume that the smallest eigenvector is preserved by the smoother, such that $q_{m+1}\left(\lambda_{1}^{2}\right)=1$. The following figure illustrates the contraction of $\boldsymbol{v}_{1}$ after applying the alternative coarse correction with respect to the pollution and the polynomial. As expected, the smoother increases the contraction and counter balance the squared large eigenvalue $\lambda_{2}$ that weights the pollution $K_{f}=\epsilon$ when minimizing in euclidean norm.
6. Numerical Experiments. In the following numerical experiments, the interval of the Chebyshev polynomial smoother is determined following the spectral density approximation method presented in Section 2.2. The number $n_{\nu}$ of coefficients $\mu_{k}$ in the moment matching procedure is fixed to 15 , and $n_{\text {vec }}$ fixed to 5 . The degree $m$ of the polynomial is 3 . Regarding the construction of the interpolation operator, the number of smoothed test vectors is fixed to 15 . Last, the number of interpolation points in the least square minimization strategy used to construct the coarse grid selection operator $\hat{R}^{T}$ never exceeds 4 (i.e., $\max _{i \in \mathcal{F}}\left\{\operatorname{Card}\left(C_{i}\right)\right\}=4$ ).


Fig. 5.1: Illustration of the contraction of a small eigenvector with respect to the pollution and the polynomial smoother
6.1. Two-level experiment on the Two Dimensional Shifted Laplacian. Let us first apply this new multigrid setting to the two-dimensional shifted laplacian problem associated with the stencil matrix (1.6). The size of the shifted laplacian matrix is fixed to $n=100$. The following figures depict the number of iterations with respect to the shift $k h$ and using either the classical or the alternative coarse correction. Recall that the matrix is the most indefinite (exact balance between negative and positive eigenvalues) when $k h=2$, and that the near-kernel space becomes more oscillatory as $k h$ increases. Those number of iterations are also presented with respect to the percentage $\tau$ that governs the number of selected columns of $\hat{S}$ in the approximation of ideal interpolation. The resulting operator complexity defined by $\phi:=\frac{\sum_{l} \mathrm{nnz}\left(A_{l}\right)}{\operatorname{nnz}\left(A_{0}\right)}$ for different values of $\tau$ is provided by Table 6.1.

| $\tau$ | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi$ | 1.81 | 3.00 | 3.47 | 3.69 | 3.93 | 4.16 | 4.35 | 4.55 | 4.73 | 4.87 | 5.15 |

Table 6.1: Operators complexity of the two-level method with respect to $\tau$

Last, the tolerance of the relative residual norm is set to $10^{-6}$, and the maximal number of iterations is fixed to 100 . Peak values of the standard multigrid setting on the left column denote divergence, whereas they stand for slow convergence in the alternative setting plotted on the right column. Both left figures 6.3 and 6.1 correspond to a two-level method built on the classical coarse correction respectively for $\nu=2$ and $\nu=4$. Whereas increasing the number of selected columns in $\hat{S}$ for approximating the ideal interpolation operator by way of the parameter $\tau$ generally helps the convergence, the method remains likely to diverge for the reasons explained in Section 4. Still, the best setting for the classical coarse correction is naturally $\tau=1$ and $\nu=4$. Certain divergence scenarios that happens for $\nu=2$ (for instance around $k h=0.8$ ) are fixed by doubling the number of smoothing iterations. Doing so improves the set of test vectors in approximating the near-kernel space, and therefore leads to a better least-squares minimization coarse variable operator that decreases the pollution $K_{f}$. It remains however impossible to derive a general setting that ensures the convergence of the standard method in all cases. Both right figures 6.2 and 6.4 represent the same experiment with the alternative coarse correction. The peaks around $k h=2$ depict slow convergence situation where the relative residual norm is stuck around $10^{-5}$ because of very near-zero eigenvalues. Beside those extremely


Fig. 6.1: Classical CC, $\nu=2$


Fig. 6.3: Classical CC, $\nu=4$

Fig. 6.2: Alternative CC, $\nu=2$


Fig. 6.4: Alternative CC, $\nu=4$

Fig. 6.5: Number of iterations of two-level methods with respect to $k h$ and $\tau$
indefinite cases, the method converges in all cases. We also remark that the divergence of the standard method correlate with more iterations in the alternative setting. At the cost of complexity, increasing $\tau$ or $\nu$ provides a better convergence factor.

### 6.2. Multi-level experiment on the Two Dimensional Helmholtz prob-

 lem with absorbing boundary conditions.The following numerical experiments depict the convergence for a two dimensional Helmholtz problem using absorbing boundary conditions and with a discretization coefficient set to $k h=0.625$ (i.e. 10 points per wavelength, where $k$ corresponds to the wavenumber). Therefore, the discretization matrix is indefinite, complex and non-hermitian, and grows with $k$. As a consequence, the restriction operation is made through the transpose conjugate $\hat{P}^{*}$. Moreover, the squared matrix in the polynomial setting is replaced by $A^{*} A$. Also note that those numerical experiments result from the alternative coarse correction only, and that $Z^{T}$ is replaced by $Z^{*}$ in (5.4). The first benchmark illustrated by Figure 6.6 exposes the convergence of the method by fixing the number of selected column of $\hat{S}$ to the maximum (i.e., $\tau=1$ ). Each curve corresponds to a method following its number of levels. The $y$-axis corresponds to
the number of iterations, while the wavenumber varies along the $x$-axis. The number of iterations is constant until the fourth level. The number of iterations of both the five-level and six-level methods increase with the wavenumber.


Fig. 6.6: Number of iterations following the wavenumber $k, \nu=2, \tau=1$

While setting $\tau=1$ enables the method to converge almost constantly up to five levels, the operator complexity is too high for practical implementation. Therefore, the second benchmark exposes the number of iterations of a two-level method with respect to the parameter $\tau$. Figure 6.7 shows that the plain least-squares minimization



Fig. 6.7: Two-level method with alternative coarse correction - number of iterations and operators complexity with respect to $k$ and $\tau, \nu=2$
operator (i.e. $\tau=0$ ) is not a suitable choice as $k$ is growing. Even though larger subspaces $\hat{S} X_{i}$ in the approximation of the ideal interpolation operator yields denser matrices, the number of iterations tends to size independence as $\tau$ grows. A trade-off between convergence and complexity may be possible depending on the problem-size. More generally, Figure 6.7 reveals how important is the role that plays the ideal approximation step in the convergence. A better sparsification strategy is a topic of further research.
7. Conclusions. Indefinite and oscillatory problems are difficult for multigrid methods. The negative eigenvalues require an adapted smoother, and the interpolator
should capture the oscillatory near-kernel space. More importantly, the coarse correction should be adapted to the indefiniteness of the initial matrix, which does not define a norm. The normal equation polynomial smoother is designed to target a desired proportion of eigenvalues according to their amplitude, and the range of our interpolator offers a good approximation of the near-kernel space despite its oscillations. The alternative coarse correction space proposed in the paper permits to minimize the global residual in a proper norm for indefinite problems, in a space approximating the set of smallest eigenvectors known to be difficult for most iterative methods. Finding a better trade-off between sparsity and accuracy of interpolation, and constructing a polynomial without resorting to normal equations will be important points in our future investigations.
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