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ABSTRACT
Interactions are graphical models representing communication

flows between actors. Well-known interaction languages include

UML Sequence Diagrams orMessage Sequence Charts. Even though

interactions allow for concise and intuitive specifications, their use

remains limited in formal verification, partly because the subsets

of formalized languages often lack expressiveness. As many verifi-

cation methods, such as model-checking or runtime verification,

are routinely available for finite automata, we propose a new ap-

proach to generate finite automata from an expressive interaction

language with operators such as the concurrent region. Our ap-

proach leverages an operational semantics to compute derivatives

of an interaction and assimilate them to states of a finite automata.

In addition, we use term rewriting to merge states on-the-fly so

as to obtain small automata without relying on costly a-posteriori

minimization techniques.
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1 INTRODUCTION
Context. Interactions are behavioral models describing communi-

cation flows between actors. Interaction languages include, among

others, Message Sequence Charts (MSC) [15, 38], or UML Sequence

Diagrams (UML-SD) [41]. Their main advantage is their easy-to-

read graphical representation, which we may call Sequence Dia-

grams (SD). Let us describe their main elements using the SD drawn

on Fig.1. Each actor is associated to a vertical line, called a lifeline
(here 𝑙1, 𝑙2 and 𝑙3). Behaviors are described as traces i.e., succes-
sions of atomic communication actions (abbrv. actions) which are

either the emission or the reception of a message by a lifeline. In

the diagrammatic representation, the emission (resp. reception) of

Publication rights licensed to ACM. ACM acknowledges that this contribution was

authored or co-authored by an employee, contractor or affiliate of a national govern-

ment. As such, the Government retains a nonexclusive, royalty-free right to publish

or reproduce this article, or to allow others to do so, for Government purposes only.

Request permissions from owner/author(s).

FormaliSE ’24, April 14–15, 2024, Lisbon, Portugal
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.

ACM ISBN 979-8-4007-0589-2/24/04

https://doi.org/10.1145/3644033.3644382

a message is represented by an arrow exiting (resp. entering) a

lifeline. By extension, message exchanges (i.e., an emission and a

corresponding reception) are represented by contiguous horizon-

tal arrows connecting two lifelines. The name of the emitted or

received message is represented above the corresponding arrow

(e.g.,𝑚1,𝑚2 and𝑚3 in our example).

Figure 1: SD representation

Actions being discrete and

atomic, message exchanges im-

pose a causal order in which the

emission of a message must oc-

cur before its reception (on our

example, 𝑙1 must emit𝑚1 before

𝑙2 can receive it). High-level op-

erators such as various kinds of

sequencing, parallel composition,

choice and repetition can be used

to schedule atomic communica-

tion actions into more complex

structured scenarios. A particularity of interactions is the distinc-

tion between strict and weak sequencing. While the former always

enforces an order between actions, the latter only does so between

actions occurring on the same lifeline. Concurrent regions (ab-

brv. co-regions) further improve expressiveness with the ability to

detail which lifelines allow interleavings and which ones do not.

In practice, co-regions behave like parallel composition on certain

lifelines and like weak sequencing on the others.

Most operators are drawn as annotated boxes (for instance, 𝑙𝑜𝑜𝑝𝑆
denotes a strictly sequential loop in our example). This is not the

case for the weak sequencing operator, which corresponds to the

top-to-bottom direction of the diagram, and for concurrent regions

which are represented using brackets on specific lifelines (e.g., on

𝑙2 in our example). Our example illustrates how weak sequencing

constrains the order between actions, depending on where they

occur. If one considers the order of the emission of𝑚2 w.r.t. that

of𝑚3, weak sequencing forces 𝑙3 to emit𝑚2 before it can emit any

instance of𝑚3 because those two actions occur on the same lifeline

𝑙3. By contrast, if one considers the emission of𝑚1 and that of𝑚2,

weak sequencing allows them to occur in any order because they

occur on two different lifelines (𝑙1 and 𝑙3). In our example, the loop

allows arbitrarily many instances of the reception of𝑚3 to occur

sequentially. The co-region on 𝑙2 then allows the reception of𝑚1

to occur before, in-between or after any of these instances of the

reception of𝑚3.

Interestingly, for a subset of interactions, associated trace lan-

guages are regular. Consequently, it becomes feasible to associate

them with Finite Automata (FA). Integrating interaction languages

with FA significantly broadens their applicability across various

domains, particularly model-checking [2] or monitoring [46]. This
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is because FA are instrumental in the verification of language in-

clusion [1] and the validation of safety properties [6].

Related work. The synthesis of Non-deterministic Finite Au-

tomata (NFA) has been addressed in [2, 46]. In [2], basic Message

Sequence Charts (bMSC) are described using partial order rela-

tions induced by message send-receive pairs and local orders of

actions on each lifeline. Several bMSC can then be combined to

form graphs of bMSC (bMSC-g), which support more complex be-

haviors. Nodes of a bMSC-g contain a bMSC, and its edges, linking

two bMSC, correspond to concatenating the behaviors specified by

each. This concatenation can be interpreted as strict or weak se-

quencing, corresponding to resp. the synchronous or asynchronous

interpretation of edges in [2]. Synthesis of NFA from bMSC-g then

amounts to linearizing the partial orders associated to each bMSC

node and combining them along graph edges. Yet, although this is

always possible under the synchronous interpretation of edges, [2]

points out that this is not the case in the asynchronous case (thus

the claim that model checking of bMSC-g is undecidable).

(a) bMSC-g (b) with strict sequencing

(c) with weak sequencing (d) intermediate interpretation

Figure 2: Different interpretations of bMSC-g edges

Fig.2a provides an example bMSC-g built over 3 bMSC 𝑏1, 𝑏2 and

𝑏3 s.t. each bMSC 𝑏𝑖 (𝑖 in {1, 2, 3}) involves a message𝑚𝑖 . Under

the synchronous interpretation of graph edges, the trace language

of that bMSC-g would equate to that of the interaction from Fig.2b.

Similarly, under the asynchronous one, it would be that of the in-

teraction from Fig.2c, with the weakly sequential loop operator

(𝑙𝑜𝑜𝑝𝑊 ) from [36]. While the trace language of the former inter-

action (Fig.2b) is regular, this is not the case for the latter (Fig.2c).

Indeed, it accepts the consecutive emission of 𝑛 message𝑚2 fol-

lowed by their receptions for any integer 𝑛, which leads to the

non-regularity of language [26]. Because NFA cannot capture non-

regular languages, it is impossible to translate this bMSC-g under

the asynchronous interpretation of edges.

While the asynchronous interpretation cannot reliably be used

for NFA synthesis, the synchronous interpretation is rather con-

servative and limits considerably the use of weak sequencing (by

preventing its use outside basic interactions). Indeed, overapproxi-

mating weak sequencing using strict sequencing does not always

produce the same trace language. On Fig.2a, let us consider the

bMSG-g edge from 𝑏1 to 𝑏2. Here, the emission of𝑚2 by 𝑙2 from 𝑏2
might be interleaved with the emission of𝑚1 by 𝑙1 and the reception

of𝑚1 by 𝑙3 from 𝑏1 under the asynchronous interpretation, while

it must occur after them under the synchronous interpretation.

In [46], basic SD (only containing message passing and weak

sequencing, akin to bMSC) are identified within an overall UML-

SD and individually transformed into NFA. Those NFA are then

composed following the structure of the SD. For this, operators

of UML-SD are mapped to operators on NFA [17]. Alternatives

are mapped to NFA union, loops to NFA Kleene star (hence it

corresponds to a strictly sequential loop), parallel fragments to NFA

parallel composition, and both strict and weak sequencing (outside

basic SD) to NFA concatenation. Thus [46] uses the synchronous

interpretation of [2].

Both approaches [2, 46] are compositional by nature. Indeed, NFA
synthesis for complex interactions (represented either by UML-

SD or bMSC-g) is achieved by systematically composing smaller

NFAs using classic NFA operators (concatenation, union, etc.), the

smallest ones corresponding to translations of basic interactions

(with only sequencing and atomic actions). Because there is no

NFA operator equivalent to weak sequencing, the use of weak

sequencing in [2, 46] is thus restricted to basic interactions. Yet,

as illustrated on Fig.2d, a finer interpretation of graph edges is

possible and would permit the use of weak sequencing outside

basic interactions while still preserving the regularity of the trace

language.

Contribution. This paper proposes a novel approach for synthe-

sizing concise NFA from complex interactions. This approach does

not have the limitations of [2, 46] related to weak sequencing. In-

stead of being compositional, our approach could be described as

incremental [44]. We indeed leverage a Structural Operational Se-

mantics (SOS) [42] of interactions (marginally adapted from [36]) to

construct a NFA whose states correspond to successive derivatives
(coined by Brzozowski [8]) of the input interaction. This approach

is similar to related works on NFA synthesis [5, 45] and testing [44]

from regular expressions.

In our approach, there is no difference in the manner with which

weak sequencing is handled w.r.t. the other operators of the interac-

tion language and w.r.t. its context within the input SD. Incidentally,

this allows us to include concurrent regions (which are hybrid op-

erators between weak sequencing and parallel composition) to our

input interaction language, thus making it more flexible and easy

to use (w.r.t. bMSG-g in [2] and the subset of UML-SD from [46]).

It also facilitates integrating other operators in future works.

Additionally, we use term rewriting to merge NFA states on-

the-fly during the synthesis so that each state, instead of corre-

sponding to a single (derivative) interaction rather corresponds to

an equivalence class. This enables the direct synthesis of concise

NFAs without relying on computationally expensive state reduction

techniques, a problem proven to be PSPACE-complete [20].

Paper organisation. Sec.2 covers preliminary notions. In Sec.3, we

present an interaction language and an associated SOS adapted from

[36]. Sec.4 details our method for NFA synthesis. While Lem.4.3
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ensures we synthesize NFAs with a finite set of states, Th.4.8 proves

they have the same trace language as the corresponding input inter-

action. Sec.5 presents experimental results, including comparisons

of our approach and those based on composition (e.g., [46]). The

paper concludes in Sec.6.

2 PRELIMINARIES
For a set 𝐴, we resp. denote by P(𝐴) and 𝐴∗

the sets of all subsets

of 𝐴 and all finite sequences over 𝐴. The concatenation operation

is denoted by “.” and the empty sequence by 𝜀. For 𝑤 ∈ 𝐴∗
and

for 𝑎 ∈ 𝐴, we resp. denote by |𝑤 | and |𝑤 |𝑎 the length of𝑤 and the

number of occurrences of 𝑎 in𝑤 . A word 𝑢 is said to be a prefix of

𝑤 if there exists a word 𝑣 such that𝑤 = 𝑢.𝑣 .

Given two sets 𝑋 and 𝑌 , we denote by 𝑋 × 𝑌 their Cartesian

product and by 𝑌𝑋
the set of all functions 𝜙 : 𝑋 → 𝑌 of domain 𝑋

and codomain 𝑌 .

Definition 2.1. A NFA is a tuple (𝐴,𝑄, 𝑞0, 𝐹 ,⇝) s.t. 𝐴 is a finite

alphabet, 𝑄 is a finite set of states, 𝑞0 ∈ 𝑄 is an initial state, 𝐹 ⊆ 𝑄

is a set of accepting states and⇝⊆ 𝑄 × 𝐴 × 𝑄 is a finite set of

transitions.

Non-deterministic Finite Automata (NFA). Def.2.1 recalls the def-
inition of NFA. A transition (𝑞, 𝑥, 𝑞′), with 𝑞 and 𝑞′ states in 𝑄

and 𝑥 ∈ 𝐴 is denoted as 𝑞
𝑥
⇝ 𝑞′ and is said to be labelled by

𝑥 . A path from 𝑞 to 𝑞′ is a finite sequence of 𝑘 > 0 consecu-

tive transitions 𝑞𝑖
𝑥𝑖+1
⇝ 𝑞𝑖+1 with 𝑖 ∈ [0, 𝑘 − 1] s.t. 𝑞0 = 𝑞 and

𝑞𝑘 = 𝑞′. If we denote by 𝑤 the word obtained from concatenat-

ing their labels i.e., 𝑤 = 𝑥1 . · · · .𝑥𝑘 , we may then write 𝑞
𝑤
⇝ 𝑞′.

In particular, we have 𝑞
𝜀
⇝ 𝑞 for any 𝑞 ∈ 𝑄 . The language rec-

ognized by a NFA A = (𝐴,𝑄, 𝑞0, 𝐹 ,⇝) is then the set of words

L(A) = {𝑤 ∈ 𝐴∗ | ∃ 𝑞𝑓 ∈ 𝐹 𝑠.𝑡 . 𝑞0
𝑤
⇝ 𝑞𝑓 }.

Term rewriting. A set of operation symbols F is a structured

set F =
⊎

𝑗≥0 F𝑗 s.t. for any integer 𝑗 ≥ 0, the set of all symbols

of arity 𝑗 is denoted by F𝑗 . Symbols of arity 0 are constants. For

any set of variables X, we denote by TF (X) the set of terms over

X defined as the smallest set s.t., (1) F0 ∪ X ⊂ TF (X) and (2) for
any symbol 𝑓 ∈ F𝑗 of arity 𝑗 > 0 and for any terms 𝑡1, · · · , 𝑡 𝑗
from TF (X), 𝑓 (𝑡1, · · · , 𝑡 𝑗 ) ∈ TF (X). TF = TF (∅) denotes the set
of ground terms. A function 𝜙 ∈ T X

F is extended as a substitution

𝜙 ∈ T TF (X)
F s.t. ∀ 𝑡 ∈ F0, 𝜙 (𝑡) = 𝑡 and for all terms of the form

𝑓 (𝑡1, · · · , 𝑡 𝑗 ) with 𝑓 ∈ F𝑗 , 𝜙 (𝑓 (𝑡1, · · · , 𝑡 𝑗 )) = 𝑓 (𝜙 (𝑡1), · · · , 𝜙 (𝑡𝑛)).
For any 𝑡 ∈ TF , we denote by 𝑝𝑜𝑠 (𝑡) ∈ P(N∗) its set of positions

[11] which is s.t., ∀ 𝑡 ∈ F of the form 𝑓 (𝑡1, · · · , 𝑡 𝑗 ) with 𝑓 ∈ F𝑗

we have 𝑝𝑜𝑠 (𝑓 (𝑡1, · · · , 𝑡 𝑗 )) = {𝜀} ∪ ⋃
𝑘∈[1, 𝑗 ] {𝑘.𝑝 | 𝑝 ∈ 𝑝𝑜𝑠 (𝑡𝑘 )}.

For any terms 𝑡 and 𝑠 and any position 𝑝 ∈ 𝑝𝑜𝑠 (𝑡), 𝑡 |𝑝 denotes the

sub-term of 𝑡 at position 𝑝 while 𝑡 [𝑠]𝑝 denotes the term obtained

by substituting 𝑡 |𝑝 with 𝑠 in 𝑡 .

Definition 2.2. A set 𝑅 of rewrite rules over TF (X) defines a TRS
as a relation:

→𝑅=

{
(𝑡, 𝑡 ′) ∈ T 2

F

����� ∃ 𝑝 ∈ 𝑝𝑜𝑠 (𝑡), ∃ (𝑥,𝑦) ∈ 𝑅, ∃ 𝜙 ∈ T TF (X)
F

𝑡 |𝑝 = 𝜙 (𝑥) and 𝑡 ′ = 𝑡 [𝜙 (𝑦)]𝑝

}
A rewrite rule 𝑥 { 𝑦 relates two terms 𝑥 and 𝑦 from TF (X). A

set of rewrite rules 𝑅 characterizes a Term Rewrite System (TRS)

(see Def.2.2)→𝑅 which relates ground terms. These terms are s.t. we

can obtain the right-hand-side by applying a rewrite rule modulo

a substitution at a specific position in the left-hand-side i.e., we

have 𝑡 →𝑅 𝑡 [𝜙 (𝑦)]𝑝 with 𝑥 { 𝑦 in 𝑅 and 𝑡 |𝑝 = 𝜙 (𝑥). For instance
the integer expression simplification 3 + (5 + 0) →𝑅 3 + 5 can be

obtained using 𝑅 = {𝑥 + 0 { 𝑥} on X = {𝑥} by applying{ with

𝜙 (𝑥) = 5 at position 2 within 3 + (5 + 0).
Given a TRS →𝑅 , a term 𝑡 ∈ TF is irreducible iff there are no

𝑡 ′ ≠ 𝑡 s.t. 𝑡 →𝑅 𝑡 ′. We denote by →∗
𝑅
the reflexive and transitive

closure of →𝑅 . A TRS is convergent iff all consecutive applications

of→𝑅 from a term 𝑡 necessarily converge to the same irreducible

term, i.e., iff ∃! 𝑡̃ ∈ TF s.t. 𝑡 →∗
𝑅

𝑡̃ and 𝑡̃ is irreducible. For a

convergent TRS→𝑅 , given a term 𝑡 , the notation 𝑡 →!

𝑅
𝑡̃ signifies

that 𝑡̃ is the unique irreducible term s.t. 𝑡 →∗
𝑅
𝑡̃ .

3 INTERACTION LANGUAGE
3.1 Syntax
In the sequel, a finite set 𝐿 of lifelines and a finite set 𝑀 of mes-

sages are supposed given. The set of actions is then denoted by

A = {𝑙Δ𝑚 | 𝑙 ∈ 𝐿, Δ ∈ {!, ?}, 𝑚 ∈ 𝑀}. The notations ! and ?

resp. correspond to emissions and receptions. For any 𝑎 ∈ A of the

form 𝑙Δ𝑚 with Δ ∈ {!, ?}, 𝜃 (𝑎) refers to the lifeline 𝑙 on which it

occurs. Sequences of actions called traces characterize executions
of systems. The set of all possible traces is given by A∗.

𝑐𝑟 {𝑙2 }

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚1 𝑙2?𝑚1

𝑠𝑒𝑞

𝑙3!𝑚2
𝑙𝑜𝑜𝑝𝑆

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙3!𝑚3 𝑙2?𝑚3

Figure 3: Fig.1 as a term

As done in [36], we encode inter-

actions as ground terms TF of a lan-

guage with constants F0 being either
atomic communication actions (ele-

ments 𝑎 ∈ A) or the empty interac-

tion (denoted as ∅) which expresses

the empty behavior 𝜀. Symbols of

arities 1 and 2 are then used to en-

code high-level operators. Def.3.1 for-

malizes our encoding in the fashion

of [36]. The language includes strict

sequencing 𝑠𝑡𝑟𝑖𝑐𝑡 , non-deterministic

choice 𝑎𝑙𝑡 , strictly sequential repetition 𝑙𝑜𝑜𝑝𝑆 and a set of concur-

rent region operators 𝑐𝑟ℓ one per subset ℓ ⊆ 𝐿 of lifelines.

Definition 3.1. The set I of interactions is the set of ground terms

TF built over F s.t.:

F0 = A ∪ {∅} F1 = {𝑙𝑜𝑜𝑝𝑆 }
F2 = {𝑠𝑡𝑟𝑖𝑐𝑡, 𝑎𝑙𝑡} ∪⋃

ℓ⊆𝐿{𝑐𝑟ℓ } ∀ 𝑘 > 2, F𝑘 = ∅

In our formalism 𝑠𝑡𝑟𝑖𝑐𝑡 is used to enforce a strict order between

any two behaviors. We use it to encode the asynchronous passing

or broadcast of a message. For instance, 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑙1!𝑚, 𝑙2?𝑚) encodes
the passing of𝑚 from 𝑙1 to 𝑙2. On Fig.3, which corresponds to an

encoding as a term of I of the SD from Fig.1 we may remark two

instances of this pattern, one for each of the arrows carrying𝑚1

and𝑚3.

𝑠𝑡𝑟𝑖𝑐𝑡 is related to 𝑙𝑜𝑜𝑝𝑆 , the latter being the Kleene closure of

the former. 𝑎𝑙𝑡 corresponds to an exclusive choice between two

alternative behaviors, each specified by an interaction.

The co-region operators encode both parallel composition and

weak sequencing which are usually resp. denoted as 𝑝𝑎𝑟 and 𝑠𝑒𝑞.
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𝑐𝑟 {𝑙2 }

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚1 𝑙2?𝑚1

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚2 𝑙2?𝑚2

(a) with a co-region

𝑎𝑙𝑡

𝑠𝑒𝑞

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚1 𝑙2?𝑚1

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚2 𝑙2?𝑚2

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚1
𝑠𝑒𝑞

𝑠𝑡𝑟𝑖𝑐𝑡

𝑙1!𝑚2 𝑙2?𝑚2

𝑙2?𝑚1

(b) without a co-region

Figure 4: Illustrating the concision and scaleability of co-regions

Indeed, 𝑝𝑎𝑟 corresponds to the case where the two scheduled be-

haviors are concurrent on all lifelines i.e. 𝑝𝑎𝑟 = 𝑐𝑟𝐿 , while we have

𝑠𝑒𝑞 = 𝑐𝑟∅ . This saves the formalism one additional symbol and the

associated set of rules.

In addition, co-regions can be used to express more concisely

specific patterns of communications, e.g. for specifying that some

messages are emitted in a specific order but may be received in

any order. The example of Fig.4 illustrates this on a scenario where

two messages 𝑚1 and 𝑚2 are passed from 𝑙1 to 𝑙2, which occurs

sequentially on 𝑙1 and concurrently on 𝑙2. We can represent this

same behavior either with the interaction on Fig.4a, using a co-

region, or the one on Fig.4b, without. Here, avoiding the use of

𝑐𝑟 {𝑙2 } requires considering two alternative branches: one where

𝑚1 is received first and another where it is𝑚2. The more complex

the behavior underneath a 𝑐𝑟 is, the more alternative branches

and reshuffling of actions would be required to achieve the same

behavior without a co-region.

3.2 Structural operational semantics
We introduce the semantics of interactions in a structural opera-

tional style [42]. It borrows usual rules of process algebraic lan-

guages [12] and considers specific rules (akin to [36, 37]) related

to weak sequencing. We adapt the presentation introduced in [35]

(in which the semantics is proven equivalent to a denotational

formulation à la [22]) to handle concurrent regions
1
.

Definition 3.2 (Evasion). The predicate ↓ ⊆ I × P(𝐿) is s.t. for
any ℓ ⊆ 𝐿, any 𝑖1 and 𝑖2 from I, any 𝑓 ∈ {𝑠𝑡𝑟𝑖𝑐𝑡} ∪⋃

ℓ ′⊆𝐿{𝑐𝑟ℓ ′ }:

∅ ↓ℓ
𝜃 (𝑎) ∉ ℓ

𝑎 ↓ℓ
𝑖 𝑗 ↓ℓ

𝑗 ∈ {1, 2}
𝑎𝑙𝑡 (𝑖1, 𝑖2) ↓ℓ

𝑖1 ↓ℓ 𝑖2 ↓ℓ

𝑓 (𝑖1, 𝑖2) ↓ℓ 𝑙𝑜𝑜𝑝𝑆 (𝑖1) ↓ℓ

We say that an interaction 𝑖 ∈ I evades a set of lifelines ℓ ⊆ 𝐿 if

it expresses at least one trace that contains no actions occurring on

lifelines of ℓ . Def.3.2 introduces the evasion predicate accordingly.

For example, we always have 𝑙𝑜𝑜𝑝𝑆 (𝑖) ↓ℓ for any loop term 𝑙𝑜𝑜𝑝𝑆 (𝑖)
and any set of lifelines ℓ ⊆ 𝐿 because the loop expresses the empty

behavior 𝜀 which corresponds to repeating it 0 times.

The pruning relation from Def.3.3 characterizes, for any interac-

tion 𝑖 , the existence and uniqueness of another interaction 𝑖′ that

1
see [31] for a Coq proof of the equivalence of denotational and operational semantics

of interactions that include co-regions

exactly accepts all executions of 𝑖 that do not involve any lifelines

in ℓ ⊆ 𝐿.

Definition 3.3 (Pruning). The pruning relation ××→ ⊂ I×P(𝐿) × I
is s.t. for any ℓ ∈ 𝐿, any 𝑥 ∈ {∅} ∪ A, any 𝑖1 and 𝑖2 from I and any

𝑓 ∈ {𝑠𝑡𝑟𝑖𝑐𝑡, 𝑎𝑙𝑡} ∪⋃
ℓ ′⊆𝐿{𝑐𝑟ℓ ′ }:

𝑥 ↓ℓ

𝑥××
ℓ−→ 𝑥

𝑖1××
ℓ−→ 𝑖′

1

𝑙𝑜𝑜𝑝𝑆 (𝑖1)××
ℓ−→ 𝑙𝑜𝑜𝑝𝑆 (𝑖′1)

¬(𝑖1 ↓ℓ )

𝑙𝑜𝑜𝑝𝑆 (𝑖1)××
ℓ−→ ∅

𝑖1××
ℓ−→ 𝑖′

1
𝑖2××

ℓ−→ 𝑖′
2

𝑓 (𝑖1, 𝑖2)××
ℓ−→ 𝑓 (𝑖′

1
, 𝑖′
2
)

𝑖 𝑗××
ℓ−→ 𝑖′

𝑗
¬(𝑖𝑘 ↓ℓ )

{ 𝑗, 𝑘} = {1, 2}
𝑎𝑙𝑡 (𝑖1, 𝑖2)××

ℓ−→ 𝑖′
𝑗

The semantics from [36] relies on the definition of an expression

relation which relates interactions to (1) the actions which are

immediately expressible and (2) the interactions which remain to

be expressed afterwards. With Def.3.4, we can determine which

actions cannot be immediately expressed via the ↛ relation.

Definition 3.4 (Non-expression). The predicate ↛ ⊆ I × A is s.t.

for any 𝑎 ∈ A, any 𝑥 ∈ {∅} ∪A, any 𝑖1 and 𝑖2 from I and any ℓ ⊆ 𝐿:

𝑥 ≠ 𝑎

𝑥 ̸𝑎−→

𝑖1 ̸𝑎−→
𝑙𝑜𝑜𝑝𝑆 (𝑖1) ̸𝑎−→

𝑖1 ̸𝑎−→ (¬(𝑖1 ↓𝐿)) ∨ (𝑖2 ̸𝑎−→)

𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖1, 𝑖2) ̸𝑎−→

𝑖1 ̸𝑎−→ 𝑖2 ̸𝑎−→
𝑎𝑙𝑡 (𝑖1, 𝑖2) ̸𝑎−→

𝑖1 ̸𝑎−→ (¬(𝑖1 ↓{𝜃 (𝑎) }\ℓ )) ∨ (𝑖2 ̸𝑎−→)

𝑐𝑟ℓ (𝑖1, 𝑖2) ̸𝑎−→
The relation→ given in Def.3.5 uses the predicates from Def.3.2,

Def.3.3 and Def.3.4 to characterize transformations of the form

𝑖
𝑎−→ 𝑖′ where 𝑖 ∈ I is an interaction, 𝑎 ∈ A is an action that is

immediately executable from 𝑖 and 𝑖′ ∈ I is a derivative interaction
characterizing continuations of behaviors specified by 𝑖 that start

with 𝑎.

Definition 3.5 (Expression). The predicate→⊆ I×A×I is defined
by the rules from Fig.5 with 𝑎 ∈ A, (𝑖1, 𝑖2, 𝑖′

1
, 𝑖′
2
) ∈ I4, 𝑓 ∈ {𝑠𝑡𝑟𝑖𝑐𝑡} ∪⋃

ℓ ′⊆𝐿{𝑐𝑟ℓ ′ } and { 𝑗, 𝑘} = {1, 2}.
The relation from Def.3.5 resembles those found in process alge-

bra. The rules “act”, “loop” and “f-left” are self-explanatory.
The “strict-right” rule enables the execution of actions 𝑎 on the

right of a 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖1, 𝑖2) under the condition that 𝑖1 terminates (i.e.,

any action from 𝑖2 can only be executed after 𝑖1 terminates). This

termination is possible iff 𝑖1 can express the empty behavior 𝜀 which

is characterized by 𝑖1 ↓𝐿 because 𝜀 is the only behavior which

involves no action occurring on any one of the lifelines of 𝐿. If 𝑎 is

executed, we then consider that 𝑖1 has terminated (otherwise we

might subsequently observe actions 𝑎1 from 𝑖1 which contradicts

the order imposed by 𝑠𝑡𝑟𝑖𝑐𝑡 ) and there only remains to execute 𝑖′
2

which is s.t. 𝑖2
𝑎−→ 𝑖′

2
.

Similarly, the “cr-right” rule dictates the execution of actions

on the right of a 𝑐𝑟ℓ (𝑖1, 𝑖2) (with ℓ ⊆ 𝐿). It only does so under the

condition that the partial orders imposed by 𝑐𝑟ℓ between the actions

of 𝑖1 and those of 𝑖2 are respected. Let us first consider the two edge

cases ℓ = 𝐿 and ℓ = ∅.
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act

𝑎
𝑎−→ ∅

𝑖1
𝑎−→ 𝑖′

1

loop

𝑙𝑜𝑜𝑝𝑆 (𝑖1)
𝑎−→ 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖′

1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1))

𝑖1
𝑎−→ 𝑖′

1

f-left

𝑓 (𝑖1, 𝑖2)
𝑎−→ 𝑓 (𝑖′

1
, 𝑖2)

𝑖2
𝑎−→ 𝑖′

2
𝑖1 ↓𝐿

strict-right

𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖1, 𝑖2)
𝑎−→ 𝑖′

2

𝑖2
𝑎−→ 𝑖′

2
𝑖1××

{𝜃 (𝑎) }\ℓ
−−−−−−−−→ 𝑖′

1

cr-right

𝑐𝑟ℓ (𝑖1, 𝑖2)
𝑎−→ 𝑐𝑟ℓ (𝑖′

1
, 𝑖′
2
)

𝑖 𝑗
𝑎−→ 𝑖′

𝑗
𝑖𝑘 ̸𝑎−→

alt-choice

𝑎𝑙𝑡 (𝑖1, 𝑖2)
𝑎−→ 𝑖′

𝑗

𝑖1
𝑎−→ 𝑖′

1
𝑖2

𝑎−→ 𝑖′
2

alt-delay

𝑎𝑙𝑡 (𝑖1, 𝑖2)
𝑎−→ 𝑎𝑙𝑡 (𝑖′

1
, 𝑖′
2
)

Figure 5: Rules for the expression relation

If ℓ = 𝐿, we are in the presence of the interleaving operator

𝑝𝑎𝑟 = 𝑐𝑟𝐿 . In that case, it is always possible to execute 𝑎 from 𝑖2
because any action 𝑎1 from 𝑖1 can occur either before or after 𝑎. This

is reflected by the fact that {𝜃 (𝑎)} \ 𝐿 = ∅ and that 𝑖1××
∅−→ 𝑖1 always

holds. Hence, we have 𝑖′
1
= 𝑖1 and the predicate 𝑖1××

∅−→ 𝑖1 holds,

which makes rule “cr-right” coincide with the classical right-rule

for interleaving [12].

If ℓ = ∅, we are in the presence of the weak sequencing operator

𝑠𝑒𝑞 = 𝑐𝑟∅ . In that case, let us consider an action 𝑎1 from 𝑖1 occurring

on the lifeline 𝜃 (𝑎) on which 𝑎 occurs. If 𝑎1 must occur whenever

𝑖1 is executed, then it must logically occur before 𝑎 (as imposed by

𝑠𝑒𝑞). Hence, if 𝑎 occurs first, this means 𝑎1 must not occur at all. It

is possible for 𝑖1 not to express 𝑎1 (and any other action occurring

on 𝜃 (𝑎)) iff 𝑖1 ↓{𝜃 (𝑎) } . In that case, in order to compute a derivative

to the execution of 𝑎 from 𝑖2 in 𝑠𝑒𝑞(𝑖1, 𝑖2), we need to clean up 𝑖1
from any action occurring on 𝜃 (𝑎). This is the role of the pruning
predicate ××→, which intervenes in “cr-right” via the condition of

the existence of a 𝑖′
1
s.t. 𝑖1××

{𝜃 (𝑎) }
−−−−−−→ 𝑖′

1
. In the pruned interaction 𝑖′

1
,

we only preserve the behaviors of 𝑖1 that do not contradict the fact

that 𝑎 from 𝑖2 occurs before any action from 𝑖1. For this reason,

and because ℓ = ∅, the “cr-right” rule coincides with the classical

right-rule for weak sequencing [36].

𝑙1!𝑚2 𝑙2?𝑚2

Figure 6: Action expression with co-region and pruning

For all the other cases i.e., whenever ℓ ⊊ 𝐿 and ℓ ≠ ∅, the
condition 𝑖1××

{𝜃 (𝑎) }\ℓ
−−−−−−−−→ 𝑖′

1
of rule “cr-right” makes 𝑐𝑟ℓ behave like

interleaving for actions occurring on lifelines of ℓ and like weak

sequencing for those occurring on 𝐿 \ ℓ . Fig.6 illustrates the use of
co-region and of pruning on an example. Here, 𝑐𝑟 {𝑙1 } enables the
emission of𝑚1 and𝑚2 to occur in any order, but requires that𝑚1

is received before𝑚2 if it is ever received. When we execute 𝑙1!𝑚2,

because it can occur after 𝑙1!𝑚1 due to the concurrent region on 𝑙1,

the pruning predicate ××𝑙1−→ does not force the choice of a branch of

the alternative. However, when we execute 𝑙2?𝑚2, pruning forces

the right branch of the alternative (containing the empty interaction

∅) to be chosen. Otherwise, we would risk having 𝑙2?𝑚1 occur

afterwards, which is forbidden by the weak sequencing.

Let us remark that the 𝑝𝑎𝑟 = 𝑐𝑟𝐿 operator is the most permissive

scheduling operator (among 𝑠𝑡𝑟𝑖𝑐𝑡 and all the 𝑐𝑟ℓ with ℓ ⊆ 𝐿 which

includes 𝑠𝑒𝑞 = 𝑐𝑟∅ ). Indeed, all the left rules have the same form

and thus allow the same derivations while the right rules contain

restrictive conditions for 𝑠𝑡𝑟𝑖𝑐𝑡 and all 𝑐𝑟ℓ (resp. 𝑖1 ↓𝐿 for 𝑠𝑡𝑟𝑖𝑐𝑡

and 𝑖1××
{𝜃 (𝑎) }\ℓ
−−−−−−−−→ 𝑖′

1
for 𝑐𝑟ℓ with ℓ ⊊ 𝐿), but not for 𝑝𝑎𝑟 = 𝑐𝑟𝐿

because {𝜃 (𝑎)} \ 𝐿 = ∅ and we always have that 𝑖1××
∅−→ 𝑖1 holds. As

a result, any 𝑓 ∈ {𝑠𝑡𝑟𝑖𝑐𝑡} ∪ ⋃
ℓ⊆𝐿{𝑐𝑟ℓ } allows fewer derivations

than 𝑝𝑎𝑟 = 𝑐𝑟𝐿 by construction.

𝑙1!𝑚

𝑙1!𝑚

(a) without delayed choice

𝑙1!𝑚

(b) with delayed choice

Figure 7: Delayed choice

There are several trace-equivalent (as opposed to bisimilar) man-

ners to define an operational rule for the non-deterministic choice

𝑎𝑙𝑡 operator. Fig.7a and Fig.7b present two such manners. In [33, 34]

they use the manner described on Fig.7a, in which the choice of

alternative branches is made as soon as possible. In this paper, we

rather favor the one described on Fig.7b that is called delayed choice

in [37] as its use will further reduce the number of states of the

generated NFA.

Definition 3.6 (Semantics). 𝜎 : I→ P(A∗) is the least function
(w.r.t. pointwise set-inclusion) satisfying the following rules:

𝑖 ↓𝐿
𝜀 ∈ 𝜎 (𝑖)

𝑡 ∈ 𝜎 (𝑖′) 𝑖
𝑎−→ 𝑖′

𝑎.𝑡 ∈ 𝜎 (𝑖)
The predicates from Def.3.2 and Def.3.5 enable us to define an

operational semantics of interactions in Def.3.6. The set 𝜎 (𝑖) of
traces of an interaction 𝑖 contains all (possibly empty) sequences

𝑎1𝑎2 . . . 𝑎𝑘 of actions such that there exist some execution steps

𝑖
𝑎1−−→ 𝑖1, 𝑖1

𝑎2−−→ 𝑖2, . . . 𝑖𝑘−1
𝑎𝑘−−→ 𝑖𝑘 with 𝑖𝑘 ↓𝐿 . In particular, if the



FormaliSE ’24, April 14–15, 2024, Lisbon, Portugal Mahe, et al.

sequence is empty, then 𝑖 ↓𝐿 and 𝜀 ∈ 𝜎 (𝑖). We denote by

∗→ the

reflexive and transitive closure of the expression relation →. By

extension, for any two interactions 𝑖 and 𝑖′ related by

∗→, we use

the notation 𝑖
𝑡−→ 𝑖′ to signify that the successive execution of the

actions of a trace 𝑡 ∈ A∗ from 𝑖 leads to 𝑖′. On the other hand, if,

given 𝑖 ∈ I and 𝑡 ∈ A∗ there are no 𝑖′ ∈ I s.t. 𝑖 𝑡−→ 𝑖′, then we may

write 𝑖 ̸ 𝑡−→.

4 DERIVING NFA FROM INTERACTIONS
4.1 Derivative interactions
The gist of our method is to execute the input interaction 𝑖 using the

expression relation→ in order to compute successive derivatives.

The set of equivalence classes (up to a rewrite relation) of these

derivatives then constitutes the set of states of the generated NFA.

For any interaction 𝑖 ∈ I, we define its set of reachable derivatives
reach(𝑖) in Def.4.1.

Definition 4.1 (Reachable derivatives). reach : I→ P(I) is s.t.:

∀ 𝑖 ∈ I, reach(𝑖) = {𝑖′ | 𝑖 ∗→ 𝑖′}

A first step towards NFA generation is to ascertain that the set

reach(𝑖) is always finite (the set of derivatives of regular expres-
sions has been proven finite in [8]). To do so we rely on a measure | |
which corresponds to counting (in the syntactic term) the number

of atomic actions within an interaction (see Def.4.2).

Definition 4.2 (A measure for interactions). We define | | : I→ N
s.t., for any 𝑎 in A, any 𝑓 in F2 and any 𝑖1 and 𝑖2 in I:

|∅| = 0 |𝑎 | = 1

|𝑓 (𝑖1, 𝑖2) | = |𝑖1 | + |𝑖2 | |𝑙𝑜𝑜𝑝𝑆 (𝑖1) | = |𝑖1 |

We prove in Lem.4.3 that the cardinality of reach(𝑖) is bounded.

Lemma 4.3. For any 𝑖 ∈ I, we have |reach(𝑖) | ≤ 2
|𝑖 |

Proof. Let us reason by structural induction over 𝑖 .

Basic cases (𝑖 ∈ {∅} ∪ A): reach(∅) = {∅} (because no rule of
→ can be applied to ∅) hence |reach(∅)| = 1. reach(𝑎) = {𝑎,∅}
(by applying rule “act”, ∅ is reachable) hence |reach(𝑎) | = 2. In

both cases, |reach(𝑖) | ≤ 2
|𝑖 |

(since |∅| = 0 and |𝑎 | = 1).

Inductive cases (𝑖 of the form 𝑓 (𝑖1, 𝑖2) with 𝑓 ∈ {𝑠𝑡𝑟𝑖𝑐𝑡, 𝑎𝑙𝑡, 𝑐𝑟ℓ }
or 𝑙𝑜𝑜𝑝𝑆 (𝑖1)). In the following, we consider two interactions 𝑖1 and

𝑖2 and use the notations: 𝑟1 = reach(𝑖1) and 𝑟2 = reach(𝑖2).
Considering 𝑝𝑎𝑟 = 𝑐𝑟𝐿 , for 𝑖 = 𝑝𝑎𝑟 (𝑖1, 𝑖2), we have reach(𝑖) =

{𝑝𝑎𝑟 ( 𝑗1, 𝑗2) | 𝑗1 ∈ 𝑟1, 𝑗2 ∈ 𝑟2}. Indeed, from terms of this form, we

can apply either the rule “f-left” or the rule “cr-right”. The former

replaces the sub-term 𝑖1 by a certain 𝑖′
1
leading to a term of the

form 𝑝𝑎𝑟 (𝑖′
1
, 𝑖2). Whichever is the action 𝑎 that is executed we

have {𝜃 (𝑎)} \ 𝐿 = ∅, and thus 𝑖1××
∅−→ 𝑖1. As a result, applying “cr-

right” yields a term of the form 𝑝𝑎𝑟 (𝑖1, 𝑖′
2
), with 𝑖1 being preserved

and 𝑖′
2
reached from 𝑖2. The same two rules are again the only

ones applicable from these terms so that by applying them several

times, successive derivations result in all the terms of the form

𝑝𝑎𝑟 ( 𝑗1, 𝑗2) with 𝑗1 (resp 𝑗2) reachable from 𝑖1 (resp. 𝑖2), i.e., 𝑗1 ∈ 𝑟1
(resp. 𝑗2 ∈ 𝑟2). Then we have |reach(𝑖) | = |𝑟1 | ∗ |𝑟2 |. By induction

hypothesis, |𝑟1 | ∗ |𝑟2 | ≤ 2
|𝑖1 | ∗ 2 |𝑖2 | , hence |reach(𝑖) | ≤ 2

|𝑖 |
since

|𝑖 | = |𝑖1 | + |𝑖2 |.

For 𝑖 = 𝑓 (𝑖1, 𝑖2)with 𝑓 ∈ ⋃
ℓ⊊𝐿{𝑠𝑡𝑟𝑖𝑐𝑡, 𝑐𝑟ℓ }, we have |reach(𝑖) | ≤

|reach(𝑝𝑎𝑟 (𝑖1, 𝑖2)) |. Indeed, these operators enable fewer interleav-
ings than 𝑝𝑎𝑟 . As, by the previous point, |reach(𝑝𝑎𝑟 (𝑖1, 𝑖2)) | ≤ 2

|𝑖 |
,

we also have |reach(𝑓 (𝑖1, 𝑖2)) | ≤ 2
|𝑖 |
.

For 𝑖 = 𝑎𝑙𝑡 (𝑖1, 𝑖2), let us use, for 𝑥 ∈ {1, 2}, the notations:

𝑟𝑐𝑥 = {𝑖′𝑥 ∈ 𝑟𝑥 | ∀ 𝑡 ∈ A∗ s.t. (𝑖𝑥
𝑡−→ 𝑖′𝑥 ), we have (𝑖3−𝑥 ̸ 𝑡−→)}

𝑟𝑑𝑥 = {𝑖′𝑥 ∈ 𝑟𝑥 | ∃ 𝑡 ∈ A∗ s.t. (𝑖𝑥
𝑡−→ 𝑖′𝑥 ) ∧ (∃ 𝑖′

3−𝑥 s.t. 𝑖3−𝑥
𝑡−→ 𝑖′

3−𝑥 )}

This implies that 𝑟𝑥 = 𝑟𝑐𝑥 ⊎ 𝑟𝑑𝑥 (i.e., also 𝑟𝑐𝑥 ∩ 𝑟𝑑𝑥 = ∅) and:

reach(𝑖) = 𝑟𝑐
1
∪ 𝑟𝑐

2
∪ {𝑎𝑙𝑡 (𝑖′

1
, 𝑖′
2
) | (𝑖′

1
∈ 𝑟𝑑

1
) ∧ (𝑖′

2
∈ 𝑟𝑑

2
)}

As for any interaction 𝑖 , we have 𝑖
𝜀−→ 𝑖 , we always have 𝑖1 ∈ 𝑟𝑑

1
and

𝑖2 ∈ 𝑟𝑑
2
and thus |𝑟𝑑

1
| > 0 and |𝑟𝑑

2
| > 0. Hence:

|reach(𝑖) | ≤ |𝑟𝑐
1
| + |𝑟𝑐

2
| + |𝑟𝑑

1
| ∗ |𝑟𝑑

2
|

≤ |𝑟𝑐
1
| ∗ |𝑟𝑑

2
| + |𝑟𝑐

2
| ∗ |𝑟𝑑

1
| + |𝑟𝑑

1
| ∗ |𝑟𝑑

2
| (multiply by > 0)

≤ (|𝑟𝑐
1
| + |𝑟𝑑

1
|) ∗ (|𝑟𝑐

2
| + |𝑟𝑑

2
|)

≤ |𝑟1 | ∗ |𝑟2 | (𝑟𝑥 = 𝑟𝑐𝑥 ⊎ 𝑟𝑑𝑥 )

≤ 2
|𝑖1 | ∗ 2 |𝑖2 | (by induction)

≤ 2
|𝑖1 |+|𝑖2 | = 2

|𝑖 |

For 𝑖 = 𝑙𝑜𝑜𝑝𝑆 (𝑖1), we have reach(𝑖) ⊆ {𝑖} ∪ {𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖′
1
, 𝑖) | 𝑖′

1
∈

𝑟1 \ {𝑖1}}. Indeed, only the rule “loop” is applicable, so that the

first derivation (if it exists) is of the form 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖′
1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1)). From

there, (1) if we apply “f-left”, we obtain a term 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖′′
1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1))

with 𝑖′′
1
∈ reach(𝑖′

1
). With further applications of the rule “f-left”,

we obtain all the terms of the form 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖†
1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1)) with 𝑖†

1
∈ 𝑟1.

If, on the other hand (2), we apply “strict-right”, it means that 𝑖′
1
↓𝐿

and that we have 𝑙𝑜𝑜𝑝𝑆 (𝑖1)
𝑎−→ 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖∗

1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1)) with 𝑖1

𝑎−→ 𝑖∗
1
so

that we obtain 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖′
1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1))

𝑎−→ 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖∗
1
, 𝑙𝑜𝑜𝑝𝑆 (𝑖1)). As 𝑖∗1

belongs to 𝑟1, by applying the “strict-right” rule, we find yet again

an interaction of the form 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖‡
1
, 𝑖) with 𝑖‡

1
∈ 𝑟1. Thus, we have:

|reach(𝑖) | ≤ 1 + |𝑟1 \ {𝑖1}| = |𝑟1 |
≤ 2

|𝑖1 | = 2
|𝑖 |

□

This enables the construction of a NFA in which each state

corresponds to an interaction. We explain in the following how we

reduce the number of states on-the-fly by simplifying interactions

as they are discovered (using term rewriting). Memorization of

already encountered simplified terms allows us to build the set of

states of the NFA, while identifying transformations 𝑖
𝑎−→ 𝑖′ allows

building its set of transitions. A state corresponding to a term 𝑖 is

accepting iff 𝑖 ↓𝐿 .

4.2 State reduction and synthesis of the NFA
In most cases, the iterative application of the expression relation

→ creates many useless occurrences of ∅ in the derived interac-

tion terms. These sub-terms can be removed without the set of

traces being modified. For example, because of the rule ‘f-left’, the
derivations from 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖,∅) are exactly those from 𝑖 . Hence we say

that 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖,∅) and 𝑖 are semantically equivalent. The construc-

tion of the NFA associated to an interaction can take advantage of

considering such semantically equivalent terms in order to reduce

the number of states given that each state corresponds to a term.
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In order to set up these simplification mechanisms, we provide in

Def.4.4 a set 𝑅 of rewrite rules aimed at eliminating the useless

occurrences of ∅.

Definition 4.4. Given a variable 𝑥 , we define the set 𝑅 of rewrite

rules over TF ({𝑥}) as follows:

𝑅 =

©­­­­­«
∪𝑓 ∈⋃ℓ⊆𝐿 {𝑠𝑡𝑟𝑖𝑐𝑡,𝑐𝑟ℓ } {𝑓 (∅, 𝑥) { 𝑥, 𝑓 (𝑥,∅) { 𝑥}

∪


𝑎𝑙𝑡 (∅, 𝑙𝑜𝑜𝑝𝑆 (𝑥)) { 𝑙𝑜𝑜𝑝𝑆 (𝑥),
𝑎𝑙𝑡 (𝑙𝑜𝑜𝑝𝑆 (𝑥),∅) { 𝑙𝑜𝑜𝑝𝑆 (𝑥),
𝑎𝑙𝑡 (∅,∅) { ∅,
𝑙𝑜𝑜𝑝𝑆 (∅) { ∅


ª®®®®®¬

These rewrite rules define a TRS→𝑅 which is convergent and

preserves the semantics 𝜎 (as per Lem.4.5).

Lemma 4.5. The TRS characterized by 𝑅 is convergent and seman-
tically sound i.e., for any 𝑖 ∈ I, ∃! 𝑖̃ ∈ I s.t. 𝑖 →!

𝑅
𝑖̃ and we have

𝜎 (̃𝑖) = 𝜎 (𝑖).

Proof. →𝑅 is both terminating and confluent (see the auto-

mated proof in [32] using resp. the TTT2 [23] and CSI [47] tools)

and hence convergent. To prove the semantic equivalence it suf-

fices to prove it for the interactions related by all{∈ 𝑅, which is

trivial. □

Because Lem.4.5 states that the TRS is convergent, for any 𝑖 ∈ I,
there exists a unique 𝑖̃ such that 𝑖 →!

𝑅
𝑖̃ . Given the absence of

ambiguities on the TRS, let us use the notation 𝑖̃ to designate the

simplified form of any interaction 𝑖 ∈ I.
In Def.4.6, we define NFA synthesis as a function nfa which

translates interactions from I to NFA.

Definition 4.6. For any 𝑖0 ∈ I, nfa(𝑖0) = (A, 𝑄, 𝑞0, 𝐹 ,⇝) is the
NFA whose elements are defined by:

𝑄 = {̃𝑖 | 𝑖 ∈ reach(𝑖0)} 𝑞0 = 𝑖0

⇝ = {(̃𝑖, 𝑎, 𝑖′) | (𝑖, 𝑖′) ∈ reach(𝑖0)2, 𝑎 ∈ A, 𝑖 𝑎−→ 𝑖′}
𝐹 = {̃𝑖 | 𝑖̃ ∈ 𝑄, 𝑖̃ ↓𝐿}

In a few words, states of nfa(𝑖0) correspond to unique represen-

tatives of equivalence classes on interactions defined by: 𝑖 ≡ 𝑖′ iff
𝑖̃ = 𝑖′. In particular, the transitions between two simplified inter-

actions 𝑗 and 𝑗 ′ include all the transitions between interactions 𝑖

and 𝑖′ verifying 𝑖̃ = 𝑗 and 𝑖′ = 𝑗 ′. Those results can be generalized

for any convergent and semantically sound TRS for interactions.

In [36] the converge of such a TRS (taking advantage of additional

properties such as idempotence of loops) is proven modulo AC
2
.

The NFA nfa(𝑖0) in Def.4.6 is well defined. Indeed, the set 𝑄

is finite because |𝑄 | ≤ |reach(𝑖) | (there is at most one simpli-

fied interaction per interactions of reach(𝑖)) and |reach(𝑖) | ≤ 2
|𝑖 |

according to Lem.4.3). The subset 𝐹 of accepting states and the

transition relation⇝ are defined thanks to the predicates ↓𝐿 and

→ from Def.3.2 and Def.3.5, which ensures that the trace language

of the synthesized NFA is the same as that of the initial interaction

(i.e., L(nfa(𝑖)) = 𝜎 (𝑖), which is proven in Th.4.8).

Lemma 4.7. For any 𝑖 ∈ I, we have (𝑖 ↓𝐿) ⇔ (̃𝑖 ↓𝐿).
2
modulo Associativity and Commutativity of binary operators c.f. rewriting modulo

theories [11]

Proof. Because 𝜎 (𝑖) = 𝜎 (̃𝑖) we have (𝜀 ∈ 𝜎 (𝑖)) ⇔ (𝜀 ∈ 𝜎 (̃𝑖))
and thus (𝑖 ↓𝐿) ⇔ (̃𝑖 ↓𝐿). □

Theorem 4.8. For any 𝑖 ∈ I, we have L(nfa(𝑖)) = 𝜎 (𝑖)

Proof. Let us consider a trace 𝑡 = 𝑎1 . · · · .𝑎𝑛 ∈ A∗.
If 𝑡 ∈ 𝜎 (𝑖) then (Def.3.6) there exist 𝑖0, · · · , 𝑖𝑛 in reach(𝑖) s.t. 𝑖0 =

𝑖 and ∀ 𝑘 ∈ [0, 𝑛 − 1], 𝑖𝑘
𝑎𝑘+1−−−−→ 𝑖𝑘+1 and 𝑖𝑛 ↓𝐿 . Thus, as per Def.4.6,

we have 𝑞0 = 𝑖0
𝑎1
⇝ 𝑖1

𝑎2
⇝ · · · 𝑎𝑛

⇝ 𝑖𝑛 . Because 𝑖𝑛 ↓𝐿 , we have

𝑖𝑛 ↓𝐿 (Lem.4.7) which implies 𝑖𝑛 ∈ 𝐹 and thus 𝑡 = 𝑎1 . · · · .𝑎𝑛 ∈
L(nfa(𝑖)).

If 𝑡 ∈ L(nfa(𝑖)), there exists states 𝑞1 through 𝑞𝑛 in𝑄 s.t. 𝑞0
𝑎1
⇝

𝑞1
𝑎2
⇝ · · · 𝑎𝑛

⇝ 𝑞𝑛 and 𝑞𝑛 ∈ 𝐹 . Thus, as per Def.4.6, we have 𝑛

interactions 𝑖′
0
to 𝑖′𝑛 s.t. ∀ 𝑘 ∈ [0, 𝑛], 𝑞𝑘 = 𝑖′

𝑘
and ∀ 𝑘 ∈ [0, 𝑛 − 1],

𝑖′
𝑘

𝑎𝑘+1−−−−→ 𝑖′
𝑘+1. Because 𝑞𝑛 = 𝑖′𝑛 ∈ 𝐹 , we have 𝑖′𝑛 ↓𝐿 and thus 𝑖′𝑛 ↓𝐿

(Lem.4.7). Hence, as per Def.3.6, we have 𝑡 ∈ 𝜎 (𝑖′
0
) = 𝜎 (𝑖′

0
). But

because 𝑖′
0
= 𝑞0 = 𝑖̃ , this implies 𝑡 ∈ 𝜎 (̃𝑖) = 𝜎 (𝑖). □

𝑙3!𝑚2

𝑙1!𝑚1 𝑙2?𝑚1

𝑙1!𝑚1 𝑙2?𝑚1

𝑙3!𝑚2

𝑙3!𝑚3 𝑙2?𝑚3 𝑙3!𝑚3 𝑙2?𝑚3 𝑙3!𝑚3 𝑙2?𝑚3

𝑙3!𝑚2

𝑙1!𝑚1 𝑙2?𝑚1

Figure 8: NFA obtained using our incremental approach

Fig.8 represents a NFA obtained using our approach on our ini-

tial interaction example (whose SD and term representations are

resp. given in Fig.1 and Fig.3). Each of the 9 states is represented

by a rectangle that contains the SD representation of the simplified

interaction 𝑖̃ associated to it. The initial state is the target of the

transition exiting •, and rectangles with a double border correspond
to accepting states. Transitions are labeled by the corresponding

atomic actions in A. This example illustrates that our incremen-

tal approach might facilitate explainability and traceability in e.g.,

model-checking or testing, as each state can be uniquely traced

back to an instant in the unfolding of a global scenario represented

by a SD (the representative interaction of the state).

4.3 Remarks on generating small NFA
A FA generated from an interaction describing a real-world system

may be extremely large (in number of states) which poses problems

related to the time for building the FA or the space for storing it.
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State reduction and state minimization aim at obtaining an

equivalent FA with resp. fewer states and as few states as pos-

sible. It is known that a minimal DFA may have an exponentially

larger number of states than that of an equivalent minimal NFA

[25]. For instance, given the alphabet {𝑎, 𝑏}, the regular expression
(𝑎 |𝑏)∗𝑎(𝑎 |𝑏)𝑛 can be encoded as a NFA with 𝑛 + 2 states while an

equivalent minimal DFA has 2
𝑛+1

states. Because interactions can

encode such expressions, choosing NFA as a target formalism is

preferable if we want to optimize towards state reduction. Addition-

ally, operators such as weak sequencing, parallelism and repetition

introduce non-deterministic and cyclic behaviors into interactions.

On the other hand, the problem of state minimization for NFA

is established as PSPACE-complete [20]. Various algorithms exist,

such as Kameda-Weiner [21] or [40, 43]. However, their scalability

remains an issue, as evidenced by several works [9, 14, 18, 19] seek-

ing approximal solutions (i.e., reduced but not minimal NFA) within

a more reasonable time. Still, experimental validations are limited

to small NFAs, typically with at most 15 states [14]. Although more

efficient algorithms exist for specific NFA subclasses (e.g., DFA[16]

or acyclic automata[3, 10]), they cannot be directly applied to mini-

mize FAs obtained from interactions where the minimal FA can be

cyclic and non-deterministic.

It is essential to acknowledge the inherent limitations in gener-

ating compact NFAs from interactions. For basic interactions, using

weak and strict sequencing to compose atomic actions, we may

have, in the worst case, up to 𝑂 (𝑛𝑘 ) states, where 𝑛 is the number

of actions, and 𝑘 the number of lifelines [2]. The computational cost

for NFA generation from regular expressions with interleaving over

finite words is Ω(2𝑛), where 𝑛 is the number of letters [13, 39]. This

result directly applies to interactions as it recalls Lem.4.3: an NFA

synthesized from an interaction 𝑖 could require 2
|𝑖 |

states, where

|𝑖 | is the number of atomic actions it contains.

This discussion underlines the importance of considering state

reduction during the generation of the NFA itself and not a posteri-

ori. Our method addresses this concern via its on-the-fly merging

of states using term rewriting.

5 EXPERIMENTS
We have implemented our NFA generation method in the tool

HIBOU [27]. Manipulation of FA is handled by the AUTOUR [29]

toolbox. For the sake a simplicity, we do not consider co-regions

𝑐𝑟ℓ with ℓ ∉ {∅, 𝐿} i.e., we only consider the classical 𝑠𝑒𝑞 and 𝑝𝑎𝑟

variants. We performed two sets of experiments on an Intel(R)

Core(TM)i5-6360U CPU (2.00GHz) with 8GB RAM with HIBOU

version 0.8.5. The main set of experiments we present consists in

comparing our incremental method to a compositional approach.

The second applies our method to more realistic use cases from the

literature. The details of the experiments and the artifacts required

to reproduce them are available in [30] and [28].

For the purpose of comparison, we have also implemented a

baseline compositional approach which corresponds to adapting

[46] to our language. It consists of identifying basic interactions,

translating them to NFA (using our method as a fallback) and then

composing them recursively by mapping higher-level interaction

operators to classical NFA operators. Because of the inherent limi-

tations of compositional [2, 46] methods (there is no NFA operator

for weak sequencing, see discussion in Sec.1), we limit ourselves,

for the comparison, to interactions in which 𝑠𝑒𝑞 operators cannot

nest other complex operators (beside other 𝑠𝑒𝑞 and 𝑠𝑡𝑟𝑖𝑐𝑡 ).

Figure 9: Common grid

To set a scale and thus im-

prove the understanding of

the size of generated NFA

against that of the correspond-

ing input interactions, we use

the common grid represented

on Fig.9. The 𝑥 axis corre-

sponds to |𝑖 | (the number of

actions in an input interac-

tion, see Def.4.2), and the 𝑦

axis corresponds to the num-

ber of states in a generated

NFA. Note that the 𝑦 axis is

in logarithmic scale, allowing

for the visualization of a wide

range of values, although the

distinction between values is

less pronounced.

The straight black line on the left corresponds to 𝑥 ↦→ 2
𝑥
, giving the

upper bound 2
|𝑖 |

on the cardinal of the set reach(𝑖) (Lem.4.3). The

432 points on Fig.9 each corresponds to an interaction involving 𝑛

distinct actions 𝑎1, . . . , 𝑎𝑘 , . . . , 𝑎𝑛 of the form:

𝑝𝑎𝑟 (𝑎1, · · · , 𝑝𝑎𝑟 (𝑎𝑘 , 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑎𝑘+1, · · · , 𝑠𝑡𝑟𝑖𝑐𝑡 (𝑎𝑛−1, 𝑎𝑛) · · · )) · · · ).
If 𝑘 = 0, the interaction is a strict sequencing of the 𝑛 actions, which

yields a minimal NFA of 𝑛 + 1 states. If 𝑘 = 𝑛, the interaction is a

parallel composition of the 𝑛 actions, which yields a minimal NFA

of size 2
𝑛
. The dataset is built by varying 𝑛 from 1 to 48 and 𝑘 from

0 to 8 (hence, 432 interactions with some overlap).

The position of each of the 432 points on Fig.9 corresponds to |𝑖 |
on the 𝑥 axis and the number of states of the minimal NFA asso-

ciated to the trace language of 𝑖 on the 𝑦 axis. With these simple

interactions, both approaches to generating NFA (incremental and

compositional) trivially return the minimal NFA. The data points

form a series of curves. We approximate these curves using func-

tions 𝑥 ↦→ 2
𝑘 ∗ (𝑥 − 𝑘) + 1 (e.g., coincide with 𝑥 ↦→ 𝑥 + 1 for 𝑘 = 0).

These curves serve as a common grid to appreciate and compare

both approaches w.r.t. each other and w.r.t. the size of minimal

NFAs obtained from interactions with the same number of actions

(at |𝑖 | fixed).
Using our grid, we conduct a comparative analysis of both ap-

proaches across 3 datasets illustrated on Fig.10. For each dataset,

the size of generated NFA using our method is depicted on the left

diagram, while the results involving the compositional approach

are shown on the right. As both diagrams have the same referential

grid, it is easy to compare the approaches using the 𝑦 position of

the data points (the NFAs of higher points have exponentially more

states than lower ones given the logarithmic scale on 𝑦). Because

the 𝑝𝑎𝑟 operator has an important effect on the minimal number

of states, we have colored interactions without 𝑝𝑎𝑟 operators using

a lighter color (pink instead of purple on Fig.10a, orange instead of

red on Fig.10b, and a lighter shade of green on Fig.10c).

Fig.10a displays a ’loop-alt’ dataset, containing interactions of the

form: 𝑝𝑎𝑟 (𝑙𝑜𝑜𝑝𝑆 (𝑎𝑙𝑡 (𝑎1, · · · , 𝑎𝑘 )), 𝑙𝑜𝑜𝑝𝑆 (𝑎𝑙𝑡 (𝑎𝑘+1, . . . , 𝑎𝑛))), with
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(a) ‘loop-alt’ dataset

(b) ‘locks’ dataset

(c) ‘random’ dataset

Figure 10: Comparing our approach (left) and composition (right)

variations in 𝑛 and 𝑘 up to 48 and 24 respectively. Using our ap-

proach, whichever are the numbers 𝑛 and 𝑘 , we always have a NFA

with a single state and 𝑛 self transitions. This is not the case for

the compositional approach, in which the number of states grows

rapidly with the number of actions and the degree of parallelization

(up to 625 states for 48 actions).

Fig.10b displays a ‘locks’ dataset that adapts the regular expres-

sion example from Sec.4.3 into digital lock use cases. A digital lock

is represented by an interaction of the form:

𝑠𝑡𝑟𝑖𝑐𝑡 (𝑙𝑜𝑜𝑝𝑆 (𝑎𝑙𝑡 (𝑟1, · · · , 𝑟𝑛)), 𝑟𝑐
1
, 𝑎𝑙𝑡 (𝑟1, · · · , 𝑟𝑛)𝑐

′ )
where 𝑟1, . . . , 𝑟𝑑 are 𝑑 reception actions on the same lifeline for

different possible digits in an alphabet. In order to open the lock,

a correct sequence of 𝑐 digits must be entered (𝑟𝑐
1
in the example)

followed by 𝑐′ other digits (𝑎𝑙𝑡 (𝑟1, · · · , 𝑟𝑑 )𝑐
′
in the example). Several

such locks may then be composed either strictly sequentially, or

in parallel. The dataset is built by varying the number of locks,

how these locks are related (via 𝑠𝑡𝑟𝑖𝑐𝑡 or 𝑝𝑎𝑟 ) and, for each lock,

which are the values of 𝑑 , 𝑐 and 𝑐′. As discussed in Sec.4.3, minimal

DFA associated to such interactions have exponentially more states

than their NFA counterpart. Experimental results show that our

approach limits this state space explosion, which is less visible for

the compositional approach.

Fig.10c displays a ‘random’ dataset, containing randomly gener-

ated interactions. This roughly consists in drawing symbols in F
recursively until a term is built. Special cases are made to ensure

finite depth and that we have 𝑠𝑒𝑞 only within basic interactions (so

as to conform to the limitations of the compositional approach). We

generate 350 interactions with less than 50 actions and less than

6 𝑝𝑎𝑟 symbols. While the first two datasets (‘loop-alt’ and ‘locks’)

contain interactions with specific structures that could advantage

our approach, the ‘random’ dataset does not. Still, experimental

results shows that our method consistently outputs smaller NFAs

than the compositional approach.

All materials required to replicate this first set of experiments

are available in [30].

In our second set of experiments, we applied our method to use

cases found in the literature. Without the need for comparison

w.r.t. the compositional approach, we can lift the restriction on

having no 𝑠𝑒𝑞 outside basic sub-interactions. More precisely, the

compositional approach, applied to any interaction 𝑖 ∈ I, does not
necessarily produce a nfa A s.t. L(A) = 𝜎 (𝑖). For L(A) = 𝜎 (𝑖) to
hold, it is necessary that, for all the sub-terms 𝑠𝑒𝑞(𝑖1, 𝑖2) of 𝑖 outside
basic interactions, we have 𝜎 (𝑠𝑒𝑞(𝑖1, 𝑖2)) = 𝜎 (𝑠𝑡𝑟𝑖𝑐𝑡 (𝑖1, 𝑖2)) i.e. it
is equivalent to interpret the corresponding edge on the bMSG-

g synchronously or asynchronously. Generally, while lower-level

specifications (which need to be implementable) respect this prop-

erty, this is rarely the case for higher-level requirements.

𝑖 nfa(𝑖)
|𝐿 | |𝑎 | |𝑄 | |⇝ | time

ABP [37] 4 60 68 94 8, 1𝑚𝑠

HR [24] 6 24 101 214 7, 5𝑚𝑠

Sensor [7] 12 26 168 368 14, 8𝑚𝑠

Platoon 3 [4] 3 17 90 189 3, 1𝑚𝑠

Platoon 4 [4] 4 31 752 1 874 57, 5𝑚𝑠

Platoon 5 [4] 5 48 6 440 18 855 2 338𝑚𝑠

Figure 11: Use cases

In [28], we provide all the necessary materials to reproduce

these experiments and summarize metrics obtained from using our

method to 4 use cases, including a low-level specification of the Al-

ternating Bit Protocol [37] (ABP) and three high level requirements

for: a DApp system for managing Human-Resources [24] (HR), a

system for querying sensor data [7] (Sensor) and a connected pla-

toon of autonomous rovers [4] (Platoon). For the Platoon use case,

we consider several interaction models, each corresponding to a

number of rovers. Fig.11 presents some of these metrics, |𝐿 | and |𝑎 |
resp. corresponding to the number of lifelines and actions in the

term structure of the interaction 𝑖 while |𝑄 | and |⇝ to, resp., the
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numbers of states and transitions in the synthesized NFA nfa(𝑖).
The “time” column gives the time required to compute the NFA.

6 CONCLUSION
We have proposed an approach for synthesizing Non-deterministic

Finite Automata (NFA) from interactions. In contrast to previous

approaches [2, 46], that are based on composition using classical

NFA operators, our approach relies on computing the set of inter-

actions that can be derived from the initial interaction 𝑖 using a

structural operational semantics. As this set is finite, we use it as the

set of states of the NFA we synthesize from 𝑖 . State reduction can be

performed on-the-fly using term rewriting, thus avoiding the use of

costly NFA reduction techniques. Further research on semantically

sound rewrite systems for interactions may further improve this

state reduction by allowing more states to be merged. Moreover,

unlike [2, 46], our method handles interactions in which weak se-

quencing may nest other complex operators such as alternatives,

parallel composition or loops.

Additionally, an instrumented comparison of our method and a

compositional approach adapted from [46] underlined the ability

of our method to consistently synthesize compact NFAs, their size

(in number of states) being lower (sometimes significantly) than

that of NFAs obtained via composition. Further experiments on use

cases from the literature endorse the flexibility and applicability of

our method.

The results of this paper open new perspectives regarding model-

checking and online runtime verification from interactions. An-

other avenue of research concerns finer characterizations of in-

teractions by adapting properties of graphs of MSC related to the

implementability of systems.
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