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Abstract 

In this paper, we propose a novel algorithm for energy-efficient low-latency dynamic 
mobile edge computing (MEC), in the context of beyond 5G networks endowed with 
reconfigurable intelligent surfaces (RISs). We consider a scenario where new comput-
ing requests are continuously generated by a set of devices and are handled through 
a dynamic queueing system. Building on stochastic optimization tools, we devise a 
dynamic learning algorithm that jointly optimizes the allocation of radio resources (i.e., 
power, transmission rates, sleep mode and duty cycle), computation resources (i.e., 
CPU cycles), and RIS reflectivity parameters (i.e., phase shifts), while guaranteeing a tar-
get performance in terms of average end-to-end delay. The proposed strategy enables 
dynamic control of the system, performing a low-complexity optimization on a per-slot 
basis while dealing with time-varying radio channels and task arrivals, whose statistics 
are unknown. The presence and optimization of RISs helps boosting the performance 
of dynamic MEC, thanks to the capability to shape and adapt the wireless propagation 
environment. Numerical results assess the performance in terms of service delay, learn-
ing, and adaptation capabilities of the proposed strategy for RIS-empowered MEC.

Keywords: Mobile edge computing, Reconfigurable intelligent surfaces, Lyapunov 
stochastic optimization, Dynamic resource allocation

1 Introduction
With the advent of beyond 5G networks [1, 2], mobile communication systems are evolv-
ing from a pure communication framework to enablers of a plethora of new services 
(including verticals), such as Industry 4.0, Internet of Things (IoT), and autonomous 
driving, building on the tight integration of communication, computation, caching, and 
control [3–5]. These new services have very different requirements, and they generally 
involve massive data processing within low end-to-end delays. Among several technol-
ogy enablers at different layers (e.g., artificial intelligence, network function virtualiza-
tion, millimeter-wave communications), a prominent role will be played by mobile edge 
computing (MEC), whose aim is to move cloud functionalities (e.g., computing and stor-
age resources) at the edge of the wireless network to avoid the relatively long and highly 
variable delays necessary to reach centralized clouds. MEC-enabled networks allow user 
equipment (UE) to offload computational tasks to nearby processing units or edge serv-
ers (ESs), typically placed close to access points (APs), in order to run the computation 
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on the UE’ behalf. However, since ESs have much smaller computation capabilities than 
the servers in the cloud, the available resources (i.e., radio, computation, energy) have 
to be properly managed to provide the end users with a satisfactory Quality of Service 
(QoS). In particular, since the end-to-end delay includes a communication time and a 
computation time, the resources available at the wireless network edge must be man-
aged jointly, learning over time the best joint resource allocation in a dynamic and data-
driven fashion.

Related works on MEC There is a wide literature on computation offloading, aimed 
at jointly optimizing communication and computation resources in both static and 
dynamic MEC scenarios [6–13]. Recent surveys on the topic appear also in [14, 15]. 
A possible classification of computation offloading problems is between static and 
dynamic strategies. The static formulation deals with short time applications, in which 
mobile users send a single computation request, typically specifying also a service time 
[6, 7, 16, 17]. Conversely, in a dynamic scenario, the application continuously gener-
ates data to be processed, sometimes with an unknown rate. A typical example could be 
the transmission of a video, recorded by a mobile device, to be processed at the ES side 
for pattern recognition or anomaly detection. The dynamic formulation is also useful 
to handle users’ mobility, which is a central problem in mobile networks and becomes 
even more central in a MEC environment, where mobility may require handover mech-
anisms involving both radio access points (APs) and ESs. In [18], a dynamic formula-
tion is proposed, with a strategy based on Lyapunov optimization in a cloud computing 
framework. In [11], a Lyapunov based strategy is proposed, for the joint optimization of 
radio and computation resources, to minimize the users’ energy consumption under E2E 
delay constraints. In [10], the authors investigate a scenario with multiple APs and edge 
servers, where an assignment strategy based on matching theory is proposed, coupled 
with the tools of Lyapunov optimization and Extreme Value Theory to control reliabil-
ity. In [13], a discontinuous mobile edge computing framework is proposed to minimize 
the energy consumption under latency constraints, considering a holistic approach that 
comprises UE, APs, and ESs. In [19], a deep reinforcement learning strategy driven by 
Lyapunov optimization is proposed to enable stable offloading in dynamic MEC, while 
the work in [20] proposed a multi-task learning based feedforward neural network 
trained to jointly optimize the offloading decision and computational resource alloca-
tion. Finally, in [5], a dynamic resource allocation framework is proposed for edge learn-
ing, encompassing communication, computation, and inference/training aspects of the 
learning task.

RIS-empowered wireless networks All the aforementioned works considered the pres-
ence of a suitable wireless propagation environment to enable edge computing. How-
ever, as highlighted in [21], moving toward millimeter-wave (mmWave) communications 
(and beyond), poor channel conditions due to mobility, dynamic environments, and 
blocking events, might severely hinder the performance of MEC systems. More explic-
itly, the devices at the cell edge or those affected by blockages usually suffer from low 
offloading rates, which increase both the latency and energy consumption of computa-
tion offloading. This fact prevents current MEC systems from guaranteeing the strict 
latency and reliability constraints required by several envisioned applications (e.g., smart 
factory, autonomous driving, etc.). Also, from the computational point of view, a lower 
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offloading probability implies that a large fraction of the computing resources available 
at the ESs remain idle due to the limited volume of received tasks, thus leading to an 
under-exploitation of the capabilities of the wireless edge. Therefore, it is of fundamental 
importance to enhance the efficiency of MEC systems by empowering their wireless off-
loading links.

In this context, a strong performance boost can be achieved with the advent of recon-
figurable intelligent surfaces [22–24], which are artificial surfaces made of hundreds of 
nearly passive (sometimes, also active) reflective elements that can be programmed and 
controlled to realize dynamic transformations of the wireless propagation environment, 
in both indoor and outdoor scenarios. More precisely, an RIS is an array of backscatter-
ers, where each element applies an individual phase-shift (and/or an amplitude and/or 
a polarization rotation) with which it backscatters an incident wave [25–27], with the 
aim of creating a controllable reflected beam. RISs enable full programmability of the 
wireless propagation environment and dynamically create service boosted areas where 
capacity, energy efficiency, and reliability can be dynamically traded to meet momentary 
and location dependent requirements [24]. RISs offer new opportunities to boost uplink 
and downlink capacities and to counteract blocking effects in case of directive mmWave 
communications.

In the literature, several works have already investigated the optimization of RIS-
empowered wireless communications. In [28], a joint transmit power allocation and 
phase shift design was developed for an RIS-based multi-user system to maximize the 
energy efficiency. In [29], the authors considered a downlink RIS-assisted multi-user 
communication system and studied a joint transmission and reflection beamform-
ing problem to minimize the total transmit power. Also, very recently, a few papers 
exploited RISs to enhance the performance of MEC systems, considering both edge 
caching [30] and static computation offloading [31–34]. A very nice overview paper 
on RIS-empowered MEC systems can also be found in [21]. In particular, in [31], the 
authors propose a latency-minimization problem for multi-device scenarios, which opti-
mizes the computation offloading volume, the edge computing resource allocation, the 
multi-user detection matrix, and the RIS phase shifts, subject to a total edge computing 
capability. Reference [32] maximizes instead the number of processed bits for computa-
tion offloading, optimally designing the ES CPU frequency, the offloading time alloca-
tion, the transmit power of each device, and phase shifts of the RIS. Then, the work in 
[33] exploits RISs to maximize the performance of a machine learning task run at the 
edge server, acting jointly on radio parameters such as power of UE, beamforming vec-
tors of AP, and RIS parameters. Finally, reference [34] proposes optimization-based and 
data-driven solutions for RIS-empowered multi-user mobile edge computing, maximiz-
ing the total completed task-input bits of all UE with limited energy budgets. All these 
previous works focus on a static edge computing scenario. Conversely, in this paper we 
focus on a dynamic scenario, where UE continuously generate data to be offloaded (e.g., 
a video stream for object detection), experiencing time varying context parameters (e.g., 
wireless channels conditions, data generation, server utilization, etc.).

Contributions of the paper In this work, we propose a novel algorithmic framework for 
energy-efficient, RIS-empowered dynamic computation offloading in mobile edge com-
puting systems. To the best of our knowledge, this is the first contribution available in 
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the literature in the context of dynamic MEC empowered by RISs, and extends the pre-
liminary conference precursor in [35]. In our dynamic system model, at each time slot, 
new offloading requests are generated by the UE, and are handled through a dynamic 
queueing system that accounts for both communication (i.e., uplink and downlink) and 
processing delays. In view of this dynamic MEC scenario, we devise a dynamic algo-
rithm that learns over time the optimal radio parameters (i.e., powers, rates) for both 
UE and AP (including also AP sleep mode and duty cycle), computation resources (i.e., 
CPU cycles) of the ES, and RIS reflectivity parameters (i.e., phase shifts), with the aim of 
enabling energy-efficient mobile edge computing with low end-to-end latency guaran-
tees. The method hinges on Lyapunov stochastic optimization, and allocates resources 
in a dynamic fashion requiring only low-complexity operations at each slot (with semi-
closed form expressions). Furthermore, the method does not require any prior knowl-
edge of channel and data arrival statistics, and is able to learn and adapt in real-time to 
changes in the environment due to, e.g., mobility of UE’s or channel blocking. In this 
way, Lyapunov stochastic optimization acts as a method that dynamically learns optimal 
control policies (i.e., resource allocation) over time in an online and data-driven fashion 
(i.e., based on the online observation of channel states and task-related parameters.) To 
summarize, the main contribution of this paper is threefold: (i) A novel system model 
of the dynamic MEC problem involving the presence of multiple RISs, which controls 
system latency thanks to the introduction of proper communication and computation 
queues; (ii) a novel long-term problem formulation aimed at exploring the trade-off 
between energy and latency of dynamic computation offloading on average sense; (iii) an 
adaptive algorithmic solution based on Lyapunov optimization capable to track and con-
trol on the fly the dynamic behavior of the system. To the best of our knowledge, this is 
a novel approach that cannot be found in any of the previous works on RIS-empowered 
MEC such as, e.g., [31–34]. Finally, we assess the performance of the proposed strategy 
through numerical simulations, illustrating how RISs help boosting the performance of 
MEC systems.

2  System model
We consider a scenario with K edge devices, an access point (AP) equipped with an edge 
server (ES), and I RISs, as illustrated in Fig. 1. Time is divided in slots indexed by t and 
of equal duration τl . We consider a block-fading model where the wireless channel is 
assumed to be static within each slot, whose duration τl is designed with respect to the 
channel coherence time. Also, the overall slot duration τl is divided into two portions: 
a period of τs seconds dedicated to control signaling, and a period of τ seconds for the 
actual three phases of computation offloading (i.e., uplink, processing at the ES, and 
downlink). Here, we assume that control signaling happens before computation offload-
ing due to the need of exchanging the state variables necessary to run the optimization 
algorithm and allocate radio and computation resources. The quantification of τ and τs 
depends on typical trade-offs between complexity and performance: a more accurate 
optimization could require a longer τs , thus leaving less time for transmission and com-
putation, and vice versa.

We assume that the direct link between the users and the AP can be possibly impaired 
by the presence of obstacles, which attenuate or eventually block the communication, as 
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shown in Fig. 1. The presence of the RISs helps counteract this detrimental effect by allow-
ing alternative communication paths. However, also in the case without obstacles, the RISs 
typically enhance performance [22]. We assume that synchronization is enforced by the AP, 
which also controls the behavior of the RISs. Furthermore, as typically done in cellular sys-
tems, the AP assigns orthogonal channels to its connected UE, thus preventing interference 
among them. Multi-cell scenarios for RIS-empowered distributed edge computing with 
inter-cell interference will be addressed in future investigations. In the sequel, we present 
the mathematical model of our dynamic system, considering RIS-enhanced communica-
tions, queueing model, and energy consumption.

2.1  RIS‑enhanced communications

We consider a MEC system endowed with I (nearly) passive RISs, where the i-th RIS is com-
posed of Ni reflecting elements. The RIS i at time t is described by the reflectivity matrix:

for all i, t, where mi,l(t) ∈ {0, 1} (i.e., the l-th reflective element of RIS i is active or not at 

time t), and φi,l(t) ∈
{

2kπ

2bi

}2bi−1

k=0
 (i.e., the phases are quantized using bi bits) [26]. Equiv-

alently, letting vi,l(t) = mi,l(t)e
jφi,l(t) , we have �i(t) = diag{vi(t)} , ∀i, t , where 

vi(t) = {vi,l(t)}
Ni

l=1 , with

Also, let v(t) = {vi(t)}
I
i=1 . In the sequel, we will use the overline notation for uplink 

parameters, and the underline notation for downlink. We consider an AP endowed with 
Na antennas, thus leading to single input multiple output (SIMO) uplink communica-
tions, and multiple input single output (MISO) downlink communications. We assume 
that the AP performs analog beamforming through a vector w(t) ∈ C

Na×1 that can be 
selected from a codebook C of available combiners/precoders, such that �w(t)�2 = 1 for 
all w(t) ∈ C . Also, we assume that the same beamforming vector w(t) is used for both 
uplink and downlink phase at time t. In this setting, the SIMO uplink transmission rate 
between user k and the AP reads as:

where pk(t) denotes the power transmitted by user k at time t, and

is the RIS-dependent normalized uplink channel coefficient, the superscript H denotes 
the Hermitian operator, and hak(t) ∈ C

Na×1 represents the direct uplink channel coef-
ficient between user k and the AP; whereas, hk ,i(t) ∈ C

Ni×1 and Ga
k ,i(t) ∈ C

Na×Ni contain 
all the uplink channel coefficients between user k and RIS elements, and between RIS 

(1)�i(t) = diag{mi,1(t)e
jφi,1(t), . . . ,mi,Ni(t)e

jφi,Ni (t)},

(2)vi,l(t) ∈ Si =

[
0,

{
e
j 2mπ

2bi

}2bi−1

m=0

]
, ∀i, l, t.

(3)Rk(t) = Bk log2
(
1+ αk(v(t),w(t))pk(t)

)
for all k = 1, . . . ,K ,

(4)
αk(v(t),w(t)) =

w(t)H h
a
k(t)+

I

i=1

G
a
k ,i(t) diag(vi(t))hk,i(t)

2

N0Bk
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elements and the AP, respectively. Specific models for hak(t) , hk ,i(t) and Ga
k ,i(t) can be 

found in [36]. Furthermore, Bk denotes the bandwidth allocated to user k for the uplink, 
and N0 is the receiver noise power spectral density.

In our system, we assume that uplink and downlink happen simultaneously, using a fre-
quency division duplexing scheme. Thus, similarly to (3), the downlink transmission rate 
between the AP and user k reads as:

where p
k
(t) denotes the power transmitted by the AP toward user k at time t, and

is the RIS-dependent normalized downlink channel coefficient, where hak(t) ∈ C
1×Ni , 

hk ,i(t) ∈ C
1×Ni , Ga

k ,i(t) ∈ C
Ni×Na , and Bk are the downlink counterparts of the param-

eters in (4). Then, our goal is to optimize the uplink and downlink transmitted powers 
{pk(t)}

K
k=1 and {p

k
(t)}Kk=1 , respectively, jointly with the reflectivity parameters {vi(t)}Ii=1 

of the available RISs and the beamformer w(t) of the AP.

2.2  Evolution of data and computation queues

We assume that each device k generates Ak(t) bits as input of the application to be executed 
at each time slot t. A queueing system is used to model and control the dynamic data gener-
ation, transmission, and processing. In particular, at each time slot t, each user buffers data 
in a local queue Ql(t) and send them to the AP at the transmission rate Rk(t) (cf. (3)). Thus, 
the local queue update follows the rule:

The AP receives data from each device k and sends the data to the ES, which processes 
Jk bits-for-cycle, where Jk is a parameter that depends on the application offloaded 
by device k. The ES provides a total CPU frequency fc(t) at each time slot, and a per-
centage fk(t) of it is allocated to process the task offloaded by user k at slot t, such that ∑K

k=1 fk(t) ≤ fc(t) . The remote queue at the ES evolves as:

where τ fk(t)Jk are bits processed during each slot for UE k. Finally, the AP sends back 
to each user the bits resulting from the computation. Downlink communications can 
be incorporated considering an additional queue at the AP. To this aim, we assume that 
there is a linear dependence among the number of bits in input and those produced in 
output by the application running at the ES. Let denote by ck the ratio between out-
put and input bits of the application required by user k. Thus, similarly to the previous 
models, the processed data are buffered in a queue Qa

k (t) at the AP and transmitted at a 
downlink rate Rk(t) (cf. (5)), with the update rule:

(5)Rk(t) = Bk log2

(
1+ αk(v(t),w(t))p

k
(t)

)
for all k = 1, . . . ,K ,

(6)
αk(v(t),w(t)) =

∣∣∣∣∣

(
h
a
k(t)+

I∑

i=1

hk ,i(t) diag(vi(t))G
a
k,i(t)

)
w(t)

∣∣∣∣∣

2

N0Bk

(7)Ql
k(t + 1) = max

(
0,Ql

k(t)− τRk(t)
)
+ Ak(t).

(8)Qr
k(t + 1) = max

(
0,Qr

k(t)− τ fk(t)Jk
)
+min

(
Ql
k(t), τRk(t)

)
,
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In this paper, we perform a joint optimization of RISs phase shifts, radio (uplink and 
downlink) and computation resources, considering the sum of communication and com-
putation queues, i.e.,

as a metric to quantify the overall delay experienced by data offloaded by each device. As 
we will show in the sequel, our aim is to keep the average value of Qtot

k (t) in (10) (which is 
related to the average service delay through the Little’s law [37]) below a given threshold.

2.3  Energy consumption

In this paragraph, we model the overall energy consumption of the system. In particular, 
we consider the energy spent for computation by the edge server, the energy spent for 
downlink communications by the AP, the energy spent for uplink transmission by each 
device and, finally, the energy spent by RISs to shape the wireless environment.

1) ES’s energy consumption At the ES, the energy spent for computation (assuming a 
CMOS-based CPU) is [38]:

where fc(t) and γc are the CPU frequency and the effective switched capacitance of the 
ES processor, respectively. In (11), we assumed (with the last term) that, during the por-
tion τs of the slot, the server performs computations at speed fm , which represents the 
minimum CPU frequency necessary to solve the optimization problem we will present 
in the sequel.

2) AP’s energy consumption For the AP energy consumption, we exploit the concept 
from [13, 39], considering that a large portion of its energy is consumed only for being 
in active state (i.e., to switch on RF chain, power amplifiers, power supply, analog front-
end, digital baseband, and digital control). Then, we assume that the AP is able to enter 
low power sleep operation mode to save energy, a concept known as Discontinuous 
Transmission (DTX). In particular, let us denote by pona  the overall power consumption 
of the AP for being in active state. While in active state, the AP can transmit and/or 
receive. Instead, in sleep state, the AP can neither transmit nor receive. In active state, 
for downlink transmissions, the AP provides a maximum total power Pa at each time 
slot, and a percentage p

k
(t) of power is allocated for communicating with user k at slot 

t, such that 
∑K

k=1 pk(t) ≤ Pa . In [39], four possible Sleep Modes (SM) are defined, with 
different minimum sleep periods, corresponding to the ODFM symbol, the sub-frame 
duration, the radio frame duration, and a standby mode. Here, we assume that the kind 
of sleep mode is selected a priori, while the choice of when being active or sleeping 
is performed online. To control the active and sleep state of the AP, we introduce the 
binary variable Ia(t) ∈ {0, 1} , which is equal to 1 if and only if the AP is in active state 
at time slot t. Also, in each time slot, the AP is forced to be active for the first τs seconds 
to perform channel state information (CSI) acquisition and control signaling, which we 
assume to be performed with the minimum power Pm required to achieve the target 

(9)Qa
k (t + 1) = max

(
0,Qa

k (t)− τRk(t)
)
+ ck ·min

(
Qr
k(t), τ fk(t)Jk

)
.

(10)Qtot
k (t) = Ql

k(t)+ Qr
k(t)+ Qa

k (t),

(11)ec(t) = τγc
(
fc(t)

)3
+ τsγcf

3
m,
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estimation and communication performance. The AP energy consumption at time slot t 
is then given by:

where psa represents the (low) power consumed in sleep mode.
3) UE’s energy consumption Beyond uplink transmissions, we assume that each UE 

performs control signaling and channel estimation (during the first τs seconds) using the 
minimum power Pk needed to obtain a desired performance. Then, the energy spent by 
user k at time t is given by:

for k = 1, . . . ,K  , where pk(t) affects the uplink data rate as in (3). From (13), if the AP is 
in sleep mode at time t, user k does not spend energy for uplink transmission.

4) RIS’s energy consumption The power consumption of an RIS depends on the type, 
the resolution, and the number of its individual reflecting elements that effectively per-
form phase shifting on the impinging signal [28, 40, 41]. In particular, let pr(bi) be the 
power dissipated by each of the Ni phase shifter of RIS i, assuming bi-bit resolution. Typ-
ical power consumption values of each phase shifter are 1.5, 4.5, 6, and 7.8 mW for 3-, 
4-, 5-, and 6-bit resolution phase shifting [28]. In every slot, each RIS is forced to have all 
active elements for the first τs seconds to perform CSI acquisition. Of course, if the AP 
is in sleep mode at time t, also the RIS is switched off. Then, the overall energy spent by 
RIS i is:

for i = 1, . . . , I , where we exploited the fact that each phase shift coefficient vi,l in (2) has 
either zero (if the l-th element is off) or unitary (if the l-th element is on) modulus. Thus, 
from (14), we can control the overall energy spent by the RISs at each time slot, acting 
on the number of active reflecting elements, and the value of the state variable Ia(t).

In the following section, we will formulate the proposed dynamic strategy for RIS-
empowered wireless network edge optimization, aimed at performing energy-efficient 
dynamic edge computing with guaranteed latency requirements.

3  Problem formulation and methodology
Our goal is to find the optimal scheduling of RISs’ parameters (i.e., phase shifts), 
radio (i.e., powers, rates, AP/RISs/UE duty cycles) and computation (i.e., CPU cycles) 
resources that minimizes the long-term average of a weighted sum of the energy con-
sumption terms in (11)–(14), under constraints on the maximum average queue length 
in (10). To this aim, we define the weighted sum energy as follows:

(12)ea(t) = τ

(
Ia(t)p

on
a + Ia(t)

∑K

k=1
p
k
(t)+ (1− Ia(t))p

s
a

)
+ τs

(
pona + Pm

)
,

(13)ek(t) = τ pk(t)Ia(t)+ τsPk ,

(14)eri (t) = Ia(t)τp
r(bi)

Ni∑

l=1

|vi,l(t)|
2 + τsNip

r(bi),

(15)etotσ (t) = σ

K∑

k=1

ek(t)+ (1− σ)

(
ec(t)+ ea(t)+

I∑

i=1

eri (t)

)
,
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where σ ∈ [0, 1] is a weighting parameter to be chosen. For instance, choosing σ = 1 
leads to a pure user-centric strategy; whereas, σ = 0 induces a pure network-centric 
strategy. An intermediate strategy, which we term as holistic, can be obtained with 
σ = 0.5 . The use of this weighting parameter introduces more degrees of freedom and 
flexibility in the resource optimization, depending on the needs of operators, users, and 
service providers. Using (15), the problem can be formulated as:

where �(t) =
[
Ia(t),w(t), {vi(t)}

I
i=1, {pk(t)}

K
k=1, {pk(t)}

K
k=1, {fk(t)}

K
k=1, fc(t)

]
 , and the 

expectations are taken with respect to the random channel states and data arrivals, 
whose statistics are supposed to be unknown. The constraints of (16) have the following 
meaning: (a) the average queue lengths1 do not exceed a predefined value Qavg

k  , for all 
k; (b) the state variable Ia(t) is binary; (c) the beamforming vector w(t) can be selected 
from a codebook of available combiners/precoders; (d) the RIS reflection coefficients 
take values from the discrete set Si in (2); (e) RIS modules can be active only if Ia(t) = 1 ; 
(f) the uplink transmission power is greater than zero and upper bounded by PkIa(t) , for 
all k; (g) the downlink transmission power is greater than zero; (h) the sum of all down-
link transmitted powers is less than or equal to the maximum power Pa , or 0 whenever 
the AP is inactive ( Ia(t) = 0 ); (i) the CPU frequencies assigned to each device are greater 
than zero, and (j) their sum is less than or equal to the ES CPU frequency fc(t) ; (k) the 
ES CPU frequency takes values from a discrete set F  . Solving (16) is very challenging, 
because of the lack of knowledge of the statistics of the radio channels and task arriv-
als, and the inherent non-convexity. A further difficulty is related to the fact that the 

(16)

min
�(t)

lim
T→∞

1

T

T�

t=1

E
�
etotσ (t)

�

subject to (a) lim
T→∞

1

T

T�

t=1

E
�
Qtot
k (t)

�
≤ Q

avg
k , ∀k;

(b) Ia(t) ∈ {0, 1} ∀t;

(c) w(t) ∈ C ∀t;

(d) vi,l(t) ∈ Si ∀i, l, t;

(e) |vi,l(t)|
2 ≤ Ia(t) ∀i, l, t;

(f ) 0 ≤ pk(t) ≤ Pk Ia(t), ∀k , t;

(g) p
k
(t) ≥ 0, ∀k , t;

(h)

K�

k=1

p
k
(t) ≤ Pa Ia(t), ∀t;

(i) fk(t) ≥ 0, ∀k , t;

(j)

K�

k=1

fk(t) ≤ fc(t), ∀t;

(k) fc(t) ∈ F ∀t;





X (t)

1 More sophisticated constraints can also be imposed on the maximum tolerable delay [11].
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RISs are being optimized to handle, simultaneously, multiple data flows. Nevertheless, 
in the sequel, we will show how these problems can be effectively tackled resorting to 
stochastic Lyapunov optimization [42], a powerful tool able to first transform long-term 
constraints into pure stability ones, through the definition of suitable state variables, to 
finally solve the problem in a per-slot fashion, through the solution of successive deter-
ministic problems in each time slot. This allows us to dramatically simplify the prob-
lem, thus deriving low-complexity yet effective solutions in each time slot. As it will be 
clarified, the per-slot method comes with theoretical guarantees on convergence and 
asymptotic optimality of the solution, reached through a single tuning parameter used to 
explore the desired trade-off between energy consumption and E2E delay.

4  RIS‑empowered dynamic edge computing based on Lyapunov stochastic 
optimization

As already mentioned, we now convert the long-term optimization in (16) into a stabil-
ity problem, hinging on stochastic Lyapunov optimization [42]. The first step is to define 
suitable state variables, known as virtual queues, whose long-term stability guarantees 
the constraints. More specifically, to deal with the long-term constraints in (a), we intro-
duce K virtual queues that evolve as follows:

k = 1, . . . ,K  , where {ǫk}Kk=1 are positive step sizes used to control the convergence speed 
of the algorithm. A virtual queue is a mathematical model that shows how the system is 
behaving in terms of constraint violations. Intuitively speaking, if a virtual queue grows 
too fast, the associated constraints are being violated and the system is not stable. For-
mally speaking, this translates into the mean rate stability of the queues2, which is equiv-
alent to satisfy the constraints (a) in (16) [42]. To this aim, we first define the Lyapunov 
function as L(t) = L(�(t)) = 1

2

∑K
k=1 Z

2
k (t) , where �(t) = {Zk(t)}

K
k=1 , and then the 

drift-plus-penalty function given by [42]:

The drift-plus-penalty function is the conditional expected change of L(t) over suc-
cessive slots, with a penalty factor that weights the objective function of (16), with a 
weighting parameter V. Then, following stochastic optimization arguments as in [42], 
we proceed by minimizing an upper-bound of the drift-plus-penalty function in (18) in a 
stochastic fashion. After some algebraic manipulations (similar to the ones used in [13]), 
we obtain the following per-slot problem at each time t:

(17)Zk(t + 1) = max
{
0,Zk(t)+ ǫk

(
Qtot
k (t + 1)− Q

avg
k

)}
,

(18)�p(t) = E

{
L(t + 1)− L(t)+ V · etotσ (t)

∣∣ �(t)
}
.

2 A queue X(t) is mean-rate stable if lim
T→∞

E{XT }/T = 0.
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where X̃ (t) is the instantaneous feasible set, as defined in (16), with the following modifi-
cations: (i) constraint (e) becomes 0 ≤ pk(t) ≤ P̃k(t)Ia(t) , where P̃k(t) = min(Pk ,Pk(t)) , 
with Pk(t) denoting the minimum power needed to empty the local queue Ql

k(t) at 
time t; (ii) constraint (f) becomes 0 ≤ p

k
(t) ≤ Pk(t)Ia(t) , where Pk(t) is the minimum 

power needed to empty the downlink queue Qa
k (t) at time t; (iii) constraint (h) becomes 

0 ≤ fk(t) ≤ Qr
k(t)/τ Jk . What is worth to emphasize about (19) is that, as opposed to (16), 

it does not involve any expectation and it is only based on the current values of the chan-
nel and task parameters, as well as on the (virtual and real) queues’ states. Because of 
the structure of set X̃ (t) , (19) is a mixed-integer nonlinear optimization problem, which 
might be very complicated to solve. Nevertheless, in the sequel, we will show how (19) 
can be split into sub-problems that admit low-complexity solution procedures for the 
optimal RIS parameters (i.e., the phase shifts of its elements), the AP’s beamformer, the 
uplink and downlink radio resources (i.e., powers, sleep mode and duty cycle), and the 
computation resources at the ES (i.e., CPU clock frequencies).

4.1  Dynamic radio resource allocation and RISs optimization

The radio resource allocation problem aims at optimizing the AP duty cycle variable Ia(t) , 
the beamforming vector w(t) , the uplink and downlink transmission powers {pk(t)}Kk=1 , 
{p

k
(t)}Kk=1 , respectively, and the RIS reflectivity parameters {vi(t)}Ii=1 . From (3) and (5), it 

is clear that the presence of RISs couples uplink and downlink resource allocation, since 
transmission rates are affected by RISs in both directions. From (19), (15), (3), (5), and (16), 
the radio resource allocation problem reads as:

where Ŵ(t) = [v(t), {pk(t)}
K
k=1, {pk(t)}

K
k=1, Ia(t),w(t)] , and

(19)
min

�(t)∈X̃ (t)

∑K

k=1

[(
Qr
k(t)− Ql

k(t)− Zk(t)
)
τRk(t)

+
(
ckQ

a
k (t)− Qr

k(t)− Zk(t)
)
τ fk(t)Jk −

(
Qa
k (t)+ Zk(t)

)
τRk(t)

]
+ V · etotσ (t)

(20)

min
Ŵ

(t) −

K∑

k=1

Uk(t) log2
(
1+ αk(v(t),w(t))pk(t)

)

−

K∑

k=1

Uk(t) log2

(
1+ αk(v(t),w(t))p

k
(t)

)
+ V

[ K∑

k=1

(
στpk(t)+ (1− σ)τp

k
(t)

)

+ (1− σ)Ia(t)τp
on
a + (1− σ)(1− Ia(t))τp

s
a + (1− σ)τ

I∑

i=1

pr(bi)

Ni∑

l=1

|vi,l(t)|
2

]

subject to Ia(t) ∈ {0, 1}; w(t) ∈ C; 0 ≤ pk(t) ≤ P̃k(t)Ia(t) ∀k;

vi,l(t) ∈ Si, |vi,l(t)|
2 ≤ Ia(t) ∀i, l;

0 ≤ p
k
(t) ≤ Pk(t), ∀k;

K∑

k=1

p
k
(t) ≤ Pa Ia(t);

(21)Uk(t) = (Ql
k(t)− Qr

k(t)+ Zk(t))Bkτ ,
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Problem (20) is non-convex due to the discrete nature of the phase shifts, the beam-
forming vector, and the active state variable of the AP (i.e., Ia(t) ); also, the non-con-
vexity comes from the coupling among variables induced by the presence of RISs and 
the beamforming at the AP. In principle, the global optimum solution of (20) can be 
achieved through an exhaustive search over all the possible combinations of {vi(t)}Ii=1 , 
w(t) , and Ia(t) , evaluating the optimal uplink and downlink powers, and selecting the set 
of variables that yields to the lowest value of the objective function in (20). However, the 
complexity of this approach grows exponentially with the number I of RISs, the maxi-
mum number N = maxi Ni of RIS elements, and the maximum cardinality S = maxi |Si| 
of the sets Si in (2). Since in the dynamic context considered in this paper resource allo-
cation must take place in a very short amount of time, we follow an alternative (albeit 
simplified) optimization strategy. In particular, let us first notice that we can distinguish 
between two different cases.
Case 1 : Ia(t) = 0. In this case, problem (20) is trivial, since the AP is in sleep state 

(thus not receiving and transmitting), and so are also the UE and the RISs. Thus, the 
only feasible solution reads as:

In this case, the objective function of (20) boils down to:

The value in (24) must be compared with the value of the objective function obtained in 
the following second case.
Case 2 : Ia(t) = 1. In this case, the AP is available for transmission and/or reception, 

so that a solution is needed to select the uplink and downlink radio resources and the 
RIS reflectivity coefficients. In particular, problem (20) translates into the following 
simplified sub-problem:

(22)Uk(t) = (Qa
k (t)+ Zk(t))Bkτ .

(23)pk(t) = 0, ∀k , p
k
(t) = 0, ∀k , vi(t) = 0, ∀i.

(24)�(Ia(t) = 0) = V (1− σ)τpsa.

(25)

min
�

r (t)
−

K∑

k=1

Uk(t) log2
(
1+ αk(v(t),w(t))pk(t)

)

−

K∑

k=1

Uk(t) log2

(
1+ αk(v(t),w(t))p

k
(t)

)

+ V

[
K∑

k=1

(
στpk(t)+ (1− σ)τp

k
(t)

)
+ (1− σ)τpona

+(1− σ)τ

I∑

i=1

pr(bi)

Ni∑

l=1

|vi,l(t)|
2

]

subject to 0 ≤ pk(t) ≤ P̃k(t) ∀k; vi,l(t) ∈ Si ∀i, l; w(t) ∈ C;

0 ≤ p
k
(t) ≤ Pk(t), ∀k;

K∑

k=1

p
k
(t) ≤ Pa.
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To solve (25), we propose a greedy method that first optimizes (25) with respect to the 
RIS reflectivity parameters {vi(t)}Ii=1 and the AP’s beamforming vector w(t) , and then 
it selects the uplink and downlink powers. Indeed, given a fixed RISs configuration and 
AP’s beamformer (i.e., for a given value of v(t) and w(t) ), (25) becomes strictly convex 
and decouples over uplink and downlink, admitting a simple closed form solution for 
{pk(t)}

K
k=1 , and a water-filling like expression for {p

k
(t)}Kk=1 . The details of the three opti-

mization steps (i.e., RISs/AP’s beamforming, uplink, and downlink) are given next.

4.1.1  RISs and AP’s beamforming optimization

To optimize (20) with respect to the RISs configuration and the AP’s beamforming, 
we notice that, for any value of pk(t) , if Uk(t) > 0 , the k-th component of the first 
objective term in (25) is minimized by increasing the normalized channel coefficients 
αk(v(t),w(t)) . A similar argument applies to the k-th component of the second objec-
tive term in (25), which is minimized by increasing the normalized channel coefficient 
αk(v(t),w(t)) . Thus, letting U(t) = {k |Uk(t) > 0} , we exploit the following surrogate 
optimization function:

which represents a linear combination of the RIS energy term in (25), weighted by the 
Lyapunov parameter V, and (negative) RIS-dependent uplink and downlink channel 
coefficients in (4) and (6), weighted by the terms Uk(t) and Uk(t) in (21)-(22), which 
depend on the communication, computing, and virtual queues’ states.

Intuitively, minimizing (26), the RISs will be optimized to favor uplink and/or down-
link communications (depending on the status of the cumulative parameters Uk(t) 
and Uk(t) for each user k), with a penalty on the energy spent for such improvement 
in communication performance. This is equivalent to a dynamic scheduling of the RIS 
resources to serve the users over uplink and/or downlink communications, depending 
on the status of the queues (i.e., Uk(t) and Uk(t) ) that quantify the system congestion. In 
other words, time plays the role of a further degree of freedom for the scheduling of the 
RISs, which are dynamically assigned by the proposed Lyapunov stochastic optimization 
procedure to serve uplink or downlink communications of different users. To the best 
of our knowledge, this queue-based dynamic control of RIS reconfiguration has never 
been proposed in the literature. Finally, increasing the value of V, the minimization of 
(26) leads to more sparse solutions for the vector v(t) , since it might be unnecessary to 
switch on all the reflecting elements to satisfy the average latency constraint in (16).

(26)

�R(v(t),w(t)) = −
∑

k∈U(t)

Uk(t)αk(v(t),w(t))−

K∑

k=1

Uk(t)αk(v(t),w(t))

+ V (1− σ)τ

I∑

i=1

pR(bi)

Ni∑

l=1

|vi,l(t)|
2,
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The steps of the proposed greedy method are illustrated in Algorithm 1, which pro-
ceeds according to the following rationale. Fixing an AP’s beamforming vector w(t) ∈ C , 
the method greedily optimizes the reflectivity vector v̄i (initialized at zero) of each RIS i, 
iteratively selecting the coefficient vi,l ∈ Si that minimizes (26), having fixed all the other 
parameters of RIS i (i.e., v̄i,−l ) and of the other RISs (i.e., v̄−i ). This procedure is repeated 
for all possible beamforming vector w(t) ∈ C , in order to find the pair (v(t),w(t)) that 
greedily minimizes the objective in (26). For each w(t) , this approach requires O(SN ) 
evaluations of (26), with N =

∑I
i=1Ni , and leads to a non-increasing behavior of (26) as 

more RIS reflecting elements are added and optimized. Interestingly, the function in (26) 
is greedily optimized filling the vectors {vi(t)}Ni=1 one element per time, starting from the 
zero vector (cf. Algorithm 1). Thus, in the first stages of Algorithm 1, the vector v(t) is 
composed of almost all zeros (i.e., it is highly sparse), and the computation of (26) is very 
light (cf. (4) and (6)). This operation is repeated for all w(t) ∈ C , thus requiring O(SN |C|) 
evaluations of the objective function in (26).

Block optimization of RISs Even if the complexity of the greedy procedure in Algo-
rithm 1 is sufficiently low, in practical scenarios one might still desire an even faster pro-
cedure. To this aim, we might divide the Ni modules of RIS i in Nb blocks, where the 
elements of each block are phase-shifted in the same way. Then, proceeding as in Algo-
rithm  1, each block of RIS i is greedily optimized selecting the phase shift coefficient 
(equal for each element of the block) that leads to the largest decrease of the surrogate 
objective in (26). Assuming for simplicity that the number of blocks is the same for all 
RISs, the complexity of Algorithm 1 is reduced of a factor N/INb , which is paid in terms 
of an overall reduction of performance. This complexity-performance trade-off will be 
numerically assessed in Sect. 4.

4.1.2  Uplink radio resource allocation

Once the RIS configuration v(t) and the AP’s beamformer w(t) have been fixed through 
Algorithm 1, from (25), the uplink radio resource allocation decouples from downlink, 
and reads as:
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Problem (27) is convex, with an additive strictly convex objective that decouples over 
the users. Now, imposing the Karush–Kuhn–Tucker (KKT) conditions of (27), it is easy 
to see that the problem admits a closed form solution for the optimal {pk(t)}Kk=1 . In par-
ticular, the set U(t) = {k |Uk(t) > 0} previously used in (26) takes the role of the set of 
transmitting users. Indeed, from a rapid inspection of (27), it is clear that user k does not 
transmit (i.e., pk(t) = 0 ) if Uk(t) < 0 (since both terms of the objective function in (27) 
are monotone non-decreasing functions of pk(t) ). Thus, we get a simple closed form 
solution for the optimal uplink powers:

As expected, for all k, the transmission powers at time t in (28) are affected by the RIS-
dependent uplink channel coefficient αk(v(t),w(t)) , and the status of the communica-
tion, computation, and virtual queues embedded into Uk(t) (cf. (21)).

4.1.3  Downlink radio resource allocation

Once the RISs configuration v(t) and the AP’s beamformer have been fixed, the radio 
resource allocation problem optimizes the downlink transmission powers {p

k
(t)}Kk=1 . From 

(25), we obtain:

Problem (29) is convex, and its solution can be found very efficiently imposing the KKT 
conditions. In particular, the Lagrangian associated with (29) reads as:

Then, the KKT conditions are given by:

(27)
min

{pk (t)}
K
k=1

−

K∑

k=1

Uk(t) log2
(
1+ αk(v(t),w(t))pk(t)

)
+ Vστ

K∑

k=1

pk(t)

subject to 0 ≤ pk(t) ≤ P̃k(t), ∀k .

(28)pk(t) =





�
Uk(t)

V τ log 2
−

1

αk(v(t),w(t))

��Pk (t)

0

, if k ∈ Ut;

0, if k /∈ Ut .

(29)

min
{p

k
(t)}Kk=1

−

K∑

k=1

Uk(t) log2

(
1+ αk(v(t),w(t))p

k
(t)

)
+ V (1− σ)τ

(
K∑

k=1

p
k
(t)+ pona

)

subject to 0 ≤ p
k
(t) ≤ Pk(t), ∀k;

K∑

k=1

p
k
(t) ≤ Pa.

(30)

L =−

K∑

k=1

Uk(t) log2

(
1+ αk(v(t),w(t))p

k
(t)

)
+ V (1− σ)τ

(
K∑

k=1

p
k
(t)+ pona

)

−

K∑

k=1

βkpk(t)+
∑K

k=1
γk(pk(t)− Pk(t))+ ν

(∑K

k=1
p
k
(t)− Pa

)
.
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Now, let us consider two cases. First of all, if we assume that 
∑K

k=1 pk(t) < Pa , we have 
ν = 0 due to condition iv) in (31). Then, from condition i), the optimal solution is:

This means that, evaluating (32) for all k, if 
∑K

k=1 pk(t) ≤ Pa , then (32) is also the global 
optimal solution of (29), since it satisfies all the KKT conditions. In the second case, 
given (32), if 

∑K
k=1 pk(t) > Pa , we must have ν > 0 , and the optimal solution of (29) 

is found by imposing 
∑K

k=1 pk(t) = Pa due to condition iv) in (31). In this case, from 
condition i) in (31), the solution of (29) admits a water-filling like structure [43] (whose 
practical implementation requires at most K iterations). More specifically, the optimal 
powers read as:

where ν is the Lagrange multiplier chosen to satisfy the power budget constraint with 
equality, i.e., 

∑K
k=1 pk(t) = Pa . The overall procedure is summarized in Algorithm  2 

and is very efficient. Indeed, in the case the closed-form solution in (32) is such that ∑K
k=1 pk(t) ≤ Pa , the procedure stops and the water-filling solution in (33) is not 

needed.

Overall procedure for radio resource allocation Using Algorithm 1, (28), and Algo-
rithm  2, we have the proposed solution to problem (25), i.e., the solution of prob-
lem (20) when the AP is active, i.e., Ia(t) = 1 . Now, to decide the AP state variable 
Ia(t) , we need to compare the value of the objective function of (20) in the active case 
with the one achieved in the sleep state, i.e., (24). Then, denoting by von(t) , won(t) , 

(31)

i)
∂L

∂p
k

= −
Uk(t)αk(v(t),w(t))

log(2)
(
1+ αk(v(t),w(t))p

k
(t)

) + V (1− σ)τ − βk + γk + ν = 0, ∀k;

ii) βk ≥ 0; p
k
(t) ≥ 0; βkpk(t) = 0, ∀k;

iii) γk ≥ 0; p
k
(t) ≤ Pk(t); γk

(
p
k
(t)− Pk(t)

)
= 0, ∀k;

iv) ν ≥ 0;
∑K

k=1
p
k
(t) ≤ Pa; ν

(∑K

k=1
p
k
(t)− Pa

)
= 0.

(32)p
k
(t) =

[
Uk(t)

V (1− σ) log 2
−

1

αk(v(t),w(t))

]Pk (t)

0

∀k .

(33)p
k
(t) =

[
Uk(t)

[V (1− σ)+ ν] log 2
−

1

αk(v(t),w(t))

]Pk (t)

0

∀k ,
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{pon
k
}Kk=1 , and {ponk }Kk=1 the solution obtained with Ia(t) = 1 (through Algorithm 1, (28), 

and Algorithm 2), the objective (20) reads as:

Then, the final solution of (20) is found by comparing (24) and (34). Indeed, if 
O(Ia(t) = 0) ≤ O(Ia(t) = 1) , the solution is given by (23). Otherwise, the solution is 
given by Algorithm 1, (28), and Algorithm 2. The overall procedure for dynamic radio 
resource allocation is described in Algorithm 3.

4.2  Dynamic allocation of computing resources

The computing resource allocation problem optimizes the CPU frequencies {fk(t)}Kk=1 
assigned by the server to the devices, and the overall ES frequency fc(t) . From (19), let-
ting Yk(t) = (−ckQ

a
k (t)+ Qr

k(t)+ Zk(t))Jkτ , we obtain

The CPU frequency fc(t) in (35) is assumed to belong to a fixed discrete set F  . Thus, 
for a given fc(t) ∈ F  , problem (35) is linear in {fk(t)}Kk=1 , and can be solved using the 

(34)

�(Ia(t) = 1) = −

K∑

k=1

Uk(t) log2
(
1+ αk(v

on(t),won(t))ponk (t)
)

−

K∑

k=1

Uk(t) log2

(
1+ αk(v

on(t),won(t))pon
k
(t)

)
+ V τ

[
K∑

k=1

(
σponk (t)+ (1− σ)pon

k
(t)

)

+ (1− σ)

(
pona +

I∑

i=1

pR(bi)

Ni∑

l=1

|voni,l (t)|
2

)]
.

(35)

min
{fk (t)}

K
k=1, fc(t)

−

K∑

k=1

Yk(t)fk(t)+ V (1− σ)τγs(fc(t))
3

subject to 0 ≤ fk(t) ≤
Qr
k(t)

τ Jk
, ∀k;

K∑

k=1

fk(t) ≤ fc(t); fc(t) ∈ F .
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simple procedure in Algorithm 4. Intuitively, Algorithm 4 assigns the largest portions of 
fc(t) to the devices with largest values of Yk(t) , and requires at most K steps. Also, letting 
C(t) = {k |Yk(t) > 0} , it is clear that the ES assigns a nonzero CPU frequency only to 
the devices belonging to C(t) . Finally, denoting by {fk(fc(t))}Kk=1 the optimal frequencies 
assigned at the users for a given fc(t) ∈ F  (using Algorithm 4), the optimal ES frequency 
fc(t) is given by:

The variables fc(t) and {fk(fc(t))}Kk=1 represent the global optimal solution of (35) at time 
t. The worst case number of scalar operations needed by this procedure is O(K |F |) , 
which is affordable in many practical scenarios.

4.3  Overall algorithmic solution

The overall procedure for the proposed resource allocation strategy for RIS-empowered 
dynamic mobile edge computing is summarized in Algorithm  5, which explains how 
the previously introduced Algorithms 1-4 are intertwined. In particular, the first step of 
Algorithm  5 aims at allocating radio resources exploiting Algorithm  3, which embeds 
Algorithms 1 and 2 (cf. Algorithm 3). Then, the second step of Algorithm 5 hinges on 
Algorithm 4 to allocate the computing resources of the ES. The first two steps of Algo-
rithm 5 (i.e., the resource allocation) are run by the ES, which is the only entity assumed 
to have the overall knowledge of the system in terms of, e.g., channels, queues, etc. Also, 
since steps 1 and 2 of Algorithm 5 involve decoupled optimizations over radio and com-
puting variables, respectively, they can also be computed in parallel to make the imple-
mentation more efficient.

Clearly, Algorithm 5 builds on the previously derived joint optimization of commu-
nication, computation, and RISs parameters in Sects.  3.1 and 3.2. The method is fully 
dynamic and optimizes variables on-the-fly via closed form expressions or low-complex-
ity procedures (which do not require asymptotic convergence of iterative algorithms), 
based on instantaneous realizations and observation of all involved random variables 
(i.e., wireless channels, and data arrivals), as well as that of physical and virtual queue 

(36)fc(t) = arg min
fc∈F

−
∑

k∈C(t)

Yk(t)fk(fc)+ V (1− σ)τγs(fc)
3.
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states. Algorithm 5 is run at the ES, and the optimized variables are then sent to the UE, 
AP, and RISs, within the portion τs of the time slot dedicated to resource optimization 
and signaling. Distributed implementations to limit the exchange of state information 
can also be envisioned, but are beyond the scope of this paper.

Interestingly, the algorithm comes with theoretical guarantees in terms of stability and 
performance. In particular, the following proposition holds.

Proposition 1 Suppose that the channel gains {hak(t)}k , {hk ,i(t)}k ,i , {G
a
k ,i(t)}k ,i , {h

a
k(t)}k , 

{hk ,i(t)}k , {Ga
k ,i(t)}k ,i , and the data arrivals {Ak(t)}k are i.i.d over time. Then, let (16) be 

feasible, and E{L(�(0))} < ∞ . Then, Algorithm 5 guarantees that all physical and vir-
tual queues are mean-rate stable and that the network objective eσtot(t) satisfies:

where eσ ,opttot  is the infimum time average energy achievable by any policy that meets the 
required constraints, and C and ζ are finite positive constants.

1  Proof
The claim follows from the fact that the control policy given by Algorithm 5 is a C-addi-
tive approximation [42, p. 59], which admits inexact solutions (with bounded error) of 
the drift-plus-penalty method in (19) at each time t. In fact, the solution of Algorithm 5 
generally differs from the one of (19), because the greedy Algorithm 1 (embedded into Step 
1 of Algorithm 5) is not guaranteed to find the optimal RIS configuration for a given set 
of channel configurations and data arrivals. However, since the objective and the feasi-
ble set of (19) are bounded, for any given value of the (real and virtual) queues at time 
t, the (expected conditional) difference of the objective values achieved by an exhaustive 
search procedure (striking the optimum) and the proposed approach in Algorithm  1 is 
always upper-bounded by a finite constant C. This proves that Algorithm 5 is a C-addi-
tive approximation of the drift-plus-penalty method in (19). Finally, following the same 
approach used in [42, p. 61], since all the functions in (19) are bounded over the feasible 
set for all t, it exists a finite constant ζ > 0 such that the main claim of the Proposition 
comes as a consequence of [42, Theorem 4.8]. �

(37)lim sup
T→∞

1

T

T∑

t=1

E{eσtot(t)} ≤ e
σ ,opt
tot +

ζ + C

V
,
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Proposition 1 guarantees that Algorithm  5 provides stability of the system, while 
asymptotically approaching the optimal solution of (16) as V increases [42, Th. 4.8]. In 
practical scenarios with finite V values, the higher is V, the more importance is given 
to the energy consumption, rather than to the virtual queue backlogs, thus pushing 
the solution closer to optimality, while still guaranteeing the stability of the system. In 
Sect. 4, we will numerically assess the performance of the proposed resource allocation 
strategy.

5  Numerical results and discussion
We consider a scenario similar to Fig. 1, with K = 5 users wishing to offload their appli-
cations to the ES, through a wireless connection with an AP operating at f0 = 28 GHz. 
The total available bandwidth is B = 100 MHz, equally shared among users, and a 
noise power spectral density N0 = −174 dBm/Hz. At each time slot, the SISO channels 
{hak}

K
k=1 , {h

a
k}

K
k=1 between the users and the AP, the channels {hk ,i}i,k , {hk ,i}i,k between the 

users and RISs, and the channels {Ga
k ,i}i,k , {Ga

k ,i}i,k between the RISs and the AP are gen-
erated through the available tool SimRIS [36]. In particular, denoting by (x, y, z) the 3D 
coordinates of an element, we set the following positions and parameters:

• 1 AP at (0, 25, 2), with pona = 2.2 W, psa = 278 mW and Pa = 24 dBm, according to a 
pico-cell case [39].

• 2 RISs with Ni = 100 elements at (33, 28, 2) and (33, 18, 2). We assume that each 
phase can be encoded with bi bits (cf. (2)), with bi ranging from 1 to 3 across the 
different simulations. Therefore, the energy consumption assumed for controlling 
a single element is set to (cf. (14)) pR(bi = 1) = 0.5 mW, pR(bi = 2) = 1 mW, and 
pR(bi = 3) = 1.5 mW.

• 5 users at (34, 20, 1), (35, 20, 1), (36, 20, 1), (36, 22, 1), and (35, 22, 1). The maximum 
transmit power of a generic user k is set to Pk = 100 mW.

All channels experience a coherence time equal to the total slot duration τl = 10 ms. A 
portion τs = 1 ms is devoted to control signaling and optimization. Thus, the queues are 
drained for τ = 9 ms, while the arrival rate is computed as Āk = E{Ak(t)/τl} and is set to 
100 kbps with Poisson distribution, for all users. As depicted in Fig. 1, we assume that an 
obstacle obscures the direct communication between the users and the AP with 30 dB of 
additional path loss. From an application point of view, we consider a conversion factor 
Jk = 10−3, ∀k (cf. (8)), and ck = 1, ∀k (cf. (9)). An average constraint on the E2E delay 
equal to 50 ms is imposed (cf. (16)). Also, we assume that the ES frequency f st  (cf. (11)) 
can be selected in the finite set F = [0, 0.01, 0.02, . . . , 1] × fmax , with fmax = 4.5 GHz, 
while the effective switched capacitance of the processor is set to γs = 10−27 W · s3.

5.1  Energy‑delay trade‑off

In this section, we illustrate the trade-off between user energy consumption and E2E 
delay, obtained with our strategy by tuning the trade-off parameter V (cf. (18)). We 
first present a single user setting, to then extend it to the multi-user scenario already 
described. For this first simulation, we consider a user-centric strategy, i.e., σ = 1 (cf. 
(15)).
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5.1.1  Single user/single RIS

We start from a simple scenario that involves the presence of one user, with an arrival 
rate Ā1 = 500 kbps, and (possibly) one RIS (i.e., the first ones listed in the simulation 
setup), and a single antenna AP. In Fig. 2, we show the E2E delay as a function of the user 
energy consumption, comparing a scenario without RIS with the case where one RIS 
is exploited, considering also imperfect channel state information (CSI). In particular, 
we consider both the perfect CSI case, and two cases in which the latter is estimated 
with an error, with η denoting the estimation signal to noise ratio. The curves in Fig. 2 
are obtained by increasing the Lyapunov trade-off parameter V from right to left. As 
expected, by increasing V, the energy consumption decreases, while the average E2E 
delay increases up to the desired maximum bound Davg

k = 50 ms, for all the proposed 
settings. Since this work represents the first contribution on RIS-aided dynamic edge 
computing, the w/o RIS cases in Fig. 2 represent the current state of the art. Then, from 
Fig. 2, we can notice how the proposed method exploiting RISs largely outperform the 
case without RIS in terms of energy-delay tradeoff. Also, the imperfect knowledge of 
channel states has a small impact on the performance (especially in the RIS aided sce-
nario), thanks to the C-approximation concept introduced in Section 3.1.

To assess the performance boost introduced by multi-antenna communications, in 
Fig. 3 we report the behavior of the E2E delay as a function of the user energy consump-
tion, comparing a scenario with a multi-antenna AP with the single-antenna case (i.e., 
SISO). Also, in Fig. 3 we illustrate the behaviors without the presence of RIS (i.e., No 
RIS), and with random selection of the RIS reflection coefficients (i.e., RIS random), 
which is known to perform well in rich scattering scenarios [44]. The simulation param-
eters are: Na = 16 antennas at the AP, additional path loss due to obstacle equal to 20 
dB, 1 RIS with 100 elements and 1-bit quantization, and Jk = 10−2 . The antenna pat-
terns used to build C are taken from [45], with each element modeled as in [46, Eqn. 2]. 
A range of −60◦ to 60◦ , with a step of 10◦ is considered to be the codebook of possible 
beam patterns. As we can notice from Fig. 3, the presence of the RIS optimized accord-
ing to the proposed strategy (i.e., RIS heuristic) always improves the performance with 
respect to the no RIS case and to random RIS; instead, the random RIS setting does not 
bring any benefit in terms of energy-latency trade-off in both SISO or MISO scenarios. 

Fig. 2 Average delay versus user energy (single user)
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Also, from Fig. 3, it is clear the great advantage introduced by multiple antennas both in 
the no RIS case and, even more evidently, in the presence of an RIS. Finally, it is quite 
interesting to notice that, in the proposed setting, the no RIS MISO case has similar per-
formance with respect to the RIS heuristic SISO case, suggesting that an efficient opti-
mization of the RIS can cope with the lack of multiple antennas at the AP; a fact that can 
greatly reduce deployment and maintenance costs.

5.1.2  Multiple users/multiple RISs

Now, we simulate a more challenging case that encompasses multiple users and pos-
sibly multiple RISs, as described in the simulation setup. For this simulation, we con-
sider a holistic strategy that equally weights users and network energy consumption, i.e., 
σ = 0.5 (cf. (15)). Thus, in Fig.  4a, we show the E2E delay versus the network energy 
consumption, considering 5 different conditions:

• A scenario without RISs;
• A scenario with 1 RIS, i.e., the second RIS is switched off. Also, the optimization in 

Algorithm 1 is performed for each element. We term this strategy as 1 RIS, full;
• A scenario with 1 RIS, where Nb = 50 blocks are defined, i.e., RIS element are opti-

mized in groups of 2. This strategy aims at reducing the complexity of the greedy 
strategy in Algorithm 1. Thus, given the number of elements Ni , elements are opti-
mized, thorough Algorithm 1, in groups of Ni

Nb
 elements;

• A scenario with 1 RIS, with 25 optimization blocks, i.e., RIS elements are optimized 
in groups of 4;

• A scenario with 2 RISs, with full optimization.

The curves in Fig.  4a are obtained by increasing the Lyapunov trade-off parameter V 
from right to left. By increasing V, each curve reaches a different value of the energy con-
sumption, while converging to the desired delay bound. As expected, all scenarios with 
RISs outperform the scenario without RIS, with the full optimization (with both 1 and 

Fig. 3 Average delay vs. user energy for single- and multi-antenna systems
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2 RISs) achieving the largest gain. The block optimization (with Nb = 25 and Nb = 50 ) 
reduces complexity at the cost of increased energy with respect to the full strategies.

By looking at Fig.  4a, one may conclude that the gain in terms of overall network 
energy consumption could be negligible. However, this is not true, since we need to ana-
lyze the single sources of energy consumption (i.e., users and network elements) sepa-
rately. In particular, in Fig. 4b, we show the average sum energy consumption of all users 
as a function of the trade-off parameter V, for the same values used to obtain Fig. 4a. 
Let us first notice that, while the whole network energy consumption is a monotone 

Fig. 4 Energy-delay trade-off in a multi-user settings
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non-increasing function of V, this does not necessarily hold for the single source of 
energy (users, AP, ES and RISs), due to the fact that we minimize a weighted sum of the 
energy sources (cf. (15)). But most importantly, from Fig. 4b, we can notice the consider-
able energy gain in terms of users energy consumption obtained in all the scenarios with 
RISs, for all values of V, with respect to the scenario without RIS. Also, if we concentrate 
on the largest value of V, we can compare the strategies for the same maximum average 
E2E delay (i.e., the bound in Fig. 4a). As a result, from Fig. 4b, the strategy with 2 RISs 
yields a user energy consumption more than 3 times lower than the value achievable in 
the non-RIS scenario. In the case of 1 RIS optimized with Nb = 25 elements, we obtain 
around a 30% gain. This reduced gain is the price paid by the complexity reduction with 
respect to the full optimization. Similar consideration can be made for the AP energy 
consumption in Fig. 4c, which shows considerable energy gains. This is due to the fact 
that, since uplink and downlink communications are empowered by the RISs, the users 
and the AP are able to transmit more data when the AP is active, leaving more time to 
join the sleep state and save energy (cf. (12)). Thus, the AP duty cycle is reduced by the 
presence of RISs, as we can see from Fig.  4f, which shows the results of the different 
strategies for the last value of V = 1011.

The effect of RISs is instead less visible on the energy consumption of the server, illus-
trated in Fig. 4d, which is stable around similar values for all scenarios and for all val-
ues of V. Finally, the energy consumption of the RISs is shown in Fig. 4e, where we can 
notice the increased energy consumption with 2 RISs. Obviously, in the case without 
RISs, the energy consumption is equal to zero. In summary, the take-home message of 
Fig. 4 is three-fold:

• Our dynamic strategy is able to reduce the whole energy consumption, with the cost 
of an increased delay, up to the threshold defined through constraint (a) of (16);

• Empowering MEC with RISs slightly reduces the whole network energy (a non-
straightforward fact due to the presence of the RIS energy consumption), while it 
yields a large gain in terms of users and AP energy consumption.

• The complexity of Algorithm  1 can be reduced by optimizing groups of elements, 
with the cost of a decreased (yet considerable) gain in terms of energy performance.

5.1.3  Comparison with communication‑oriented RIS optimization strategies

An important aspect for the validation of the proposed technique for RIS optimiza-
tion is the comparison with other methods available in the literature, which mainly 
optimized RISs to boost communication parameters such as, e.g., rate, signal to noise 
ratio, or mean-square error of symbol recovery. To this aim, in Fig. 5, we report the 
behavior of the E2E delay as a function of the user energy consumption, comparing 
the proposed MEC-oriented RIS-optimization strategy (cf. Algorithm 1) with a purely 
communication-oriented approach aimed at greedily maximizing the sum of the RIS-
aided wireless channel gains. Such competitor can be seen as the customization of 
the RIS-optimization approach in [32] to our multi-user dynamic MEC scenario with 
discrete constraints on RIS phase shifts. For this simulation, we consider a SISO sys-
tem serving two UE, one RIS with 50 elements and 1 bit quantization, an additive 
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path loss on the direct path equal to 23 dB, Poisson arrivals with average arrivals 102 
and 105 bits per slot, and Jk = 10−1 for both users. As we can notice from Fig. 5, the 
proposed MEC-oriented strategy largely outperforms the simple communication-ori-
ented approach. This is mainly due to the fact that our strategy incorporates infor-
mation about the service latency (comprising both communication and computation) 
thanks to the presence of the queue parameters Uk(t) and Uk(t) in (26). This positive 
behavior can also be observed in Fig. 6, which illustrates the power resource alloca-
tion over a single time slot of the algorithm, comparing our RIS-optimization method 
(i.e., our heuristic) with the communication-oriented approach (i.e., sum of channel 
gains). In particular, on the left side of Fig. 6, we report the queue parameters in (21) 
for the two UE, which quantify the cumulative congestion of the users from both a 
communication and computation perspective. As we can see from Fig. 6 (left), user 
no. 2 has a much larger queue than user no. 1. In this situation, the resource alloca-
tion should help user no. 2 to reduce its queue, thus consequently stabilizing the sys-
tem. Then, in Fig. 6 (center), we report the RIS-aided channel gains obtained in three 
cases: (i) without the presence of the RIS; (ii) considering the RIS optimized using the 
communication-oriented strategy; (iii) considering the RIS optimized according to 

Fig. 5 Average delay vs. users energy for different RIS optimization strategies

Fig. 6 Instantaneous RIS and radio resource allocation, for different RIS optimization strategies
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our MEC-oriented strategy (i.e., Algorithm 1). As we can notice from Fig. 6 (center), 
the communication-oriented strategy improves the RIS-aided channel gains of both 
users in a similar manner with respect to the no RIS case; whereas, our heuristic per-
forms a selective improvement (around 4.5 times) of the RIS-aided channel gain of 
user no. 2, which is the one having the largest queue. In other words, the RIS has been 
selectively assigned to the user having the largest queue, thanks to the soft dynamic 
assignment scheme implemented by Algorithm 1. This gain is then reflected into the 
power allocation of the users, which is shown in Fig. 6 (right). Indeed, while the power 
allocation of user 1 is almost the same for both strategies, there is a large reduction of 
power for the second user. This positive behavior comes from the incorporation of the 
cumulative queue parameters in (21) and (22) in the objective function (26), which 
is indeed what leads to the very good performance of our strategy in the context of 
dynamic MEC empowered by RISs.

5.2  Block optimization of RISs in user‑centric scenarios

The results obtained in Fig. 4 motivate us to explore the performance in terms of energy 
consumption and complexity in the user-centric case (i.e., σ = 1 in (15)), by varying the 
number of blocks Nb and the number of bits bi used to optimize RIS’s phases (cf. (2)). To 
this aim, in Fig. 7, we illustrate the users energy consumption as a function of the num-
ber of blocks Nb = [1, 2, 5, 10, 20, 25, 50, 100] . Let us recall that Nb = 100 corresponds 
to the full optimization of Fig. 4a, while Nb = 1 is the lowest complexity strategy, since 
it excites all RIS elements with the same phase. For this simulation, we consider only 
one RIS, and we compare the results with the non-RIS scenario, which is depicted with 

Table 1 Percentage of saved time with respect to full optimization

b/Nb 1 2 5 10 20 25 50 100

1 0.5% 1% 2% 4% 7% 8% 15% 29%

2 2% 3% 4% 6% 10% 14% 26% 50%

3 1% 2% 5% 10% 22% 23% 54% 100%

Fig. 7 Average users’ energy consumption vs. Nb
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a horizontal line. From Fig. 7, we can notice how, using the RIS is always beneficial, even 
in the case with Nb = 1 , although with a slight gain with respect to the non-RIS scenario. 
As expected, by increasing the number Nb of blocks, the energy consumption decreases 
thanks to the larger degrees of freedom in optimizing the RIS elements. Also, increasing 
the number of bits yields a further reduction in the energy consumption, which is more 
or less appreciable depending on Nb . Finally, from a complexity point of view, we show 
in Table 1  the percentage of saved time in running a single instance of Algorithm 1, with 
respect to the highest complexity strategy ( b1 = 3 , Nb = 100 ). From Table 1, decreas-
ing bi as well as Nb , we can achieve a considerable gain in terms of computation time 
needed to find the solution, paid with an increased energy consumption. This quantifies 
the inherent energy-complexity trade-off introduced by the RIS block optimization.

5.3  Adaptation in non‑stationary scenarios

As a final result, we illustrate how the proposed method behaves in a non-stationary 
scenario with dynamic channel blocking. We assume that, at the beginning of the opti-
mization, no obstacle obscures the direct path between AP and users. Then, at slot num-
ber 1000, an obstacle with 30 dB attenuation is interposed in the direct path. For this 
simulation, we consider again a holistic strategy ( σ = 0.5 ), and we compare the results 
without RIS, with 1 RIS and with 2 RISs, with full RIS optimization ( Nb = 100 ). Then, 
in Fig. 8a–c, we illustrate the moving average of the users energy consumption, system 
energy consumption, and average E2E delay, obtained by averaging these quantities over 
the last 100 slots. From Fig. a, b, we can notice how, at the beginning, all scenarios con-
verge to a similar user and system energy consumption, due to the fact that the direct 
path is in good conditions and the RIS does not yield considerable gains. However, when 
the blockage occurs, the case without RIS is heavily affected from a user energy con-
sumption perspective. This is due to the fact that the direct path is strongly attenuated, 
which requires higher user transmit power and more AP activity to cope with the arrival 
rate and stabilize the system. On the contrary, the presence of an RIS determines only a 
mild effect of a blocking event on the performance. Indeed, as we can see from Fig. 8a, b, 
with one RIS, the energy consumption is affected due to the blocked direct path, but it is 
able to converge (in a few time-slots) to a new value much lower than the non-RIS case 
thanks to the alternative path and the inherent gain of the RIS channel. With two RISs, 
this gain is even more visible. Finally, from Fig. 8c, we can notice how the delay stabi-
lizes, in both cases, around the threshold, albeit a slight violation caused by the fact that 
the average is performed over a small window of 100 slots.

6  Conclusions
In this paper, we have proposed a novel algorithm for energy-efficient low-latency 
dynamic edge computing, empowered with reconfigurable intelligent surfaces. The 
method hinges on stochastic optimization tools, learning dynamically and jointly the 
phases of RISs elements, the beamforming at the access point, the radio parameter of 
users and of the access point (i.e., powers and active states), and the CPU frequencies 
of the edge server. Even in the complex dynamic MEC scenario considered in the paper, 
the proposed approach requires only low-complexity procedures at each time slot and 
enables online adaptation of the RISs configuration to dynamically shape the wireless 
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Fig. 8 Temporal behaviors of energy and delay in a non-stationary scenario
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propagation channel. Being fully adaptive, the method does not need any a priori knowl-
edge of channel and data arrival statistics. Numerical results assess the performance of 
the proposed strategy, illustrating the potential gain and adaptation capabilities achiev-
able endowing MEC systems with multiple reconfigurable intelligent surfaces.
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