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Abstract

The combination of X-ray reflectivity (XRR) and grazing incidence X-ray fluo-

rescence (GIXRF) is a surface sensitive analytical method, which can be used

for the characterization of thin films and multilayered materials. Both of these

techniques are implemented on the same experimental setup and make use of

similar mechanical processes and the same fundamental physical concept

required for a combined data analysis. The combination of these techniques

removes ambiguous results for the characterization of nanometer layers, as

well as nanometer depth profiles, resulting in more accurate characterization

of thickness, roughness, density, and elemental composition. Due to the vast

number of fitting parameters, the estimation of the thin film sample structure

is a challenging task. In this paper, we propose a recursive method for estimat-

ing the uncertainties of data from GIXRF-XRR analysis, based on a Bootstrap

statistical method. This approach relies on re-sampling a dataset to estimate

statistics on a population by applying random weights. We applied this method

on an as-deposited chalcogenide germanium, antimony, and tellurium (GST)

thin film with a carbon-capping layer. We found good agreement between the

experimental and the theoretical XRR-GIXRF values for a sample structure

model, of which the parameters were determined within a confidence interval

using the bootstrap method. We also propose an approach for calculating the

uncertainty on the solid angle of detection based on Monte Carlo simulations.
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1 | INTRODUCTION

Telluride-based chalcogenide thin films are being widely
used in data storage devices.1 These materials such as
GeTe, SbTe, GeSbTe, are characterized by their phase

change properties from amorphous to crystalline, that
have led recently to their use in non-volatile resistive
memories in Phase Change Random Access Memories.2,3

The phase change properties are obtained by applying
heat sources such as optical and/or electrical pulses of
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different intensities and durations,4,5 that modify the
chemical structure of the material and therefore, its opti-
cal and electrical properties. Furthermore, the crystalliza-
tion temperature and the optical properties of
multilayered GST (germanium, antimony, and tellurium)
samples change with their chemical composition and
their elemental depth profile.6,7 In order to study these
physical and chemical properties, the characterization of
GST multilayered thin-films is required.

Reference-free grazing incidence X-ray fluorescence
(GIXRF) in combination with X-ray reflectivity (XRR) is
one of the methods used for the characterization of lay-
ered thin films in the nanometer range.8,9 For non-
organic materials, GIXRF is a powerful non-destructive
technique that can be used for elemental depth profiling,
as well as for determination of thickness, density, and
roughness of thin films. This technique was formalized
by De Boer and it is based on the intensity changes of
X-ray standing waves (XSW) created by the interference
between the incident and the reflected X-ray waves
within the thin layers when varying the angle of
incidence.10–12

X-ray reflectivity is a sensitive analysis technique used
for the characterization of thin film surfaces and inter-
faces, based on the measurement of the reflected inten-
sity by varying the angle of incidence in the grazing
range. This method is used to determine the density,
interface roughness and thickness of thin layers ranging
from a few nanometers to some hundred nanometers—as
well as the optical properties of the reflecting interfaces.13

Combining these two methods results in better char-
acterization of quantitative chemical depth-dependence
in thin films. In addition, most X-ray fluorescence (XRF)
quantification techniques depend on reference materials
or calibration standards, both of which are difficult to
obtain for a wide range of materials.14 To circumvent this
problem, reference-free GIXRF is used,15 relying on the
use of calibrated instrumentation16,17 and the knowledge
of the fundamental atomic parameters of the elements,
rather than on the use of suitable reference materials
with similar characteristics to the sample to be
analyzed.15

A key step in validating the reference-free GIXRF-
XRR analysis method is to determine the parameter
uncertainties. This is a challenging task due to the large
number of optimization parameters. In this paper, we
propose a method to determine the confidence intervals
linked to reference-free GIXRF-XRR analysis implemen-
ted in the goniometer CASTOR (chambre d'analyse spec-
trométrique par réflexion ou transmission)18 at the
SOLEIL synchrotron by using a Bootstrap sampling
method. In addition, we calculate the uncertainty of the

solid angle of XRF detection analysis following the rec-
ommendations in the Guide to the Expression of Uncer-
tainty in measurement (GUM)19,20 using Monte Carlo
simulations.21

2 | EXPERIMENTAL

2.1 | Sample preparation

The sample was prepared by CEA LETI by depositing
50 nm-thick chalcogenide material on 300 μm silicon
(001) wafers using magnetron sputtering of a Ge2Sb2Te5
alloyed target (Applied Materials Endura® Clover™
multi-cathode PVD chamber). The deposition tempera-
ture was kept close to 60�C for all samples and the cham-
ber base pressure was 1.33 � 10�4 Pa.22 The
chalcogenide material was capped in situ with a 3.5 nm-
thick amorphous carbon layer deposited in pulse-DC
mode in order to prevent aging.23

2.2 | Instrumentation

The reference-free GIXRF-XRR measurements were con-
ducted with the goniometer CASTOR18 on the METRO-
LOGIE beamline at the SOLEIL synchrotron.24 The
irradiation chamber was developed by Laboratoire
National Henri Becquerel (CEA/LNE-LNHB), based on
the model of the Physikalisch-Technische Bundesanstalt
(PTB, Germany) and the Technical University of Ber-
lin.25,26 A 3D drawing of the chamber is shown in
Figure 1. The instrument is installed on the “hard X-ray”
branch equipped with a double Si (111) crystal mono-
chromator with a Bragg angular range able to select an
energy between 3 and 45 keV.

The irradiation chamber encloses a seven-axis manip-
ulator, including four translation axes and three rotation
axes. Among these axes, five are used to control the sam-
ple position (Tz, Ts, Tx, Rx, and Rθ1) and two for the detec-
tion arm position (Tz2 and Rθ2) as shown in Figure 1. The
rotation axes (Rθ1 and Rθ2) are the critical ones, since
they can move freely to adjust the incident angle on the
sample, as well as the detection angle. The XRR measure-
ments were taken in θ/2θ configuration using an AXUV
photodiode (IRD Optodiode) placed on the Rθ2 arm. The
XRF signal was acquired with an energy-dispersive spec-
trometer (EDS) (Silicon Drift Detector (SDD) from Amp-
tek) placed at 90� from the excitation beam and at a
distance of 13 mm from the sample surface. Figure 2
shows the geometry setup for reference-free XRR-GIXRF
measurements.

2 MELHEM ET AL.
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3 | SIMULATION AND
OPTIMIZATION

Reference-free GIXRF-XRR analysis is based on the
knowledge of the fundamental atomic parameters and
the instrumental parameters, such as the intensity of the
excitation radiation, the beam geometry and the solid
angle of detection. In this section, we provide a short

description of the simulations and fitting procedures for
XRR-GIXRF data, followed by the solid angle calculation
method.

First, the data of XRR and GIXRF were acquired
using LabVIEW. Afterwards, we performed the combined
analysis of XRR-GIXRF using several software packages:

1. XRR data were analyzed with IMD27 to obtain an esti-
mation of the structural composition,

2. GIXRF spectra were fitted with COLEGRAM28 to
derive the intensity of the fluorescence X-ray lines,
and finally

3. GIXRF-XRR analysis was performed using in-house
software called ELIXIR to derive the sample structure
and the associated uncertainties based on the model
obtained with IMD and the fitted fluorescence data.

3.1 | Combined GIXRF-XRR

GIXRF-XRR method is based on measuring and analyz-
ing the unique angular dependent fluorescence emissions
resulting from the interaction of specific atoms with the
XSW, while varying the angle of incidence.

The reflectivity of X-rays that occurs at the interfaces
of multilayers can be calculated using Parratt's recursive
method29 with the Névot–Croce formalism to take into
account the roughness30 by computing the electromag-
netic field as a function of the incidence angle (θ) based
on reflection and refraction at the interfaces as:

XRR θð Þ¼ Er 0,θð ÞþEt 0ð ,θÞk k2: ð1Þ

At grazing incidence angles, the reflected part of the
incident beam interferes with the incoming beam form-
ing standing waves, within the limits of coherence, stand-
ing waves above the surface and within the first tenths of
a nanometer inside the material. The generated X-ray
standing wave inside the thin layers enhances the proba-
bility of ionizing an element present at its antinodes,
which makes it a very sensitive probe for determining
depth profiles of elements and interfacial roughness31

since it depends on the incident angle and the photon
energy. In addition, GIXRF uses XRF incident angle
dependency, especially below the substrate's critical
angle, where variations of XSW intensity affect the angu-
lar intensity profile. Due to the change of the penetration
depth and the interference of incident and reflected fields
when varying the incident angle, the GIXRF spectrum
shows variations in the fluorescence intensity related to
the elemental depth distribution in the sample. The emit-
ted fluorescence is calculated using the same recursive
formalism of Parratt. This approach is based on the

FIGURE 2 Geometry setup for reference free XRR-GIXRF

measurements, composed of an energy dispersive spectrometer to

record the fluorescence and a photodiode to measure the

reflectivity while varying the incident angle. SDD, silicon drift

detector.

FIGURE 1 3D drawing representing the goniometer CASTOR

with the axes of motion.
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calculation of the derivative of the Poynting vector as
developed by De Boer10 through the calculation of the
reflection and transmission coefficients at each layer. The
detected fluorescence is computed by taking into account
the variation of the field and the interface roughnesses by
cutting the layers into thin slabs32 as

XRFi ¼ Ω θð ÞI0Tηiτiωi �
X

j
Wi zj

� �
ρ zj
� �

zj� zj�1
� �

� Er zj,θ
� �þEt zj,θ

� ��� ���� ��
exp �

Xj�1

h¼1
μj zhð Þρ zhð Þ zh�zh�1ð Þ

� �
, ð2Þ

where, Ω θð Þ: the solid angle of detection, T: the acquisi-
tion live time of each spectrum, I0: the flux of incident
photons, ηi: the detector full-energy peak efficiency at the
line energy of element i, τi: the photoelectric cross
section of element i at incoming energy, ωi: the partial
fluorescence yield of element i, Wi zj

� �
: the weight frac-

tion of element i at depth zj, ρ zj
� �

: the density at the
same depth zj, μj zhð Þ: the attenuation coefficient to take
into account the reabsorption of the emitted fluorescence
when passing through the upper layers, Er zj,θ

� �
and

Et zj,θ
� �

: the transmitted and the reflected electric fields.
As initial settings for the optimization technique, the

experimental setup parameters and the sample parame-
ters (roughnesses, thicknesses, densities, and elemental
compositions), must be defined. The simulated GIXRF
and XRR data for each parameter are then computed.

The optimization procedure should consider the dif-
ferent dynamic ranges of the XRR and the GIXRF
responses. The XRR is normalized to the incident photon
flux exhibiting a signal ranging from 0 to 1, with features
that extend over several logarithmic orders of magnitude.
On the other hand, the GIXRF curves present peak areas
ranging from hundreds to millions of counts. Conse-
quently, employing the same χ2 function for both tech-
niques in the optimization procedure may prove
challenging, as one experimental curve may dominate
over the other.

Afterwards, calculated GIXRF-XRR data are fitted to
the experimental data with ELIXIR by adjusting the
model parameters using two χ2 cost functions. For the
reflectivity, the data are multiplied by the incident angle
to the power of 5 to simplify fitting and amplify the effect
of tiny density fluctuations on the fit for the reflectiv-
ity as:

CostXRR ¼
Xn
i¼1

θ5i � eXRRi,Th �θ5i � eXRRi,Exp
� �2

θ5i � eXRRi,Th
, ð3Þ

and for the fluorescence the cost function is calcu-
lated as:

CostXRF ¼
Xn
i¼1

XRFi,Th�XRFi,Exp
� �2

XRFi,Th
� 1
Max XRFThð Þ : ð4Þ

In these equations, n is the number of angular steps,
Max XRFThð Þ is the maximum calculated value of the
XRF curve, XRRi,Th, XRRi,Exp, XRFi,Th, and XRFi,Exp are
the theoretical and the experimental values for the reflec-
tivity and the fluorescence at each angle. Finally, once
the stopping criteria are reached, the best parameter set
is obtained.

3.2 | Solid angle

The solid angle of detection of the energy-dispersive spec-
trometer is an important parameter influencing the effi-
ciency of the X-ray signal measurement. Thus, in order to
model correctly the sample in the fitting procedure, some
geometrical aspects must be accurately taken into
account. These include the footprint of the incoming
beam on the sample and the solid angle of detection.

The shape and the size of the incoming beam on the
sample is defined by a slit placed at 1 m ahead, vertically
to limit the horizontal divergence on the sample. The use
of a rectangular slit results in a rectangular-shaped beam
impinging upon the sample. The footprint width is
0.3 mm corresponds to the slit vertical width and its
length is defined as:

L¼ Sh
sinθ

, ð5Þ

where Sh represents the slit horizontal width. The inci-
dent flux can be adjusted by changing the height of the
slit (up to 3mm in height). In addition, other factors
impact the solid angle of detection, such as the sample
alignment and the geometrical characteristics of the
detector, as illustrated in Figure 3.

Therefore, the solid angle as a function of the inci-
dence angle is calculated as:

Ω θð Þ¼ 1
As

ð ð
As
Ωr rð Þdxdy, ð6Þ

where As is the beam footprint on the sample surface
detected by the SDD, calculated as a function of the inci-
dence angle, the slit dimensions and the samples length
and Ωr rð Þ is the solid angle as a function of the radial dis-
tance expressed as:

Ωr rð Þ¼
Z S rð ÞZ sin βð Þ

d1þ eþd2ð Þ2þ rþxð Þ2þ y2
dxdy: ð7Þ

4 MELHEM ET AL.
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e and c represent the thickness and the aperture of the
collimator respectively, d1 represents the distance
between the sample and the collimator, d2 is the distance
between the collimator and the SDD silicon chip, s is the
diameter of the SDD, and lE is the length of the sample.

The angle β is calculated as:

β¼ arctan
d1þ eþd2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rþxð Þ2þ y2

q , ð8Þ

and the integral limit S rð Þ is represented as the common
region between the SDD active area ASDD and the pro-
jected areas on the SDD surface of the front and back
sides of the collimator respectively, Ac1 and Ac2:

32

4 | UNCERTAINTY CALCULATION
METHODS OF COMBINED XRR-
GIXRF ANALYSIS

4.1 | Solid angle uncertainty

The objective of this section is to present a systematic
method for the uncertainty calculation of the solid angle
of detection. In the GIXRF measurements, the solid angle
is dependent on several parameters including the accu-
racy of the sample alignment, the uncertainty on the foot-
print position and the uncertainties related to the
geometrical factors of the SDD.

A proper beam alignment in GIXRF-XRR is crucial to
ensure the quality and the reproducibility of the GIXRF-
XRR measurements. It maximizes the signal-to-noise
ratio and ensure that accurate and reliable results are
obtained. The alignment procedure of CASTOR requires
iterative steps that consist of first aligning the rotating
axis with the beam axis and then aligning the sample
with the beam.

The uncertainty on the sample alignment includes
the uncertainty of repeatability, the resolution and the
precision of the translation and rotation stages. The rota-
tion stages in the goniometer are encoded with a
Renishaw linear rule with an accuracy of 0.0003 degrees
and a minimum pitch of 0.002 degrees resulting in a
combined uncertainty on the position of the rotation
axis of 0.0005 degrees. Meanwhile, the minimum incre-
ment size for the translation axis is 0.02 mm, leading to
a positional uncertainty of 0.004 mm following
the GUM.

In addition, the uncertainty of the footprint position
is related to the slit dimensions and the angle of inci-
dence. To include this uncertainty in the calculation of
the solid angle of detection, we must consider the uncer-
tainties of the slit dimensions as well as the uncertainties
of the rotation axes.

To calculate the uncertainties on the solid angle of
detection, one must take into account the uncertainties
on all the geometrical parameters (d1,d2,e,c,s),

19,20 the
uncertainty on the slit dimensions and the uncertainties
on the rotation stages which affect the solid angle.

FIGURE 3 Schematic showing the geometric parameters of the EDS that affect the solid angle of detection. e and c are the thickness

and the aperture of the collimator, d1 is the distance between the sample and the collimator, d2 is the distance between the collimator and

the SDD surface, and s is the diameter of the SDD. The lines correspond to the front (orange) and back (blue) sides of the collimator and the

dashed lines represent the rays that do not pass through the front (orange) and back (blue) sides of collimator. EDS, energy-dispersive

spectrometer; SDD, silicon drift detector.
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However, in this current work, we have chosen to
focus on the uncertainty associated with the geometrical
factors of the detector, and have not taken into account
the uncertainties on the other parameters mentioned.

This procedure can be performed by selecting the
most appropriate probability density function (PDF) for
each of the input quantities, then applying an estimated
uncertainty, followed by Monte Carlo simulations to gen-
erate random values of each parameter (assuming either
a Gaussian or a uniform distribution as X ¼ Xmin,Xmaxð Þ
in which Xmin and Xmax represent the lower and upper
limit values of each parameter).

First, the distance d1 (�13mm) between the collima-
tor and the samples is modeled using a uniform probabil-
ity distribution, since the associated uncertainty is
attributed to the resolution of the detector translation
stage of 0.1mm. Thus, the uncertainty of this parameter
is calculated following the (GUM) as:

Ui ¼ ai
2

ffiffiffi
3

p ð9Þ

where ai is the resolution of the translation stage of
the SDD.

The aperture of the collimator c is measured with an
uncertainty of 2 μm using a Quick Scope manual vision
machine. The uncertainty of the collimator thickness e is
calculated by performing a series of repeated measure-
ments using a Roch height gauge and taking into account
the calibration uncertainty. The nominal values of d2 and
s were provided by the SDD manufacturer. For these
parameters, their distribution function is unknown, thus
the description of the uncertainty is typically assumed to
be a joint multi-variable normal distribution around the
nominal values. To help illustrate the point, these param-
eters were assigned an estimated uncertainty of 0.1mm
given by the manufacturer. The geometrical parameters
with their uncertainties and their probability density
functions are given in Table 1.

After all the input parameters have been defined with
their uncertainties, Monte Carlo simulations are per-
formed for each of them to calculate the output uncer-
tainties of the system. Its principle is to resample the
inputs (i.e., geometrical parameters) in large number and
use them to propagate the uncertainties to the output
(i.e., solid angle).33 For this method, 100 simulations
were applied to generate new samples for each parameter
and therefore, n new samples of the solid angle as a func-
tion of the incident angle. In this case, we can calculate
the type A uncertainty on the solid angle (uncertainty
due to the repeatability) at each incident angle using this
equation:

U θð Þ¼ σi θð Þffiffiffi
n

p , ð10Þ

where n is the size of the population and σi θð Þ is the stan-
dard deviation.

Figure 4 shows the results of the calculation of the
solid angle (blue curve) with its associated uncertainty
(orange curve) as function of the incident angle. At low
incident angles (0–0.25�), the solid angle is constant and
relatively high due to the beam spot on the sample being
larger than the field of view of the SDD with its collima-
tor. By increasing the incident angle, the slope of the
curve becomes steep as the solid angle becomes very low
due to the decrease of the beam size on the sample.

TABLE 1 Geometrical parameters with their uncertainties, and

probability distribution functions.

Parameter
name

Geometrical
parameter Value (mm)

Probability
distribution
function

Sample-
collimator
distance

d1 13.00 ± 0.03 Uniform

Collimator-
SDD distance

d2 2.33 ± 0.10 Normal

Collimator
thickness

e 2.071 ± 0.004 Normal

Collimator
diameter

c 1.971 ± 0.002 Normal

SDD diameter s 4.66 ± 0.10 Normal

0,0 0,5 1,0 1,5 2,0 2,5 3,0
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FIGURE 4 Solid angle (blue) with associated partial

uncertainty (orange) at each incidence angle taking into account

the uncertainties on the geometrical parameters.
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Application of Monte Carlo simulations produces a
low relative uncertainty on solid angles due to the low
uncertainties on the dimensions of the detector compo-
nents. We notice a drop in the relative uncertainty in the
hatched region of the solid angle to 0.04 % at 0.3�. This
decrease is related to the lower impact of d1 on the solid
angle in this angular region. In fact, at higher angles, the
beam footprint is completely included in the field of view
of the SDD detector. At higher incident angles, the uncer-
tainty remains approximately constant.

4.2 | XRR-GIXRF uncertainty
calculation using random weight Bootstrap

The random weight Bootstrap method was introduced by
Efron34 to obtain statistical information including stan-
dard uncertainties, confidence intervals and hypothesis
tests without any prior knowledge about the probability
distributions. The principle of the Bootstrap method is
based on Monte Carlo simulations to create many simu-
lated data at low cost by resampling one single dataset,
thus allowing information to be collected on the sample
statistics without any repetition of the measurements.35

The generation of Bootstrap samples can be achieved by
applying random integer weights indicating the number
of times each data is repeated in the resampling.

While repeating the measurements of XRR and
GIXRF is time consuming, bootstrapping can be useful to
estimate the uncertainties and construct the confidence
intervals for the fitting parameters.

In our case, the method of the weight application is
different., We will consider that each value of the inten-
sity of XRR and GIXRF for each incidence angle will rep-
resent one sample.

As mentioned previously, the fitting procedure to esti-
mate the sample structure is performed using a differen-
tial method with the χ2 cost functions of the reflectivity
and the fluorescence. Thus, to generate new data, a uni-
form weight between 0 and 1 is applied to each angular
step for the XRR and the GIXRF data. In this case, the
normalized cost function for the XRR is expressed as:

CostXRR ¼
Xn
i¼1

Bi �
θ5i � eXRRi,Th �θ5i � eXRRi,Exp
� �2

θ5i � eXRRi,Th
, ð11Þ

and the normalized cost function for the GIXRF
becomes:

CostXRF ¼
Xn
i¼1

Bi �
XRFi,Th�XRFi,Exp
� �2

XRFi,Th
� 1
Max XRFThð Þ ,

ð12Þ

where Bi is the applied weight.
By repeating this procedure, we obtain a new set of

possible sample structures in which the thicknesses,
roughnesses, densities, and compositions vary. We can
then calculate the mean, the standard deviation, covari-
ance, etc., and the confidence intervals associated to
every fitted parameter. A flowchart of the optimization
algorithm of our Bootstrap uncertainty calculation is
shown in Figure 5.

5 | RESULTS AND DISCUSSION

We performed combined GIXRF-XRR analysis on a
multi-layer sample: C (3.5 nm)/Ge2Sb2Te5 (50 nm)/Si
substrate. The fluorescence spectra were measured at
angles from 0 to 3�, with an acquisition time of 30 s using
11.5 keV photon energy in order to excite Ge-Kα,β, Sb-
Lα,β, and Te-Lα,β lines. The photon flux at the XRF excita-
tion energy, for a height slit of 0.3 mm is 2.27 x 108 s�1.
Figure 6 displays the fluorescence spectrum measured
with the EDS at the incident angle of 0.5�. The fluores-
cence peaks of each element were processed with COLE-
GRAM after selection of different regions of interest
(ROI). The fit is based on iterations of a χ2 adjustment
procedure. Several peaks were fitted in each ROI, using
Gaussian profiles, taking into account the variation of the
energy resolution: the Gaussian standard deviation (σ) of
several peaks in the same ROI, are linked as:

σ Eð Þ2 ¼ σ20þkE, ð13Þ

where E is the energy position, σ0 is the width offset and
k is the slope of the function. These width parameters are
common to all peaks characterized by the same “sigma”
shape. As presented in the fluorescence spectrum, several
peaks were observed, including L emission lines of tellu-
rium and antimony, K lines of sulfur and germanium
and the scattering peaks (Compton and Rayleigh). Sulfur
is likely present due to the contamination during the
sample preparation process. Furthermore, the XRF spec-
trum exhibits a notable overlap of peaks between the L
lines of tellurium (Te) and antimony (Sb) as well as
between the Kβ line of Ge and Compton scattering. This
peaks overlap is due to the similar or close energies of
the overlapping peaks, which cannot be distinguished by
the low-resolution of the EDS.

The GIXRF intensities were then obtained by batch
processing, which extracts the surface area of each peak
for each incident angle.

X-ray reflectivity was measured with an incident
energy of 8 keV between 0 and 3�. For XRR, we increased
the slit height to the maximum (3 mm) in which we

MELHEM ET AL. 7
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obtained a photon flux of 8.68 x 108 s�1. The XRR curve
is first fitted with IMD to obtain an approximation of the
sample structure. This structure is then imported into
ELIXIR to perform the combined analysis of GIXRF-
XRR. As mentioned above, the best model is estimated by
fitting the GIXRF and the XRR simultaneously using the
differential algorithm that performs a global minimiza-
tion search with χ2 minimization criterion.

5.1 | Analysis of a C-capped GST
monolayer

Figures 7 and 8 represent the experimental and simulated
data of XRR and GIXRF respectively, collected from a
GST sample using ELIXIR. As shown in Figure 7, the fit
is in good agreement for the XRR data, showing same
critical angle (�0.22�), period, number of Kiessig fringes
and reflected intensity, giving confidence in the

structural parameters (roughnesses, densities, thick-
nesses, and elemental composition). Below the critical
angle, the difference in the intensity is due to the experi-
mental geometrical factors. The amplitude difference of
the Kiessig fringes between the experimental data and
the fit is related to the off-specular scattering, which
occurs at rough surfaces (i.e., roughness ≥ λ).36,37

As shown in Figure 8, below the critical angle, the
fluorescence intensity for Ge-Kα, Sb-Lα, and Te-Lα is low
due to the total reflection of incident X-rays. The
angular-dependent Ge-Kα, Sb-Lα, and Te-Lα XRF data
have the same intensity profile, which presents a rapid
increase once the incidence angle exceeds the critical
value, and reaches a maximum at �0.265�, indicating the
presence of these elements in the same layer. In addition,
the agreement between the best fit and the experimental
results for the XRF data proves the reliability of the thick-
nesses, densities and elemental depth profiling in the
layers.

FIGURE 5 Optimization

algorithm of bootstrap

uncertainty calculation.
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5.2 | Confidence interval of sample
structure parameters

The structural parameters of the nominal structure C
(3.5 nm)/Ge2Sb2Te5 (50 nm)/Si substrate extracted from
the best fitting with their associated confidence interval
are presented in Table 2.

For the GST layer, we see a small difference between
the nominal thickness of the GST layer (50 nm) and that

of the best model (55 nm) that can be related to the
uncertainty on the sample deposition method. However,
it is important to note that a 10 % difference in thickness
is relatively small and may not have a significant impact
on the properties of the layer. In addition, we reported a

FIGURE 6 X-ray fluorescence spectrum measured and fitted at 0.5� using COLEGRAM.
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FIGURE 7 XRR intensity measured at 8 keV. The black and

red curves represent the measured and the fitted reflectivity,

respectively. XRR, X-ray reflectivity.
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FIGURE 8 GIXRF of Ge-Kα (blue), Sb-Lα (orange), and Te-Lα
(green) measured at 11.5 keV. The stars represent the experimental

data extracted with COLEGRAM for Ge-Kα, Sb-Lα, and Te-Lα. The
lines represent the fit to the data obtained with the ELIXIR in-

house software. GIXRF, grazing incidence X-ray fluorescence.
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density of 5.69 g/cm3 for the GST layer, which is slightly
lower than the bulk density of GST (5.88 g/cm3). The
density difference of 3.2 % between the bulk and the cal-
culated one could be due to the presence of voids or
defects in the film, which could lower its overall density.
The elemental composition of the GST layer was found to
be Ge1.8Sb2.2Te5 instead of the Ge2Sb2Te5 given by the
manufacturer. These differences could be due to varia-
tions in the manufacturing process. The capping layer is
typically a thin and uniform layer that is used to protect
the underlying layers from oxidation or contamination.
As such, it is expected to be more stable during the depo-
sition process compared to the GST layer. For this cap-
ping layer, we obtained a satisfactory result as the
thickness and the density are identical to the nominal
thickness and the bulk density respectively with a rough-
ness lower than the thickness and lower than 2 nm. As a
summary, despite small differences, the fitting procedure
led to reasonable values of the elemental composition,
roughnesses, and densities which are in good agreement
with the nominal values.38,39

The confidence intervals of the model parameters
were calculated by generating 100 Bootstrap samples
using an enlargement factor of k¼ 1. This corresponds to
a standard uncertainty with a 68.3 % confidence level.
The application of the Bootstrap method on XRR-GIXRF
data, presents relatively small confidence interval values
on all the model parameters (≤5 %). Therefore, the fitting
procedure of combined XRR-GIXRF provides reliable
structural parameters for thin film multilayers.

6 | CONCLUSION

GIXRF analysis was combined with XRR at the METRO-
LOGIE beamline of the SOLEIL synchrotron and was
applied to characterize a GST chalcogenide thin film. To
validate the analysis method we have introduced a recur-
sive method based on the Bootstrap technique to calcu-
late the uncertainties on the model parameters obtained
by the combined analysis. We also presented a Monte
Carlo simulation method to calculate the uncertainty on
the solid angle of detection taking into account the
uncertainties of the geometrical parameters of the detec-
tor. Good agreement between the experimental and the

theoretical values was obtained, which validates the
values of the optimized parameters. We have also seen
that the reflectivity curve is affected by the geometrical
factors as well as by the off-specular scattering. For the
solid angle, low uncertainties were obtained, which
makes their effects on the combined analysis negligible.
Finally, the low values of the optimized parameter uncer-
tainties calculated using the Bootstrap technique, have
demonstrated that combined XRR-GIXRF analysis is a
suitable method for thin film characterization.
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