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Abstract

This paper presents analytical and experimental methods to evaluate the accidental coincidence counting rates in a Triple-
to-Double Coincidence Ratio (TDCR) Liquid Scintillation (LS) measurement. The experimental method we propose is
based on the analysis of the distribution of the time delays between the first detected events in each photomultiplier tube.
The underlying assumption is that events separated by several microseconds in time are not correlated, thus the accidental
coincidence counting rates could be determined from the time interval distribution of uncorrelated events. The analytical
evaluation of the accidental coincidence counting rates is based on the conditional probabilities for the occurrence of
uncorrelated events within the same coincidence resolving time. The analytical and experimental evaluations of the
rate of accidental coincidences give consistent results for TDCR measurements of 3H, 55Fe and 14C. The two methods
were used to evaluate corrections for accidental coincidences for Monte Carlo (MC) generated list-mode files of 3H
measurements with increasing activities. The counting rates, corrected for accidental coincidences using the analytical
method, are within 0.29% of the MC reference up to 100 kBq and the corrected, using the experimental method, are
within 0.21% up to 200 kBq.

Keywords: TDCR, Accidental coincidences, LSC

1. Introduction

The TDCR method is widely used for primary stan-
dardization of α-, β- and some electron-capture radionu-
clides [1, 2]. The application of the TDCR method requires
the use of specialized counters with three photomultiplier5

tubes (PMTs) and electronics that apply extending type
dead-time and record coincidence events between three
PMTs (triple coincidences) and pairs of PMTs (double
coincidences). A common problem of systems of multi-
ple detectors working in coincidence is the possibility of10

two or more unrelated events to occur within the same
coincidence resolving time, thus resulting in an accidental
coincidence.

Recent advances in the digital electronics have allowed
the use of longer, user-selectable coincidence resolving15

times by the use of fast digitizers [3] or FPGA-based ac-
quisition systems [4, 5, 6]. With the use of long coinci-
dence resolving times, the rate of accidental coincidences
increases and an accurate calculation of their contribution
is required. Moreover, a recent trend is observed towards20

the development of miniature portable TDCR counters
aiming to perform in-situ metrology of LS-sources used
in the nuclear energy and medical fields [7, 8] where the
measured sources could have very large activities. In such
cases accidental coincidences cannot be neglected.25
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The aim of this paper is to present an experimental
method as well as an analytical expression for the evalua-
tion of the accidental coincidences counting rates in TDCR
measurements.

2. Materials and methods30

Experimental evaluation. Due to the life-time of the ex-
cited states in the scintillator, the scintillation events are
detected at different times with respect to the moment
of radioactive decay. It has been observed that for high-
energy emitters, like 18F (Eβ max. 633 keV), the first de-35

tected events in each PMT (primary events) are grouped
within 16 ns, but for lower energy emitters, like 3H (Eβ
max. 18.6 keV) the spread of events is much larger, with
reports up to 250 ns [9] and above 300 ns [10]. Larger
time differences between primary events in true coinci-40

dences could still be observed, but the probability for their
occurrence is decreasing with time and, thus, after a few
microseconds, the contribution of such events can be ne-
glected. In this case, it can be assumed that primary
events separated by several microseconds in time are pro-45

duced by uncorrelated events, such as two uncorrelated
radioactive decays, electronic noise events or background
events.

The experimental method for evaluation of accidental
coincidences is based on the analysis of the distribution
ϕi(t) of the time differences ∆t between the first primary
event and last primary event in a given coincidence channel
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Figure 1: Time differences between the first and last primary events
in the AB,D and T channels. Note that, in the third case, the
C event is the first primary event in both the AB and T channels
because the T coincidences are a subset of the AB coincidences.

(i = AB,BC,AC,D, T ). Figure 1 illustrates how the time
difference ∆t is calculated in different cases for the AB,D
and T channels. Assuming a common dead-time detector
(as the MAC3 module [11]), the distribution of the rate
of events fi(t) with a given time difference t for a given
coincidence channel i can be defined as:

fi(t) =
ϕi(t)

L
, (1)

where L is the live-time of the detector. The distribution
fi(t), hereafter referred to as time interval distribution, is
defined in such a way that:

ni =

∫ τ

0

fi(t)dt, (2)

where ni is the counting rate in channel i that would be
recorded by a TDCR detector with coincidence resolving50

time τ .
The experimentally observed time interval distribution

for a given coincidence channel is the sum of the distribu-
tion of the true coincidences ftc and the distribution of the
accidental coincidences facc (illustrated in Figure 2). As55

the events forming the accidental coincidences are uncor-
related and, if it can be assumed that their detection is a
Poisson process, the time interval between them is expo-
nentially distributed. The total coincidence counting rate
in a given channel ftot as a function of the time difference60

between primary events can then be expressed here as:

ftot(t) = ftc(t) + a0e
−λt, (3)

where a0 is the rate of accidental coincidences at t = 0 and
λ is the rate of detected events in the coincidence channel.
For sufficiently large time differences t, the probability of
true coincidences will tend towards zero. In that case the
total distribution will be determined only by the distribu-
tion of the accidental coincidences:

ftot(t) = a0e
−λt for t > tc, (4)
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Figure 2: The measured distribution of the time between first and
last primary event in a given coincidence channel is a linear combi-
nation of the distribution of the true and accidental coincidences.

where tc is the cut-off time difference, after which the prob-
ability for true coincidences can be considered negligible.

In most practical cases the measured counting rates are
lower than the order of 104 s−1 and the width of the ana-
lyzed time interval distribution (te) is less than 2×10−6 s,
thus the argument of the exponent will generally be less
than 2×10−2. In such a case it is acceptable to approxi-
mate the exponent with only the linear terms in the Taylor
series:

facc(t) = a0(1− λt). (5)

The equation can be simplified further under assumptions
for lower counting rates, where the distribution facc(t) can
be considered uniform:

facc(t) = a0 for t < te, (6)

where te should be short enough for λte to be considered
negligible.65

The parameters of the distribution of the accidental co-
incidences λ and a0 can be estimated by fitting facc from
equations (4), (5) or (6) to the experimentally obtained
time interval distribution in the interval (tc, te). The con-
tribution of the accidental coincidences to the total count-
ing rate then can be calculated as the integral of the dis-
tribution of accidental coincidences within the coincidence
resolving time:

ai =

∫ τ

t=0

f (i)acc(t)dt. (7)

where f
(i)
acc(t) is the distribution of accidental coincidences

of the ith coincidence channel (AB,BC,AC,D or T ).

The main advantage of the experimental evaluation is
that the only required assumption is that primary events
separated by several microseconds are uncorrelated. The70

validity of the assumption can be checked when obtaining
the time interval distributions for the coincidence channels.
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Figure 3: Illustration of the relationship between the uncorrelated
and correlated coincidence channels. The areas representing PA and
PBC are surrounded with dashed lines.

Analytical evaluation. The analytical evaluation of the ac-
cidental coincidence counting rates is based on the con-
ditional probabilities for the occurrence of uncorrelated75

events within the same coincidence resolving time.

In a three PMT detector we can distinguish many chan-
nels of scintillation events, defined in [12] as: three sin-
gle event channels (A,B,C) and their logical sum (S =
A ∨ B ∨ C), three double coincidence channels (AB =80

A ∧B,BC = B ∧ C,AC = A ∧ C), the logical sum of the
double coincidences channel (D = AB∨BC∨AC) and the
triple coincidence channel (T = A∧B∧C), where ∧ is the
logical “and” operator and ∨ is the logical “or” operator.
In this notation, a correlation exists between the channels.85

For example, all events in the T channel are also included
in the S,D,AB,BC,AC,A,B and C channels and all AB
events are also A, B and S events.

Another set of channels with uncorrelated events can
be constructed from this one as: three pure single event90

channels (PA,PB,PC) that exclude doubles and triples:
PA = A∧¬(B ∨C) with similar expressions for the other
two channels, where ¬ is the logical “not” operator; three
pure double coincidence channels (PAB,PBC,PAC) that
exclude triples, where PAB = AB ∧¬C with similar ex-95

pressions for the other two channels; the logical sum of
the pure single events channel (PS = PA∨PB∨PC); the
logical sum of pure double coincidences channel (PD =
PAB∨PBC∨PAC) and the pure triple coincidence chan-
nel (PT = T ). For example, the pure channels PA and100

PBC are shown circumscribed by dash lines in Figure 3.

The counting rates pi in the uncorrelated set of channels

(PA, . . . , PAB, . . . , PS, PD,PT ) can be estimated as:

pA = nA − nAC − nAB + nT

pB = nB − nAB − nBC + nT

pC = nC − nAC − nBC + nT

pAB = nAB − nT
pBC = nBC − nT
pAC = nAC − nT

pS = pA + pB + pC = nS − nD
pD = pAB + pBC + pAC = nD − nT

pT = nT

(8)

where ni are the counting rates in the single and coincident
channels (A,B,C, S,AB,BC,AC,D and T , respectively).

The rate of accidental coincidences Na between two un-
correlated channels with counting rates N1 and N2 is given
by [13]:

Na = 2τ(N1N2), (9)

where τ is the coincidence resolving time of the detector.
The accidental coincidences in a given channel can be105

evaluated using (9) by summing all contributions from co-
incidences between events occurring within the same re-
solving time in two different uncorrelated channels.

There are two types of contributions, the first consist-
ing of uncorrelated events that, when detected in the same110

coincidence resolving time, are registered as an event from
another channel. For example, a PAB and a PBC event
detected during the same resolving time will be falsely reg-
istered as a T event as well. Note here, that the same logic
cannot be used for the AB and BC channels, as some115

events in them are true T coincidences.
The second type of accidental coincidences in a given

channel are uncorrelated events of that channel that are
registered during the resolving time started by an event in
another channel. For example, the case where an event in120

channel PC starts the coincidence resolving time and an
event in channel PAB is registered after. The PAB event
will contribute to the accidental coincidences in chan-
nel AB as it is registered during the coincidence window
started by an uncorrelated channel. As the time of arrival125

of these events is immutable in the context of accidental
coincidences, the factor of 2 must be omitted in (9).

For example, the accidental coincidences in the AB
channel can be evaluated by summing all possible con-
tributions from the two types of accidental coincidences.130

The first type contributions in the case of channel AB are:

1. PA in the same window as PB: 2τ(pApB)

2. PA in the same window as PBC: 2τ(pApBC)

3. PB in the same window as PAC: 2τ(pBpAC)

4. PAC in the same window as PBC: 2τ(pACpBC)135

and the second type contributions are:

1. PAB in the window started by a non PAB event:
τ(pA + pB + pC + pBC + pAC)pAB
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2. PT in the window started by a non PAB event:
τ(pA + pB + pC + pBC + pAC)pT140

The accidental coincidence counting rates ai in the other
channels can be evaluated using the same considerations
and are expressed as:

aAB =
[
2 (pApB + pA pBC + pBpAC + pACpBC)

+ (pS + pD − pAB) (pAB + pT )
]
τ

aBC =
[
2 (pBpC + pB pAC + pCpAB + pABpAC)

+ (pS + pD − pBC) (pBC + pT )
]
τ

aAC =
[
2 (pApC + pA pBC + pCpAB + pABpBC)

+ (pS + pD − pAC) (pAC + pT )
]
τ

aD =
[
2 (pA pB + pB pC + pC pA) + pS(pD + pT )

]
τ

aT =
[
2 (pA pBC + pB pAC + pC pAB) + (pS + pD) pT

+ 2 (pBC pAB + pAC pBC + pAC pAB)
]
τ

(10)
The analytical estimation of the accidental coincidences

can be applied to all existing TDCR acquisition systems145

that provide information about the single, double and
triple counting rates. In practice, the coincidence count-
ing rates nAB , nBC , nAC and nT reported by the detector,
used in (8) to calculate the pure counting rates, already
include the accidental coincidences. Thus, if the contribu-150

tion of the accidental coincidences to the total measured
coincidences is large, this could introduce a bias when
equations (10) are used. To reduce this effect it is nec-
essary to perform measurements of the studied LS-source
with coincidence resolving time, which is large enough not155

to lose real coincidences, but not too large to increase the
accidental coincidence counting rates. Second and higher
order accidental coincidences, for example, uncorrelated
PA,PB and PC events arriving within the same coinci-
dence resolving time and producing a T coincidence, have160

negligible contribution and thus are not considered. These
approximations and considerations are not necessary to
be taken into account when applying the experimental
method for the evaluation of the accidental coincidences,
thus the analytical approach should be preferred only when165

their contribution is not overwhelming. Thus far, no meth-
ods for the estimation of the uncertainty of the evaluated
accidental coincidence counting rates has been developed
and this will be the subject of future studies.

3. Results170

In order to validate the two methods, two 3H (Ul-
timaGold in Polyethylene vial), one 55Fe (UltimaGold in
Polyethylene vial) and one 14C (UltimaGold in glass vial)
LS-sources were measured. Two of the sources, the high-
activity 3H and 55Fe, were also measured with a 75 %175

transparent gray filter. The measurements were performed
with a portable TDCR counter connected to a CAEN
DT5751 Digitizer with 1 GS/s sampling rate, working in
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Figure 4: Time interval distributions of a 3H and 14C LS-sources in
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formed by the coincidences between uncorrelated events.
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Figure 5: Counting rate in the D channel as a function of the re-
solving time for the high-activity 3H source without and with cor-
rection for accidental coincidences using the experimental method.
The counting rates are normalized by the corrected value at 2 µs.
The dashed line shows a linear fit after 1.3 µs.

list-mode - i.e., recording the timestamp of each detected
event in all three PMTs in text files in the memory of a180

computer. The list-mode files were analyzed off-line by
a dedicated software, which can apply the common dead-
time logic with user-selectable dead-time and coincidence
resolving time. The code can also be used to obtain the
time interval distributions in all the coincidence channels.185

Application of the experimental method. In order to illus-
trate the application of the experimental method, the time
interval distributions in the D channel for the higher ac-
tivity 23 kBq 3H source without filter and the 6.2 kBq 14C
source are shown in Figure 4. Due to the time spread of190

true events, the region where the total time interval distri-
bution is dominated by accidental coincidences is consid-
ered in the interval 400 ns to 3000 ns for the 14C measure-
ment and 1300 ns to 3000 ns for the 3H measurement. As
the D counting rates for both sources are not very high,195

the exponential distribution of the accidental coincidences
can be approximated well with a uniform distribution in
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the studied time interval. In such a case, equation (6) can
be used. The D accidental coincidence counting rate per
nanosecond resolving time evaluated using the experimen-200

tal method is 0.107 s−2 for the 3H source and 0.018 s−2

for the 14C source. The same methodology can be applied
to all coincidence channels.

The same list-mode measurement of the 23 kBq 3H LS-
source was analyzed multiple times with the dedicated205

software in order to obtain the coincidence counting rates
for a number of resolving times from 40 to 3000 ns. The
ratio of the D counting rate at a given resolving time to
the D counting rate at 2 µs resolving time is shown in
Figure 5 (solid red line). For coincidence resolving times210

less than 500 ns a significant loss in the D counting rate
can be observed due to the large time spread of scintilla-
tion events. For higher coincidence resolving times, a con-
stant increase in the counting rate can be seen, which is
caused by the increasing probability for accidental coinci-215

dences. The counting rates were corrected by subtracting
the accidental coincidences obtained from the experimen-
tal method assuming a uniform distribution (solid blue
line). After a long enough coincidence resolving time that
includes all correlated events, no further increase in the220

corrected counting rate is observed for larger coincidence
resolving times.

Comparison of experimental and analytical methods. In
order to compare the experimental and analytical eval-
uations of the accidental coincidences, the same list-mode225

files from the measurements of the four sources were pro-
cessed with a computer code that applies the common ex-
tending type dead-time counting logic. The software was
set to 40 µs dead-time base duration and the resolving time
necessary to include all true coincidences, which was found230

to be 100 ns for 14C and 800 ns for 3H and 55Fe. The nec-
essary resolving time, which was used for each LS-source,
was determined by analysis of the corrected counting rates
as a function of the resolving time in each of the coinci-
dence channels. In the example given in Figure 5, to obtain235

99.9% of the D counting rate at 2 µs, the needed resolv-
ing time is 550 ns and to obtain 99.95% it is 800 ns. The
complete analysis of the influence of the resolving time on
the counting rates is outside the scope of this article and
will be described elsewhere. The obtained single counting240

rates and double and triple coincidence counting rates were
used with equations (8) and (10) to calculate the acciden-
tal coincidence counting rates in each coincidence channel,
according to the analytical method.

To apply the experimental method, the time interval dis-245

tributions for each coincidence channel was analyzed for
each measurement and the accidental coincidences were
evaluated using equation (7) under the assumption for
uniform distribution in the interval from 2000 ns to 2500
ns. The comparison of the accidental coincidence counting250

rates obtained with the experimental and analytical meth-
ods is presented in Table 1. The corrected counting rate is
calculated by subtracting the estimated rate of accidental

coincidences from the measured counting rates. The dif-
ference between the results obtained with the two methods255

(∆) is calculated as:

∆ = Ncalc/Nexpt − 1, (11)

where Ncalc is accidental coincidence counting rate as es-
timated by the analytical approach and Nexpt by the ex-
perimental method.

The estimates by the analytical and experimental meth-260

ods for the rate of accidental coincidences agree within
3.30% for the measurements of the high-activity 55Fe and
3H sources. The differences seem to be larger for the mea-
surements with filter compared to the measurements with-
out a filter. The two methods give identical results for the265

measured 14C source. The agreement between the meth-
ods is satisfactory for the 2.4 kBq 3H source where the ac-
cidental coincidences counting rate is low and thus prone
to statistical fluctuations.

Despite some differences in the accidental coincidence270

counting rates which were estimated by the two meth-
ods, an excellent agreement between the corrected count-
ing rates can be observed. Here, the relative deviations
are below 0.13% in all studied cases and below 0.02% for
the higher efficiency measurements without a filter. It is275

important to note that, considering the 3H sources with-
out a filter, a 10 times increase in 3H activity leads to 50
times increase in T and 20 times increase in D accidental
coincidence counting rate. Also, if the measurements of
the high-activity 3H source with and without a filter are280

compared, the relative contribution of the accidental coin-
cidences in the D channel increases from 0.82% to 1.73%.
Similar behaviour can be observed for the high-activity
55Fe sources, where for the measurement without a filter
the contribution of the accidental coincidences is 0.66%285

and for the measurement with filter it increases to 1.93%.

Dependence of the analytical estimation on the resolving
time. As the analytical estimation of the accidental co-
incidences depends on their contribution, which increases
with increase in the coincidence resolving time, it is inter-290

esting to study whether this dependence is significant. To
do so, the list-mode measurement of the 23 kBq 3H LS-
source was analyzed with 40 µs dead-time base duration
and resolving times from 200 ns to 3000 ns. The results
from the experiment are presented in Table 2. The sin-295

gle and coincident counting rates obtained with different
resolving times were used with equations (8) and (10) to
calculate the accidental coincidences (Method: Calc.) as
well as the true counting rates (accidental coincidences
subtracted from the measured counting rates). The D300

and T time interval distributions of the source were ana-
lyzed and equation (7) was used under the assumption for
uniform distribution in the interval between 2000 ns and
2500 ns, to evaluate the accidental coincidences (Method:
Expt.). As the experimental evaluation of the accidental305

coincidences do not depend on the choice of coincidence
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Table 1: Comparison of the analytical (Correction method: Calc.) and the experimental (Correction method: Expt.) methods for the
calculation of accidental coincidences. The values ai/ni show the relative contribution of the accidental coincidences ai, determined from the
experimental method, to the measured (corrected + accidental) counting rates ni.

Nuclide TDCR
Correction

method
Accidental coincidences, s−1 Corrected counting rate, s−1

AB∗ T D AB∗ T D

3H
23 kBq ∗∗

0.3998

Calc.
Expt.

∆
ai/ni

84.74 85.82 83.49 5986.8 4055.9 10145.2
85.24 86.34 83.59 5986.3 4055.4 10145.1

-0.59% -0.60% -0.12% 0.01%
1.40%

0.01%
2.08%

0.00%
0.82%

0.2080
(with filter)

Calc.
Expt.

∆
ai/ni

54.63 37.43 83.52 2209.8 981.5 4719.5
54.44 37.09 83.29 2210.0 981.8 4719.7
0.36% 0.93% 0.27% -0.01%

2.4%
-0.04%
3.64%

0.00%
1.73%

3H
2.4 kBq

0.4018

Calc.
Expt.

∆
ai/ni

2.57 1.67 4.39 548.5 370.2 921.4
2.57 1.72 4.63 548.5 370.2 921.2

0.00% -3.27% -5.15% 0.00%
0.47%

0.02%
0.46%

0.03%
0.50%

55Fe
24 kBq ∗∗

0.2809

Calc.
Expt.

∆
ai/ni

40.07 38.98 41.99 3300.1 1806.0 6429.4
40.24 39.04 42.69 3300.0 1806.0 6428.7

-0.42% -0.14% -1.63% 0.01%
1.20%

0.00%
2.12%

0.01%
0.66%

0.1248
(with filter)

Calc.
Expt.

∆
ai/ni

25.65 14.03 48.80 989.1 299.5 2399.6
25.26 13.63 47.24 989.5 299.9 2401.1

∆ 1.54% 2.93% 3.30% -0.04%
2.49%

-0.13%
4.35%

-0.06%
1.93%

14C
6 kBq

0.9315

Calc.
Expt.

∆
ai/ni

1.93 1.82 1.94 5651.3 5513.3 5918.6
1.93 1.82 1.94 5651.3 5513.3 5918.6

∆ 0.00% 0.00% 0.00% 0.00%
0.03%

0.00%
0.03%

0.00%
0.03%

* The results for the BC and AC channels were found to be similar and were omitted for brevity.
** The same source was measured twice, first without a filter (upper row) and a second time with a 75% transparent gray filter (lower row).

resolving time, the results from this method are used as
a reference. The difference between the two is calculated
using equation (11). No significant difference in the true
D and T counting rates for the resolving times between310

200 ns and 3000 ns can be seen for the measured source
and the two methods agree within 0.1 % for all studied
resolving times.

Monte Carlo simulation. A major disadvantage of the ex-
perimental validations of the proposed methods for the315

evaluation of the accidental coincidence counting rates is
that, in all real world measurements, the true coincidence
counting rates are unknown. In order to circumvent, this
we have used a Monte Carlo (MC) code for generating
realistic time sequence of PMT detection events, as they320

would occur in a TDCR measurement. The functional-
ity of the code is briefly described in [10] where it was
used for the comparison between common and individual
dead-time counting logics used in TDCR. The code uses
as inputs the activity of the source whose measurement325

would be simulated, as well as the single and coincidence

counting rates. The time to next decay is sampled from
exponential distribution taking into account the activity.
The time between PMT detection events, produced by a
decay, is sampled from a close approximation of a real time330

interval distribution, in this case the time interval distri-
bution taken from a 3H measurement. The code outputs
list-mode data with timestamps and PMT number, similar
to a measurement with a digitizer. The generated files can
be analyzed with the same software used for the experi-335

mental measurements. An important feature of the MC
code is that it can output the simulated counting rates in
the single and coincidence channels. They can serve as a
reference to which the measured and corrected for acci-
dental coincidence counting rates can be compared.340

The MC code was used to generate list-mode files for
3H with activities from 2 kBq to 200 kBq. The files were
analyzed with the same analysis software used in the pre-
vious experiments for the real list-mode data. As the MC
code does not generate noise or PMT after-pulses, the cho-345

sen dead-time for the analysis was 10 µs. The coincidence
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Table 2: Comparison between the analytically calculated (Calc.) and
experimentally (Expt.) obtained D and T accidental and true coin-
cidence counting rates at different resolving times.

Resolv.
time, ns

Corr.
method

D acc.,
s−1

D true,
s−1

T acc.,
s−1

T true,
s−1

200
Calc. 21.3 10056.5 21.3 3994.2
Expt. 20.9 10056.8 21.6 3993.9

∆ 1.69% 0.00% -1.38% 0.01%

800
Calc. 83.5 10145.2 85.8 4055.9
Expt. 83.6 10145.1 86.3 4055.4

∆ -0.12% 0.00% -0.60% 0.01%

1000
Calc. 104.1 10148.5 107.4 4057.8
Expt. 104.5 10148.1 107.9 4057.3

∆ -0.41% 0.00% -0.49% 0.01%

2000
Calc. 205.4 10155.0 215.8 4059.3
Expt. 209.0 10151.5 215.8 4059.2

∆ -1.71% 0.04% 0.00% 0.00%

3000
Calc. 304.2 10158.2 325.0 4055.8
Expt. 313.5 10149.0 323.8 4057.1

∆ -2.94% 0.09% 0.39% -0.03%

resolving time was set to 800 ns, same as for the real 3H
measurements. The measured counting rates (Correction
method: None) were compared to the MC reference (see
Table 3). An increasing discrepancy between the measured350

and MC reference counting rates can be observed with in-
crease in the activity of the simulated measurement. The
discrepancy in the T channel is 0.14% for the 2 kBq sim-
ulation and increases up to 15.28% for the 200 kBq simu-
lation.355

The measured coincidence counting rates were used with
equations (8) and (10) in order to estimate the contribu-
tion of the accidental coincidences according to the ana-
lytical method. The accidental coincidence counting rates
were subtracted from the measured counting rates and the360

true coincidence counting rates were obtained. These were
then compared to the MC reference (Correction method:
Calc.). For simulated activities up to 60 kBq, the dis-
crepancy between the corrected and MC reference count-
ing rates is less than 0.12%. For 100 kBq and 200 kBq365

the increase in the discrepancy could be attributed to
the large contribution of the accidental coincidences to
the measured counting rates, which are used to calculate
the correction. Nevertheless, even for activities as high as
100 kBq, the corrected for accidental coincidence counting370

rates are within 0.29% from the MC reference.
The MC generated list-mode data was analyzed in order

to obtain the time distributions in the coincidence chan-
nels. For the activities up to 40 kBq the experimental
method was used with the assumption for uniform distri-375

bution of the accidental coincidences in the interval be-
tween 1500 ns and 2000 ns and equation (6) was used to
calculate the accidental coincidences in each channel. For
the higher activities, from 60 kBq to 200 kBq, the as-

Table 3: Comparison of the uncorrected and corrected by the two
methods (Calc. and Expt.) counting rates with the MC generated
reference counting rates

Activity
Corr.

method
Difference from MC reference, %

AB∗ D T

2 kBq
None 0.11 0.06 0.14
Calc. -0.01 -0.02 -0.02
Expt. -0.01 -0.02 -0.02

10 kBq
None 0.59 0.42 0.76
Calc. -0.03 0.00 -0.05
Expt. -0.01 0.01 -0.04

20 kBq
None 1.23 0.85 1.59
Calc. -0.01 0.01 -0.03
Expt. -0.02 0.03 -0.06

40 kBq
None 2.43 1.64 3.13
Calc. -0.07 -0.01 -0.12
Expt. 0.01 0.04 -0.02

60 kBq
None 3.69 2.50 4.78
Calc. -0.04 0.02 -0.10
Expt. -0.03 -0.01 -0.06

100 kBq
None 6.07 4.11 7.90
Calc. -0.12 0.08 -0.29
Expt. 0.10 0.16 0.13

200 kBq
None 11.71 7.91 15.28
Calc. -0.61 0.20 -1.31
Expt. 0.08 0.21 -0.18

* The results for the BC and AC channels were similar and were
omitted for brevity.

sumption is invalid, due to the very high counting rates.380

In these cases, the accidental coincidence counting rates
were obtained by fitting the linear equation (5) to the
time interval distribution in the interval from 1500 ns to
2500 ns. The corrected for accidental coincidence count-
ing rates were compared to the MC reference (Correction385

method: Expt. in Table 3). For activities up to 60 kBq,
the corrected using the experimental method coincidence
counting rates are within 0.06% of the MC reference. In
the case of 100 kBq and 200 kBq the discrepancy is higher,
but still within 0.21%.390

4. Conclusions

An experimental method to evaluate the accidental co-
incidence counting rates in TDCR measurements was pro-
posed. The method was used to develop and validate an-
alytical expressions for the counting rate of accidental co-395

incidences.
The analytical and experimental evaluations give con-

sistent results for 3H, 55Fe and 14C measurements. The
contribution of the accidental coincidences increases with
reduction of the counting efficiency and, for the measured400

3H sources, 10 times increase in the activity leads to 50
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times increase in T and 20 times increase in D accidental
coincidences. The true coincidence counting rates evalu-
ated using the analytical method, which uses the single
and coincident counting rates obtained in a typical TDCR405

measurement, does not seem to depend significantly on the
choice of coincidence resolving time for the studied 23 kBq
3H LS-source.

Both methods were used to evaluate the accidental coin-
cidence counting rates for MC generated 3H measurements410

with activities from 2 kBq to 200 kBq. The coincidence
counting rates corrected with the analytical method agree
with the MC references to within 0.29% for activities up to
100 kBq. When the experimental method is used it results
in less than 0.06% deviation from the reference counting415

rates for activities up to 60 kBq and less than 0.21% up
to 200 kBq.

The analytical evaluation of accidental coincidences can
be applied to all existing TDCR acquisition systems that
provide single, double coincidence and triple coincidence420

counting rates. The correction for accidental coincidences
gives the opportunity to use long coincidence resolving
times that seem to be necessary for the standardization
of low-energy radionuclides. Correcting for accidental co-
incidences could improve the non-linearity of TDCR de-425

tection systems when recording the decay of short half-life
radionuclides like 11C, 15O or 18F and allow TDCR mea-
surements of high-activity sources, where accidental coin-
cidences cannot be neglected.

Acknowledgements430

The authors are indebted to Karsten Kossert for the
valuable discussions on the subject.

The experiments for this work were performed during
the stay of one of us (Ch. D.) at LNHB with a financial sup-
port from the French Laboratoire national de métrologie435

et d’essais (LNE). This financial support is gratefully ac-
knowledged.

This work is supported by the Scientific Research Fund
of Sofia University ”St. Kliment Ohridski” under contract
№80-10-16/18.03.2020.440

References

[1] M. L’Annunziata, Editor, Handbook of Radioactivity Analy-
sis., 3rd Edition, Academic Press, Elsevier., Amsterdam, The
Netherlands, 2012.

[2] R. Broda, P. Cassette, K. Kossert, Radionuclide metrology us-445

ing liquid scintillation counting, Metrologia 44 (4) (2007) S36.
[3] G. Mini, F. Pepe, C. Tintori, M. Capogni, A full digital ap-

proach to the TDCR method, Applied Radiation and Isotopes
87 (2014) 166–170. doi:10.1016/j.apradiso.2013.11.103.

[4] T. Steele, L. Mo, L. Bignell, M. Smith, D. Alexiev, FASEA: A450

FPGA acquisition system and software event analysis for liq-
uid scintillation counting, Nuclear Instruments and Methods in
Physics Research Section A: Accelerators, Spectrometers, De-
tectors and Associated Equipment 609 (2-3) (2009) 217–220.
doi:10.1016/j.nima.2009.07.045.455

[5] C. Bobin, J. Bouchard, B. Censier, First results in the develop-
ment of an on-line digital counting platform dedicated to pri-
mary measurements, Applied Radiation and Isotopes 68 (7-8)
(2010) 1519–1522. doi:10.1016/j.apradiso.2009.11.067.

[6] V. Jordanov, P. Cassette, C. Dutsov, K. Mitev, Development460

and applications of a miniature TDCR acquisition system for
in-situ radionuclide metrology, Nuclear Instruments and Meth-
ods in Physics Research Section A: Accelerators, Spectrome-
ters, Detectors and Associated Equipment 954 (2020) 161202.
doi:10.1016/j.nima.2018.09.037.465

[7] K. Mitev, P. Cassette, V. Jordanov, H. R. Liu, C. Dutsov,
Design and performance of a miniature TDCR counting sys-
tem, Journal of Radioanalytical and Nuclear Chemistry 314 (2)
(2017) 583–589. doi:10.1007/s10967-017-5451-3.

[8] M. Capogni, P. D. Felice, A prototype of a portable TDCR470

system at ENEA, Applied Radiation and Isotopes 93 (2014)
45–51. doi:10.1016/j.apradiso.2014.03.021.

[9] C. Bobin, C. Thiam, B. Chauvenet, J. Bouchard, On the
stochastic dependence between photomultipliers in the TDCR
method, Applied Radiation and Isotopes 70 (4) (2012) 770–780.475

doi:10.1016/j.apradiso.2011.12.035.
[10] C. Dutsov, K. Mitev, P. Cassette, V. Jordanov, Study of two

different coincidence counting algorithms in TDCR measure-
ments, Applied Radiation and Isotopes 154 (2019) 108895.
doi:10.1016/j.apradiso.2019.108895.480

[11] J. Bouchard, P. Cassette, MAC3: an electronic module for the
processing of pulses delivered by a three photomultiplier liquid
scintillation counting system, Applied Radiation and Isotopes
52 (3) (2000) 669–672. doi:10.1016/s0969-8043(99)00228-6.

[12] R. Broda, K. Pochwalski, T. Radoszewski, Calculation of liquid-485

scintillation detector efficiency, International Journal of Radia-
tion Applications and Instrumentation. Part A. Applied Ra-
diation and Isotopes 39 (2) (1988) 159–164. doi:10.1016/

0883-2889(88)90161-x.
[13] L. Jánossy, Rate of n-fold accidental coincidences, Nature490

153 (3875) (1944) 165–165. doi:10.1038/153165a0.

8

http://dx.doi.org/10.1016/j.apradiso.2013.11.103
http://dx.doi.org/10.1016/j.nima.2009.07.045
http://dx.doi.org/10.1016/j.apradiso.2009.11.067
http://dx.doi.org/10.1016/j.nima.2018.09.037
http://dx.doi.org/10.1007/s10967-017-5451-3
http://dx.doi.org/10.1016/j.apradiso.2014.03.021
http://dx.doi.org/10.1016/j.apradiso.2011.12.035
http://dx.doi.org/10.1016/j.apradiso.2019.108895
http://dx.doi.org/10.1016/s0969-8043(99)00228-6
http://dx.doi.org/10.1016/0883-2889(88)90161-x
http://dx.doi.org/10.1016/0883-2889(88)90161-x
http://dx.doi.org/10.1016/0883-2889(88)90161-x
http://dx.doi.org/10.1038/153165a0

	Introduction
	Materials and methods
	Results
	Conclusions

