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In X-ray photoelectron spectroscopy (XPS), the excited orbital interact with its polarized charges,
resulting in a lower binding energy. Demonstration by an embedded many-body theory, such po-
larization effect can shift the core-level energy more than 1 eV in noble gas clusters made of Ar,
Kr, or Xe. The polarization energy is almost identical for any core-orbitals within an atom but
significantly depends on the atomic position in the cluster. An analytical formula is derived from
classical electrostatics and can describe such a phenomenon well. The simulated XPS spectra agree
with experiments of noble gas clusters consisting of 3000 atoms. The polarization energy is another
important contributor compared to the crystal field to the core-level shift.

Introduction. — X-ray photoelectron spectroscopy
(XPS) measures the binding energy of core-electron by
evaluating the kinetic energies of emitted electrons un-
der the action of X-rays [1, 2]. It provides the chemical
composition of any samples, i.e., atoms, molecules, liq-
uids, solids, crystalline, or amorphous. In addition, it
allows access to structural information, such as chemi-
cal bondings and local structures, through the core-level
shift, the change in the binding energy of a core elec-
tron. However, it requires established knowledge, which
associates the chemical bonding to core-level shift. While
such knowledge might be acquired experimentally, for ex-
ample, the rich chemical bondings of the carbon atom are
tabulated, a more promising way is to develop an accu-
rate method to simulate core-level shift for any species
in any environment.[3]

The recent introduction of many-body theory to the
simulation of XPS spectra improves the accuracy of the
absolute value of core-level energies.[4–8] The computed
XPS peaks of noble gas atoms from He to Rn with bind-
ing energy up to 100 keV are comparable to experiments
typically with an error below 1%.[4] The accuracy is also
validated in a set of small molecules containing light el-
ements, such as C, N, O, and F atoms[5, 6]. The frag-
mented approach could be an efficient method for large
molecules and polymers.[7] However, the core-level shift
deserves more attention than only focusing on the abso-
lute value of XPS peaks. The previous work on carbon
1s demonstrated that the main effect of the core-level
shift originated from classical electrostatics [8], which
contains the the crystal field, characterized by the elec-
trostatic potential brought by surrounding atoms, and
the polarization effect due to the core-level excitation by
the X-ray. The crystal field is typically captured accu-

rately and efficiently by density functional theory (DFT)
or the Hartree-Fock (HF) approach. The dynamic part
requires more complex methods such as ∆SCF or many-
body theory. The screening effect of core-level exciting
among small gas-phase molecules is similar, which justi-
fies the evaluation of core-level shift directly in DFT or
HF for a set of gas-phase molecules. [8]
Nevertheless, the polarization effect would dominate

the core-level shift in some conditions. For example,
when applying the fragmented GW approach, attention
has to be paid to the change in the dielectric environ-
ment, which might underestimate the polarization en-
ergy. To demonstrate the polarization effect on core-level
shift, we choose noble gas clusters as an example, which
is ideal. Because they are formed by van der Waals in-
teractions, noble gas clusters have almost no crystal field
effect. Therefore, different peaks in experimental XPS
spectra must be ascribed to the change of polarization
energy for atoms on the surface and in bulk. [9, 10] How-
ever, many questions remain. Does the polarization effect
depend on which orbital is excited? Does it depend on
the crystallography orientation? In this letter, we em-
ployed the embedded many-body perturbation theory to
systematically investigate the polarization effect on core-
level shifts in noble gas clusters.
Methods. — The core-electron excitation of a no-

ble gas atom in a cluster is computed within an embed-
ded many-body perturbation theory implemented in the
quantum mechanic / molecular mechanic (QM/MM) ap-
proach [11, 12]. The GW method models the QM part
by constructing the one-body Green’s function

G(r, r′;ω) =
∑
n

ψn(r)ψ
†
n(r

′)

ω − ϵn + iη sgn(En − µ)
, (1)
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where ψ and E are wave functions and energies of eigen-
states, µ the chemical potential, and η positive infinites-

imal number; followed by the random-phase approxima-
tion polarizability,

χ0(r, r
′;ω) =

∑
i,j

(fi − fj)
ψ†
i (r)ψj(r)ψ

†
j (r

′)ψi(r
′)

Ei − Ej − ℏω + iη sgn(Ei − Ej)
, (2)

where f is the occupation number. The dynamically screened Coulomb potential is

W (r, r′;ω) = w(r, r′) +

∫
dr1dr2w(r, r1)χ0(r1, r2;ω)W (r2, r

′;ω) (3)

where w is the effective Coulomb potential in the QM part. In conventional GW without embedding, w is simply the
bare Coulomb potential v. With embedding, w includes the screening effect from the MM part, i.e.,

w(r, r′) = v(r, r′) +

∫
dr1dr2v(r, r1)χ

MM (r1, r2)W (r2, r
′), (4)

where χMM is the polarizability in the MM part. The
second term in Eq.4 is called the reaction field matrix.
Finally, the GW self-energy is obtained

Σ(r, r′;ω) =
iℏ
2π

∫
dω′G (r, r′, ω + ω′)W (r, r′, ω) (5)

The GW quasi-particle energy is a solution of the fol-
lowing quasi-particle equation based on the perturbation
theory by replacing the exchange-correction potential in
DFT with the self-energies.

EGW
n = ϵKS

n + ⟨ϕKS
n |Σ(EGW

n )− V DFT
XC |ϕKS

n ⟩ (6)

The polarization energy from the MM part is the dif-
ference between quasi-particle energies with and without
embedding.

Pn = σn(E
GW/MM
n − EGW

n ), (7)

where σn = 1 for occupied orbitals, and −1 for unoccu-
pied ones.

In practice, we performed eigenvalues self-consistent
GW gas-phase calculation (evGW ) starting from
Hartree-Fock (HF) eigenstates. By using the evGW
quasi-particle energies, single-shot COHSEX calculations
(Coulomb-hole-screened-exchange formalism, the static
version of GW approximation [13]), with and without
the screening from the MM part, were used to evaluate
the polarization energy. The error from the ignorance of
frequency dependence is largely canceled by subtracting
two quasi-particle energies, as demonstrated recently us-
ing the fragmented GW approach, which considers the
MM part’s dynamical response [14].

The HF eigenstates used as starting point for GW
calculation were obtained using x2c-TZVPPall-2c ba-
sis set [15] with NWChem [16]. The embedded GW
calculations are performed using FIESTA package [11,

17, 18] with Coulomb-fitting resolution of identity tech-
nique (RI-V)[19] and def2-universal-JKFIT auxiliary ba-
sis set[20]. The MM part is described by a discrete po-
larizable model implemented on MESCAL package[21].
The isotropic polarizability of noble gas atoms is taken
from experiments [22, 23] and was set to 1.641, 2.4844,
and 4.044 Å−3 for Ar, Kr, and Xe, which are in face-
center cubic structure with lattice parameters 5.25, 5.59,
and 6.13 Å, respectively.[24–26] For an atom on a semi-
infinite surface or in bulk, its reaction field matrix is ex-
trapolated from a semi-sphere or sphere to an infinite
radius.[12]

Results. — Considering a noble gas atom in its bulk
solid (sphere with infinite radius), Fig. 1 shows that the
polarization energy is almost a constant for all orbitals.
It is about 1.16, 1.27, and 1.35 eV for Ar, Kr, and Xe,
respectively. For an atom at a surface (a semisphere with
an infinite radius), the polarization energy reduces by
0.2 to 0.3 eV compared to that in bulk but remains a
constant, which is 0.82, 0.92, and 1.01 eV for Ar, Kr, and
Xe, respectively. The reduction of polarization energy
on the surface is expected as the polarizable medium is
reduced.

The orbital-independent polarization energy can be ex-
plained by the Gauss theorem. Assume the noble gas
atom is in a spherical cavity with radius rc, outside of
which is the polarizable medium. The electric field in the
polarizable medium is always 1/(ϵR2) (R > rc, where ϵ is
the dielectric constant), for any core-level excitation, i.e.,
the shape of the orbital has no influence. Therefore, the
polarizable medium has the same response to the elec-
tric field by developing dipoles. In the cavity, the electric
field that arose from the polarized dipoles is zero, so the
potential V (r) from those dipoles is a constant. The po-
larization energy is simply P =

∫
drV (r)ψ†(r)ψ(r) = V ,

where ψ is the excited orbital.
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FIG. 1. Polarization energy induced core-level shift for all
core orbitals of Ar, Kr, and Xe in bulk (sphere with infinite
radius) and on a surface (semi-sphere with infinite radius).

In the following, we discuss finite-size clusters. The
polarization energy of the atom at the cluster’s center is
smaller than in bulk because of the reduced polarizable

medium. Considering a cluster about 3 nm in radius,
the center atom has 1.06, 1.17, and 1.25 eV for Ar, Kr,
and Xe, respectively, which are about 0.1 eV small than
that in bulk. By moving the target atom away from
the spherical center and toward the surface, the polar-
izable medium becomes asymmetric. Here, we consider
four paths from center to surface, i.e., ⟨001⟩, ⟨011⟩, ⟨111⟩,
and ⟨211⟩. Along these paths, the polarization energy is
plotted as a function of the distance to the center of the
sphere in Fig. 2. As expected, it decreases. This is be-
cause the volume of polarizable medium is fixed; part of
the medium is further away when the target atom is off-
center. Therefore, weaker electric field, smaller dipole,
and reduced polarization energy. Interestingly, the path
dependence is weak; only the distance to the center mat-
ters. When the target atom reaches the surface, its po-
larization energy is much smaller than on a semi-infinite
surface due to the finite polarizable medium and con-
vexed surface with more exposition to vacuum.
To explain the polarization energy versus distance to

the center qualitatively, we developed an analytical for-
mula. The target atom is located at a distance r from
the center in a cavity with radius rc. The polarizable
medium is a sphere with radius Rs and dielectric constant
ϵ. According to classical electrostatics, the polarization
energy has the following form (the detailed derivation is
available in supplemental information)

P (r) =
πα

ϵ2

[
−4

(
1

Rs − r
− 1

rc

)
+

[
4r2 + 2Rsr + (R2

s − r2)(ln{Rs − r} − ln{Rs + r})
]

r(R2
s − r2)

]
. (8)

By taking the polarization energy in bulk and in the cen-
ter of a finite sphere with 3000 atoms with radius Rs of
31.2, 32.5, and 37.0 Å for Ar, Kr, and Xe, the dielectric
constant and cavity radius are solved from Eq. 8. The
dielectric constant is 1.19, 1.25, and 1.30, for Ar, Kr, and
Xe, and the cavity radius is 2.48, 2.59, and 2.76 Å. By
using these parameters, the distance dependence is well
captured by the analytical formula. For atoms on the
surface, due to the discretized atomic position, the an-
alytical formula derived from the continuous polarizable
model has some deviation.

Comparing with experimental XPS spectra requires
the polarization energy of any atom in a sphere, which
can be quickly evaluated by the analytical formula
(Eq.8), avoiding thousands of embedded GW calcula-
tions. Considering the decay of incident X-ray, the inten-

sity of XPS peaks is proportional to e
−|r−Rs|

λ , where λ is
the decay length and was set to 8 Å for the three types
of noble gas clusters. To focus on the polarization effect,
we take the experimental peaks for atomic Ar 2p1/2, Kr
3d3/2, and Xe 4d3/2 peaks at −250.6, −95.0, and −69.5

eV, [27], to avoid the error on the absolute binding en-
ergy in GW calculation, which is generally within 1%.[8]
The spin-orbital splittings were 2.1, 1.2, and 2.0 eV for
Ar 2p, Kr 3d, and Xe 4d from experiment.[27]

Figure 3 shows that simulated XPS spectra agree with
experiments for Ar, Kr, and Xe clusters of 3000 atoms.
[9] Peaks of an isolated noble gas atom are also added to
indicate the relative position to surface and bulk peaks.
It is obvious that the experimental ”surface” peak con-
sists of several contributions of atoms on and close to
the surface, with a range of low polarization energy. The
experimental ”bulk” peak is from atoms deeper in the
cluster. However, the atom close to the sphere’s center
contributes little to the spectra due to X-ray attenuation.

Conclusion. — We demonstrated the strong polar-
ization effect on core-level shift for noble gas atoms in
its cluster by employing embedded many-body pertur-
bation theory. The polarization energy is independent
of which core-orbital is excited but depends on the posi-
tion of the target atom in the cluster. An analytical for-
mula derived from electrostatic capture well the position-
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FIG. 2. Polarization energy of a target atom with the dis-
tance r to the center of the cluster in four crystalline direc-
tions (⟨001⟩, ⟨011⟩, and ⟨111⟩), the dashed line is from the
analytical formula (Eq.8).

dependent polarization energy, allowing the generation
of XPS spectra by avoiding thousands of embedded GW
calculations. The simulated spectra are compared to ex-
periments. The assigned ”surface” or ”bulk” in the ex-
periment spectra might be ambiguous, as XPS remains
a surface technique.
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