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ABSTRACT
Online social networks use AI techniques to automatically infer
profiles from users’ shared data. However, these inferences and
their effects remain, to a large extent, opaque to the users them-
selves. We propose a method which raises user awareness about
the potential use of their profiles in impactful situations, such as
searching for a job or an accommodation. These situations illustrate
usage contexts that users might not have anticipated when decid-
ing to share their data. User photographic profiles are described by
automatic object detections in profile photos, and associated object
ratings in situations. Human ratings of the profiles per situation
are also available for training. These data are represented as graph
structures which are fed into graph neural networks in order to
learn how to automatically rate them. An adaptation of the learning
procedure per situation is proposed since the same profile is likely
to be interpreted differently, depending on the context. Automatic
profile ratings are compared to one another in order to inform indi-
vidual users of their standing with respect to others. Our method is
evaluated on a public dataset, and consistently outperforms com-
petitive baselines. An ablation study gives insights about the role
of its main components.

CCS CONCEPTS
• Computing methodologies → Neural networks; • Security
and privacy → Privacy protections.
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Figure 1: Potential consequences of personal data sharing
for 3 users in 3 real-life situations. Users’ photos include
information about their interests and lifestyle which can be
inferred and aggregated to compute the appeal of a profile
in context. The aggregation is done with a graph neural net
trained to rate profiles. The network is trained with object
detections and ratings per situation and uses human ratings
of training profiles as ground truth. Modeling several situa-
tions is useful because the same shared information can be
interpreted differently. For instance, the two top row photos
of 𝑈1 and 𝑈3 might be assessed negatively when searching
an accommodation, but positively for a waiter job. Top row
photos of 𝑈2 are positive for IT job, but their photos with
young kids might be problematic if searching for a waiter
job. A ranking of profile ratings is used to raise awareness
about the consequences of data sharing.

1 INTRODUCTION
Users are entitled to know how the data they share online can
be leveraged by online social networks (OSNs) and third parties.
Despite its importance for an informed online participation, the
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proposal of efficient user feedback remains difficult due to a com-
bination of usability and technical challenges. Efforts to increase
transparency and trust, such as Facebook’s Privacy Checkup [13],
were recently made under public and regulatory pressure but their
effectiveness is strongly debated [5, 51]. The availability of on-
device deep learning models [38, 44] enables the creation of AI-
assisted tools which provide user feedback before sharing. This
is important insofar as feedback is most efficient before sharing,
when data are still on the user’s device [41].

Users should be able to understand the potential effects of their
data-sharing practices. This topic was explored during the Image-
CLEF 2021 Aware Task [20] which introduced a dataset which
includes photographic user profiles, associating object detections
and human ratings of these profiles in four real life situations. The
modeled situations include search for: an accommodation, a bank
loan, an IT job and a waiter job. Several situations are needed since
the effects of data sharing vary depending on the context in which
they are used, as illustrated in Figure 1. The objective of the Aware
task was to automatically rate a set of photographic user profiles
per situation in order to reproduce human ratings. The focus was
on lightweight algorithms which can be run on users’ devices. Infer-
ences are thus done before the actual sharing, and this is important
insofar as OSNs gain control of the data once they are shared.

We summarize the proposed method for rating photographic
profiles in Figure 1. We note that the rating of these profiles varies
in the three illustrated situations. For instance, the analysis of their
shared photos is likely to place 𝑈2 at the top of the user profile
rankings for situations accommodation and IT job search because
their shared photos are more appealing than those of𝑈1 and𝑈3 in
the two situations. Inversely, 𝑈2 will be low ranked for waiter job
search because their photos are either unrelated to this situation
or can be judged negatively. Note that the ratings of the profiles
encode social biases of the people who perform the ratings [20, 31].
The automatic rating process will inherit these biases, but this is
not considered problematic in our approach, because it is meant to
simulate real-life situations, including biases. The rating process
is based on Graph Neural Networks (GNNs) [40], whose ability to
learn from entities and their relations in a flexible way [4] makes
them particularly suited to our use case. We explore different ways
to structure data as graphs and three GNNmodels to adapt the auto-
matic rating of profiles to each situation. We evaluate the proposed
model on the publicly available ImageCLEF Aware dataset [20],
which contains a total of 500 profiles. Results show a consistent
improvement compared to a newly proposed baseline and to an
existing method. Further experiments show that more performance
gains are obtainable by using ensembling techniques.

2 RELATEDWORK
The main objective here is to raise users’ awareness regarding their
online activity, and more precisely about personal data sharing
practices. Our work is inspired by advances in relevant disciplines,
including legal research, behavioral economics, and psychology.
Legal research is relevant insofar as it examines the practical im-
plications of the legal framework, such EU’s General Data Protec-
tion Regulation, on the design of tools which provide feedback to
users [5, 28, 51]. Behavioral economics motivates our approach

since they point out real-life effects of OSN participation. These
studies are often focused on the influence of sensitive information,
such as gender, origin, or religion, on hiring practices [1, 29, 45].
Beyond legal safeguards against their discriminatory use, the in-
fluence of strong social signals is rather well grasped by the users.
While following a similar global objective, we infer weaker signals
by an automatic analysis of personal data because their effects are
not well understood. Recent studies in psychology [30, 42] advo-
cate for the need for transparency in order to facilitate an informed
participation in OSNs and, ultimately, to build a relation of trust
between services and their users in the long run. Our contribution
improves transparency by providing insights both about automatic
inferences and their effects.

Photos constitute a large part of the data shared on OSNs. A
wealth of information can be inferred from their content and used
against users [48]. Existing works usually classify user images as
private/public. An early solution [50] used shallow classifiers on
top of a bag-of-visual-words representations. More powerful deep
representations [25] were then used to improve accuracy. A recent
review of deep models for privacy prediction [47] concludes that
pretrained ResNet extractors work best. Adapted deep represen-
tations were equally proposed to improve predictions [18]. The
authors of [41] introduced a personalization component which ac-
counts for personal variations of privacy perception. Personalized
predictions with multi-layered semantic graphs to encode both com-
mon and personal views of privacy were proposed in [22]. These
works are interesting insofar as they raise user awareness. However,
they differ from our approach because they stop short of explaining
the effects of sharing. In our study, we give a contextualized view of
sharing consequences by showing that the same profile is perceived
differently depending on the situation.

We build on the ImageCLEF 2021Aware shared evaluation task [20],
which proposes a dataset for raising user awareness. A set of 500
photographic profiles sampled from the YFCC dataset [46], itself
collected from Flickr, were manually rated in 4 real-life situations.
Detections of visual objects for each profile, along with crowd-
sourced object ratings in each situation, are provided. A solution to
this task which uses regression and profile descriptor compression
was introduced in [31]. Another solution based on random forest
regressors was introduced recently [32]. An ensemble of estimators
is deployed over a representation of profiles which combines object
detection confidence and situation scores of objects. The approach
is fine tuned and best results are obtained with an ensemble of 650
estimators. While interesting, these solutions either do not leverage
recent advances in deep learning. Another recent approach [26]
tested the use of a dense neural network for the task However, the
reported results are poor.

Graph neural networks (GNNs) [40] are suited to model the task.
They learn from data which can be structured as graphs which
encode entities and their relations. GNNs are able to learn com-
plex information about entities, their associated relations and their
compositionality rules. This differentiates them from other types
of deep learning models [4]. They store information as embeddings
and rely on graph network operations, based for instance on Mes-
sage Passing Neural Networks, to update these embeddings during
learning [17]. Graph Convolution Networks [24] use convolutions
adapted for graphs to update node features based on the properties
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ACC BANK IT WAIT

ACC 1.00 0.77 0.54 0.22
BANK 1.00 0.54 0.19
IT 1.00 0.10
WAIT 1.00

Table 1: Pearson correlation coefficients (𝜌) between the
ground truth ratings of the four modeled situations in the
ImageCLEF 2021 Aware dataset [20]

of the neighbors. Two or three layers are typically used in [24]
to share information locally and to not disturb the global pooling.
Our learning objective is defined as a graph regression which is
done after the graph network update. It requires an aggregation
step which is done via a pooling operation. This aggregation step
is challenging since the type and order of pooling will influence
the result [49]. A preliminary analysis indicates that GNN perfor-
mance comparison is challenging [10, 12] and leads us to retain
three types of aggregation for experiments. The aggregation step
which follows the convolutional layer is classically done using a
mean pooling operation. Self-attention graphs (SAG) [27] intro-
duce an attention mechanism to improve the pooling step. Graph
Isomorphism Network (GIN) [49] obtain robust performance in
classification by improving the neighbor aggregation step [49].

3 PROPOSED CONTRIBUTION
3.1 Motivation
We propose GUAR, a method for GNN-based User Awareness Rais-
ing. We motivate it and present its components. Users share their
personal data on OSNs in an initial context which they choose and
control. These data are then aggregated into profiles which can be
used in secondary contexts which are were initially anticipated.
A known example is the sharing of geolocated photos of holidays
which, in some cases, led to the users’ houses being burglarized [16].
Albeit rare, this example illustrates a serious consequence of shar-
ing an information which seems innocuous. More systematic usage
of knowledge inferred from users’ online contributions is possible
in situations such as those modeled in the ImageCLEF 2021 Aware
dataset [20]. Even though such usages can be legally problematic,
they do occur in practice [5], The Aware dataset includes four situ-
ations to convey the contextualized interpretations of shared data.
We illustrate these different interpretations in Table 1 by present-
ing the correlations between the ground truth ratings of the four
situations. The Pearson correlation varies between 0.1 and 0.77
for the IT-WAIT and ACC-BANK pairs, respectively. WAIT is also
decorrelated from ACC and BANK since the corresponding Pearson
correlation coefficient 𝜌 values are 0.22 and 0.19, respectively. The
differences between situations call for their adapted processing in
order to optimize performance. Consequently, we propose a flexible
learning framework both in terms of GNN architecture, learning
process parametrization and data processing.

User rating

Situation

GNN

Photos Objects Detections

Figure 2: Proposed graph-based inference process. A visual
profile is structured as a graph.Here, the user has four photos.
Photo 𝑃1 has three detections: two object𝑂1 and of𝑂2. 𝑃2 has
a single detection of 𝑂3. 𝑃3 does not have any detection. 𝑃4
has three detections of 𝑂2. The features of this graph are
then enriched based on the situation objects scores. A GNN
is finally used to get 𝑦 (𝑈 ,S), the predicted user profile rating
in the situation.

3.2 Notations
We define the main notations used in the formalization of the con-
tent of the ImageCLEF 2021 Aware dataset [20]. A user profile𝑈𝑖 is
defined as a set of photos:U𝑖 = {𝑃𝑖1, 𝑃

𝑖
2, ..., 𝑃

𝑖
𝑛}. The visual detection

is composed of a set of objects: D = {𝑂1,𝑂2, ...,𝑂𝑤}. A situation
is represented as a set of crowdsourced ratings of the detectable
objects: S = {𝑟 (𝑂1), 𝑟 (𝑂2), ..., 𝑟 (𝑂𝑤)}. Note that the ratings of an
object will vary across situations [31]. The set of visual profiles
included in the dataset is: U = {𝑈1,𝑈2, ...,𝑈𝑥 }. The ground truth
rating of user𝑈𝑖 in S,𝑦 (𝑈𝑖 ,S), is also crowdsourced. The predicted
rating is𝑦 (𝑈𝑖 ,S).𝑑𝑘 (𝑂𝑙 , 𝑃

𝑖
𝑗
) is the confidence score of 𝑘𝑡ℎ detection

of object 𝑂𝑙 in the 𝑗𝑡ℎ image of user 𝑈𝑖 . 𝑘 is necessary to account
for multiple detections of an object in a photo.

3.3 GUAR description
The structure of the Aware dataset can be modeled using a graph
which links users, their images and detected objects, as illustrated
in Figure 2. A star-like shape was retained because it suits the
structure of the data. A user𝑈 is the core of the graph and is linked
to the photos 𝑃 𝑗 included in the photographic profile, which are
themselves connected to visual objects 𝑂𝑙 . Finally, 𝑂𝑙 nodes are
connected to detections represented by 𝑑𝑘 (𝑂𝑙 , 𝑃 𝑗 ). The number
of objects detected is variable. Some photos include no detectable
object, while other contain several of them. An advantage of graph-
based modeling is its flexibility. Any type of node can be removed
when searching for optimal representations of profiles in a situation.
For instance, if nodes 𝑃 𝑗 are removed, 𝑈 will be directly linked to
object nodes 𝑂𝑙 . If the𝑈 node is removed, the graph will include
multiple disconnected subgraphs, each one with 𝑃 𝑗 as root node.
Different graph structures, which include all or only a part of the
nodes presented in Figure 2, are tested during the learning process.
After selecting the graph backbone, it is necessary to preprocess
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the object detections and encode the features in the graph. These
steps are presented hereafter.

Detection preprocessing. A threshold can be applied to retain
detections whose confidence 𝑑𝑘 (𝑂𝑙 , 𝑃

𝑖
𝑗
) is such that a good balance

between kept true positives and removed false positives is found.
Since the detection range varies for different objects 𝑂𝑙 , it is inter-
esting to define adapted thresholds. We follow [31] and optimize
thresholds [ (𝑂𝑙 ) using a filtering-based attribute selection mech-
anism [35]. This mechanism maximizes the Pearson correlation
between automatic and manual user ratings over the training set
when object detectors are activated individually. We also tested
other thresholds, such as the average or median predictions in the
training subset, but they gave lower performance.

Annotators use winner-take-all strategies [21] in order to rate
photographic profiles. Since it is impossible to know at which level
they are deployed, we implement three strategies to restructure the
graph from Figure 2 and illustrate them in Figure 3. Max pooling
is applied to different graph components to model winner-take-all.
We first hypothesize that, given several detections of 𝑂𝑙 , only the
most confident one is likely to matter when the image is analyzed
during profile annotation. We implement this selection strategy in
the MP1 variant from Figure 3(a). When MP1 is used, each retained
detection is represented using a one-hot vector in the feature en-
coding described in Subsection 3.3. On top of MP1, we can assume
that only the object which has the largest situation score 𝑟 (𝑂𝑙 ) (in
absolute value) among those detected in the image matters. This
strategy, named MP2, is illustrated in Figure 3 (b). Finally, MP3 also
builds onMP1 but max-pooled detections are merged in a multi-hot
vector. These pooling strategies are compared to MP0, the variant
without pooling illustrated in Figure 2.

Feature encoding.Multi-hot encoding is used in order to link
parent nodes with their children nodes from Figure 2 whenever
the edges between them are active. The activation is defined by
the preprocessing steps described in Subsection 3.3. The object
detection nodes are represented using either one-hot encoding for
MP0, MP1 and MP2 pooling strategies or multi-hot encoding for
MP3. The object ratings 𝑟 (𝑂𝑙 ) can be used in order to contextualize
the detection nodes 𝑑𝑘 (𝑂𝑙 , 𝑃 𝑗 ) of the graph representation for each
modeled situation S. Then, 𝑟 (𝑂𝑙 ) × 𝑑𝑘 (𝑂𝑙 , 𝑃 𝑗 ) is used instead of
𝑑𝑘 (𝑂𝑙 , 𝑃 𝑗 ) in the coding of the detection nodes.

GNNmodels.We use graph neural networks to learn how to
predict user ratings based on the user graph structures described
above. We evaluated three GNN models since their a priori com-
parison for a new task is difficult [10, 12]. The first model, named
MEAN, includes a number of layers of convolutional layers, a mean
pool layer followed by a multilayer perceptron (MLP). The second
model, named SAG, also uses convolutional layers, but they are
followed by three SAGPool layers [27] which implement a self-
attention mechanism. The aggregation is done by concatenating
max and mean pooling layers, and by an MLP. The third model,
named GIN, is a graph isomorphism model [49] composed of dense
layers, followed by a sum pool and by an MLP. Based on the GNN
selected, we introduce three models: GUARMEAN, GUARSAG, and
GUARGIN.

The models are trained using hyperparameters related to the
graph architecture, the user graph preprocessing, and the charac-
teristics of the training process. Except for the loss which is defined
below, these hyperparameters are listed in Subsection 3.3 and dis-
cussed inmore details in the supplementarymaterial. Given a subset
of training profiles from U, the objective of the learning process
is to maximize the correlation between automatic automatically
obtained user rating and those from the ground truth. Since the
Pearson correlation coefficient is used to measure performance in
the ImageCLEF 2021 Aware task [20], we also use it in the training
process. This coefficient is defined as:

𝜌
𝑌,𝑌

=
E[(𝑌 − `𝑌 ) (𝑌 − `

𝑌
)]

𝜎𝑌𝜎𝑌
(1)

with: 𝜌 - the Pearson correlation coefficient,𝑌 - the set of ground
truth ratings of user profiles, 𝑌 - the set of predicted ratings of
user profiles, E - the expectation and `, 𝜎 - the mean and standard
deviation, respectively.

We want to maximize the correlation between𝑌 and𝑌 , therefore
we define the loss as L(𝑌,𝑌 ) = −𝜌

𝑌,𝑌
.

4 EXPERIMENTS
Evaluation is done with a publicly available dataset [20]. Our so-
lution is compared to methods from [31] but also to a new com-
petitive baseline introduced here. An analysis of different method
components and parameters is provided in order to understand
their respective contributions.

4.1 Dataset and metrics
The ImageCLEF 2021 Aware dataset [20] includes 500 photographic
user profiles sampled from the YFCC dataset [46], with 100 images
per profile. Manual ratings of profiles per situation are obtained
through crowdsourcing, and are used as ground truth. Profiles are
characterized by two main elements. First, object detections with
Faster-RCNN [37] was done using a dataset of 269 objects. The
total number of detections in the dataset is 67,938. Second, object
ratings per situation were obtained through crowdsourcing and
are available for use. The dataset is split in 360, 40, 100 profiles for
train, validation, and test. The evaluation objective is to produce
an automatic ranking of profiles per situation which is as close as
possible to the manual ground truth. The Pearson correlation coef-
ficient is used to measure the correlation of human and automatic
profile ratings for the test set. Correlations in individual situations
are aggregated to provide a global score.

4.2 Baselines
To our knowledge, the only public solution which tackles the task
was introduced in [31]. Two methods from [31] are tested here,
along with a new baseline AUTOSKL. BASE[ - represents photo-
graphic profiles as 269-dimensional vectors which combine object
detections and ratings in each situation. Test profiles are ranked
by summing individual object detections weighted by situation-
specific object ratings. LERVUP𝑓 𝑟 - compresses full profile vectors
using object rating positivity, negativity, and average detection
confidence. A focal rating component gives more weight to objects
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Max pool 1

Photos Objects Detections

(a) MP1 pooling

Max pool 3

Photos Objects Detections

(b)MP2 pooling

Max pool 2

Photos Objects Detections

(c)MP3 pooling

Figure 3: Max pooling strategies applied to the full graph and the relations defined in Figure 2. (a)MP1 keeps only the most
confident detection per object. (b) MP2 keeps only the max confidence detection of the object with the highest absolute value
rating 𝑟 (𝑂𝑙 ) per image. (c)MP3 merges most confident object detections per image. This creates multi-object detections.

Model ACC BANK IT WAIT Average

BASE[ [31] 0.31 0.34 0.41 0.46 0.38
LERVUP𝑓 𝑟 [31] 0.43 0.36 0.54 0.59 0.48
AUTOSKL 0.27 0.44 0.56 0.68 0.49
GUARSAG 0.38 0.27 0.44 0.62 0.43
GUARGIN 0.44 0.20 0.54 0.59 0.44
GUARMEAN 0.54 0.36 0.57 0.71 0.55

Table 2: Pearson correlation coefficients 𝜌 on the test split for
the ImageCLEF 2021 Aware dataset [20] with the baselines
and the proposed method. GUAR performance is reported
with the GNN models described in Subsection 3.3. 𝜌 interpre-
tation is done using the ranges from [9]: weak for [0.1, 0.3],
moderate for [0.3, 0.5], strong for [0.5, 1]. Best results for indi-
vidual methods are in bold.

with have high ratings, which are likely to be the most influen-
tial. Profiles are automatically rated using a random forest model
for regression with the compressed representations. AUTOSKL -
uses auto-sklearn [15] to search suitable models in Scikit-learn [34].
Similar to 𝐵𝐴𝑆𝐸[ , profiles are represented as 269-dimensional vec-
tors. AUTOSKL is interesting because it finds an optimal classical
learning model.

4.3 Implementation
We used TensorFlow Geometric [19] since it enables an easy deploy-
ment of GNNs. The main hyperparameters of GUAR(Subsection 3.3
that were explored are: (1) the network architecture: type of deep
graph network, number of layers, size of layers, type of nodes in-
cluded in the architecture, directionality of the edges; (2) the data
preprocessing: max pooling type, feature encoding type, adaptive
thresholds for object detections, removal of outlier training profiles;
(3) the learning process: optimizer, learning rate range policy, batch
size. An efficient exploration of these parameters is performed us-
ing a Bayesian method from Optuna [2]. More details are provided
in the supp. material.

4.4 Main experiment
The results fromTable 2 indicate that the performance of GUARMEAN is
interesting because the correlation between manual and automatic
profile rating is strong for ACC, IT and WAIT and moderate for
BANK, following the intervals given in [9]. Equally important,

GUARMEAN provides a consistent performance improvement com-
pared to the baselines. Globally, gains of 6 and 7 Pearson correla-
tion coefficient 𝜌 points are obtained compared to AUTOSKL and
LERVUP𝑓 𝑟 , respectively. The results vary significantly between sit-
uations. WAIT is the easiest situation and BANK the most difficult
one for GUARMEAN. The authors of [31] explained this variation,
also observed for LERVUP𝑓 𝑟 , by the fact that WAIT is better repre-
sented in the object detection dataset than the other situation. This
explanation is related to the automatic inferences which are associ-
ated to a user’s photos. A further explanationmight be related to the
quality of the ground truth data associated to each situation. Their
judgments about the appeal of each profile in a situation is based on
an aggregation of weak signals from profile photos. These signals
are probably more interpretable in some situations than in others.
GUARMEAN has the best results among the three types of GNN
models tested. GUARSAG and GUARGIN lag consistently behind,
with average performance drops of 12 and 11 points with respect
to GUARMEAN. This is interesting insofar as SAG and GIN aggre-
gation components were proposed to improve over MEAN but are
not efficient here. This finding might be explained by the size of
the available training set. A simpler GNN architecture seems better
suited here but further comparisons should be performed if the
dataset is extended.

AUTOSKL has the best behavior among the baselines, followed by
LERVUP𝑓 𝑟 and BASE[ . This result shows that the feature engineer-
ing component proposed in [31] is not necessary if an appropriate
learning method is selected. AUTOSKL even provides the best per-
formance for BANK, with an 8-points gain compared to GUARMEAN.
The information available for BANK is probably insufficient for an
efficient encoding using a deep graph network.

4.5 Ablation of training users and objects
The number of rated user profiles and the number of object detec-
tions are the most important features of the training set. We remove
25% and 50% of users or objects randomly to analyze their influence.
The results from Table 3 confirm that both features are important.
The performance is lower when a larger number of profiles and
objects are removed. Performance drops reach 2 and 6 points with
25% and 50% of users removed and 5 and 12 points with 25% and
50% of objects removed. The performance drop is higher for object
ablation compared to profile ablation, particularly when half of
each is removed. Globally, the results from Table 3 indicate that
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ACC BANK IT WAIT Average

GUARMEAN 0.54 0.36 0.57 0.71 0.55

User 0.52 0.36 0.54 0.70 0.53
ablation 25% ±0.05 ±0.03 ±0.04 ±0.00 ±0.02
User 0.43 0.32 0.50 0.69 0.49
ablation 50% ±0.06 ±0.03 ±0.04 ±0.03 ±0.02

Object 0.48 0.34 0.49 0.70 0.50
ablation 25% ±0.06 ±0.06 ±0.05 ±0.02 ±0.03
Object 0.38 0.27 0.39 0.68 0.43
ablation 50% ±0.06 ±0.10 ±0.08 ±0.03 ±0.06

Table 3: Performance after the ablation of 25% and 50% of
user profiles and visual objects from the training subset of
ImageCLEF 2021 Aware dataset [20]. Users and objects are
ablated randomly five times. The average Pearson correlation
coefficient 𝜌 , and the standard deviations are reported.

ACC BANK IT WAIT Average

GUARMEAN 0.54 0.36 0.57 0.71 0.55

MP0 pooling 0.48 0.27 0.57 0.74 0.51
MP1 pooling 0.54 0.33 0.57 0.73 0.54
MP2 pooling 0.52 0.36 0.55 0.71 0.54
MP3 pooling 0.52 0.36 0.57 0.67 0.53

Table 4: Performance obtained by fixing the type of max
pooling used in all four situations. Max pooling notations
are introduced in Subsection 3.3.MP0 means no pooling.

performance should be improved if the dataset was richer. The per-
formance reduction is lowest for WAIT among the four situations, a
situation which is well represented. The degradation is particularly
important for IT and ACC when 50% of objects are ablated. These
situations are fairly well represented in the full dataset, but this
representation is strongly degraded with fewer objects. Inversely,
these situations are probably the ones whose performance could
be improved the most is new objects which are relevant for them
would be available.

4.6 Effect of max pooling
Max pooling was introduced to simulate winner-take-all strategies
used by human raters [21]. In Table 4, we present results without
max pooling and with the three max pooling schemes introduced
in Subsection 3.3. In each case, the pooling strategy is fixed for all
four situations. This is to be compared to a flexible choice of the
optimal pooling method per situation whose results were reported
in Table 2. All three max pooling flavors improve results compared
to MP0, which does not perform pooling. The best performance is
obtained byMP1 andMP2, which apply pooling at object and object
plus image levels, respectively. Their scores are just 1 point below
of that of GUARMEAN, which selects the best pooling type for each

Ensemble method ACC BANK IT WAIT Average

AUTOSKL, ENS 0.47 0.47 0.57 0.72 0.56
SSNCSE [32] 0.44 0.45 0.54 0.7 0.53
GUARMEAN, KERAS 0.56 0.35 0.60 0.69 0.55
GUARMEAN, SKL 0.56 0.36 0.62 0.67 0.55
GUARSAG, ENS 0.54 0.38 0.67 0.71 0.58
GUARGIN, ENS 0.44 0.39 0.60 0.59 0.51
GUARMEAN, ENS 0.56 0.42 0.66 0.70 0.59

Table 5: Pearson correlation coefficients 𝜌 on the test split
for the ImageCLEF 2021 Aware dataset [20] with ensembling
methods. 𝜌 interpretation is done using the ranges from [9]:
weak for [0.1, 0.3], moderate for [0.3, 0.5], strong for [0.5, 1].
Best results for individual methods are in bold.

situation. The pooling operation has variable influence in the four
modeled situations. IT is the least affected, while differences are
strongest for BANK. Note that GUARMEAN has lower performance
than MP0 and MP1 for WAIT since best results for validation and
test subsets are not fully aligned. Both subsets should be richer in
order to further improve results.

4.7 Effect of ensembling models
We tested several ensembling techniques and describe them briefly
hereafter: (1 )AUTOSKL, ENS uses auto-sklearn [15, 34] to combine
multiplemodels available in Scikit-learn [34], whereas AUTOSKL only
selects a single model. (2) SSNCSE is a method which was recently
introduced in [32], and uses an ensemble of regressors to for the
2022 edition of the Aware task. For fairness, we report results ob-
tained with it for the 2021 version of the dataset, which is used
in this work. (2) GUARMEAN, KERAS is based on the rating pre-
dicted by the top-validation GUARMEAN models. The ratings are
combined by a neural network optimized by auto-Keras [8, 23].
This approach is motivated by the recent reports in [43] regard-
ing the usefulness of deep nets as post-processors in ensembling.
(3) GUARMEAN, SKL is based on the rating predicted by the top-
validation GUARMEAN models. The ratings are ensembled by an
ensemble of traditional machine learning models optimized by
auto-sklearn [15, 34]. This is a “classical" learning counterpart of
GUARMEAN, KERAS. (4) The models GUARSAG, ENS, GUARGIN, ENS,
andGUARMEAN, ENS are based onGUARSAG, GUARGIN, andGUARMEAN,
respectively. They are combined using the averaged rescaled rating
method tested in the main experiments.

The performance of the different ensembling techniques is sum-
marized in Table 5. AUTOSKL, ENS and SSNCSE [32] are two en-
sembling methods which do not use deep learning and are simi-
lar in spirit since they aggregate the outputs of linear classifiers.
AUTOSKL, ENS has better performance since it explores and com-
bined a more diversified range of classifiers. GUARMEAN, KERAS and
GUARMEAN, SKL, the methods which exploit learning-based post-
processors do not work in our task. This might be because the data
provided to them is not sufficient for learning in an effective way.
GUARMEAN, ENS , introduced in Subsection 4.2, provides a 4-points
improvement over the use of a single GUARMEAN model. It is no-
tably beneficial for BANK and IT, which gain 6 and 9 points over
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Figure 4: Image removal effect on the profile rating evalu-
ated by its relative position in a ranked set of a 100 reference
profiles. We use a leave-one-out procedure in the test set to
obtain target and reference profiles. We remove a variable
proportion of negatively and positively scored images per
profile. The ranking difference after and before removal is
averaged over the test set and presented per situation. Profile
ranks are improved and are degraded if negatively scored
images (left) and if positively ranked images (right) are re-
moved. This behavior confirms the capacity of the proposed
method to provide feedback to a user about the effect of their
images in different situations.

singlemodels.We note thatWAIT does not benefit from ensembling,
and a small improvement is obtained for ACC. Ensembling is useful
in practice if the additional computations needed to run multiple
models can be afforded. For instance, the optimal configuration for
BANK and IT is obtained by combining 5 and 6 individual models,
respectively. The smaller these numbers are, the more interesting
the ensembling is. More details about the number of models used
by ensembling are given in the supplementary material.

4.8 Ablation of profile images
GUARcan be used to enable an AI assistant to inform a user about
the effects of photo sharing in real-life situations. We highlight
these effects by removing positively or negatively scores images
from the profile. The resulting ablated profile can be compared to a
set of reference profiles, which remain unchanged, to assess how
its ranking evolves. The test subset, except for the target profile,
is used as reference in this experiment. The target profile ranking
should become better and worse, respectively, when negatively and
positively scored images are removed. The rank change will then
give the user an understanding of the effects of removed images.
Individual image scores are computed using an aggregation of
object situation ratings and of detection confidence from [31]:

𝑠𝑐 (𝑃) =
𝑤∑︁
𝑙=1

𝑟 (𝑂𝑙 )
𝐿∑︁

𝑘=1
𝑑𝑘 (𝑂𝑙 , 𝑃) (2)

with: P - the scored image, 𝑤 - the cardinality of the detection
dataset D, 𝐿 - the number of detections of 𝑂𝑙 in P.

The results obtained by removing between 0% and 40% of nega-
tively and positively scored images of each profile are presented in
Figure 4. The effect of the removal, quantified via the user profile
rank change, is important since the removal of 40 negatively scored
images (left of Figure 4) results in an average positive change of the
rating of up to 25 places. Inversely, the removal of positively rated
images (right of Figure 4) results in an average negative change of
the profile rating of up to 33 places.

Rank changes are not symmetrical when removing the same
amount positively and negatively scored images. This result is due
to the fact that object ratings in situations are not symmetrically
distributed. The profile rank changes vary among situations. WAIT
ranks are least affected by image removal because, as explained in
Subsection 4.5. This happens because WAIT has a lot of pertinent
visual objects in a lot of images. Also, the ratings of these objects
are generally closer to neutral than in the other situations. The
expected effect of each individual image is consequently smaller.
Thus, a larger amount of profile images can be removed with rela-
tively low effect on the ranking. The largest variations are obtained
for BANK and IT. This happens because there are fewer relevant
images which shape profile ratings in these cases, but with stronger
ratings associated to each of them. The obtained results confirm
that GUARMEAN captures the potential effects of sharing negatively
and positively scored images. It can thus help the user make in-
formed decisions about which images should be shared and which
should be kept private.

5 DISCUSSION
GUARtackles a task which has both technical and societal impli-
cations. It is thus important to discuss limitations and risks, along
with mitigation strategies when available. A first limitation is re-
lated to the size of the ImageCLEF Aware dataset [20]. The ablation
experiments from Section 4 indicate that a larger dataset would be
beneficial, both in terms of number of user profiles and of detectable
objects. We hope that this dataset will be expanded and the result
will be made available to the community. However, the ablation
also shows that the obtained results are stable, and the conclusions
drawn from experiments are valid. More generally, the availability
of larger and more diversified datasets which can be used to provide
feedback about data sharing is desirable. However, their creation is
not straightforward due to legal, ethical and technical challenges.

A second limitation is related to the content of the dataset, which
is focused photo-related predictions. The proposed algorithm was
instantiated for this type of data but its adaptation to other types
of inputs is simple due to the flexible nature of graph neural net-
works. Note also that focus here is on soft signals extracted from
shared data, while existing work presented in Section 2 focuses
on stronger signals, such as demographic characteristics of users.
The two types of signals should naturally be integrated in order to
provide thorough feedback to users.

A third limitation is that of technical and social biases which
are encoded in the dataset. This problem was discussed in detail
by the authors of [31]. They point out that a series of measures
were adopted to reduce biases, notably technical, whenever pos-
sible. However, it is difficult not to encode human biases, such as
the subjectivity of human ratings of photographic profiles and of
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visual objects. Such biases are inherent to any annotation process
which appeals to the participants’ opinion and will be inherent
to any downstream task which use human ratings. One common
mitigation measure, also implemented for the Aware dataset, is to
obtain multiple ratings per item and thus transform personal biases
into social ones. We acknowledge the presence of biases and believe
that explanations about them should be included in the feedback
provided to users.

We aim to improve the algorithmic core of the awareness rais-
ing pipeline which is supported through the ImageCLEF Aware
task [20]. It is interesting to discuss its implications regarding ex-
plainability, a key feature for the proposal of trusted AI-driven
products and services. The authors of [3] analyze different types
of explanations (textual, visual, local, by example, by simplifica-
tion, by feature relevance). The implementation of these types of
explanations is often directed toward an understanding of AI mod-
els work. Such strategies for explainability can be implemented
for GNN models [14, 36] and would be useful for ML experts and
practitioners. However, they might be less adapted for non-expert
users despite their tendency to overvalue the technically oriented
explanations [11]. Explanations for non-experts, such as OSN users,
are more effective if they are embedded in a practical context and
directly linked to their goals. The use of several situations to show
the consequences of sharing is related to explainable AI by pro-
jection [39] since the effect of input changes (i.e. profile images)
can be accessed via the user ranking per situation. A potential
implementation of this type of explanations discussed in Subsec-
tion 4.8, with the removal of negatively/positively scored images.
This process enables the users to make more informed decisions
about which data should be shared and which should stay private.
The use of situated effects is in contrast with existing photo privacy
assistance methods [33, 41, 47, 50] which do not contextualize their
recommendations.

A potentially important risk is the misuse of our contribution by
malicious third parties. This type of risk is well identified for a large
spectrum of AI techniques which have societal implications [6].
However, algorithms that are probably more sophisticated than
ours are already deployed by OSNs and associated third parties,
with little attention given to transparency [7]. One can argue that,
somewhat ironically, the misuse predates the virtuous use of tech-
nologies from the users’ perspective. Also important, the means
afforded by service providers are disproportionately high compared
to those that we, as researchers, and final user have. OSNs should
ideally increase transparency by providing AI-assisted tools which
enable users to understand how their data are processed and aggre-
gated. Since this does not seem a priority for them, it is important
to propose such tools independently. Our work can be useful in
practice if integrated in tools such as https://ydsyo.app, the app
prototype supported via the ImageCLEF Aware task. The method
was developed with such integration in mind and thus focused on
inference methods which can be used at the edge. The code will be
made publicly available.

6 CONCLUSION
We have introduced a new GNN-based method which raises user
awareness about the consequences of personal data sharing in

impactful situations. Our results indicate that it is possible to au-
tomatically rate users’ photographic profiles in an effective way.
These ratings can then be aggregated into ratings using a commu-
nity of reference in order to provide feedback to users about how
well they stand in the crowd. The proposed model leverages graph
flexibility to represent user profiles and an adapted data structuring
process to regress the corresponding ratings to improve results
compared to competitive baselines. The experiments show that the
use of GNNs results in a consequent improvement of performance
compared to existing methods.

The promising results reported here encourage us to pursue
our work. We will explore other types of deep networks, such as
transformers, in order to further improve results. The focus was
on images because the dataset provided for the task includes only
this type of data. It would be interesting to study how other types
of shared data (texts, videos, etc.) influence the perception of user
profiles.
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