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Abstract

Exemplar-free class-incremental learning is very chal-
lenging due to the negative effect of catastrophic forget-
ting. A balance between stability and plasticity of the in-
cremental process is needed in order to obtain good accu-
racy for past as well as new classes. Existing exemplar-free
class-incremental methods focus either on successive fine
tuning of the model, thus favoring plasticity, or on using
a feature extractor fixed after the initial incremental state,
thus favoring stability. We introduce a method which com-
bines a fixed feature extractor and a pseudo-features gen-
erator to improve the stability-plasticity balance. The gen-
erator uses a simple yet effective geometric translation of
new class features to create representations of past classes,
made of pseudo-features. The translation of features only
requires the storage of the centroid representations of past
classes to produce their pseudo-features. Actual features
of new classes and pseudo-features of past classes are fed
into a linear classifier which is trained incrementally to dis-
criminate between all classes. The incremental process is
much faster with the proposed method compared to main-
stream ones which update the entire deep model. Experi-
ments are performed with three challenging datasets, and
different incremental settings. A comparison with ten exist-
ing methods shows that our method outperforms the oth-
ers in most cases. FeTrIL code is available at https:
//github.com/GregoirePetit/FeTrIL.

1. Introduction

Deep learning [8] has dramatically improved the qual-
ity of automatic visual recognition, both in terms of ac-
curacy and scale. Current models discriminate between
thousands of classes with an accuracy often close to that
of human recognition, assuming that sufficient training ex-
amples are provided. Unlike humans, algorithms reach

optimal performance only if trained with all data at once
whenever new classes are learned. This is an important
limitation because data often occur in sequences [18] and
their storage is costly. Also, iterative retraining to integrate
new data is computationally costly and difficult in time- or
computation-constrained applications [10, 33]. Incremen-
tal learning [37] was introduced to reduce the memory and
computational costs of machine learning algorithms. The
main problem faced by class-incremental learning (CIL)
methods is catastrophic forgetting [15, 26], the tendency
of neural nets to underfit past classes when ingesting new
data. Many recent solutions [4, 14, 34, 45, 47], based
on deep nets, use replay from a bounded memory of the
past to reduce forgetting. However, replay-based methods
make a strong assumption because past data are often un-
available [42]. Also, the footprint of the image memory
can be problematic for memory-constrained devices [33].
Exemplar-free class-incremental learning (EFCIL) methods
recently gained momentum [46, 39, 48, 49]. Most of them
use distillation [13] to preserve past knowledge, and gener-
ally favor plasticity. New classes are well predicted since
models are learned with all new data and only a representa-
tion of past data [25, 32, 50]. A few EFCIL methods [1, 6]
are inspired by transfer learning [38, 40]. They learn a fea-
ture extractor in the initial state, and use it as such later to
train new classifiers. In this case, stability is favored over
plasticity since the model is frozen [25].

We introduce FeTrIL, a new EFCIL method which com-
bines a frozen feature extractor and a pseudo-feature gen-
erator to improve incremental performance. New classes
are represented by their image features obtained from the
feature extractor. Past classes are represented by pseudo-
features which are derived from features of new classes
by using a geometric translation process. This translation
moves features toward a region of the features space which
is relevant for past classes. The proposed pseudo-feature
generation is adapted for EFCIL since it is simple, fast and
only requires the storage of the centroids for past classes.
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Figure 1. Illustration of the proposed pseudo-feature generation procedure. This toy example includes an initial state (3 classes) and two IL
states (1 new class per state) in subfigures (a), (b) and (c). Subfigure (d) provides the actual features of all classes that would be available
for a classical learning. The illustration uses a 2D projection of actual features. Pseudo-features of past classes are generated by geometric
translation of features of the new class added in each state with the difference between the centroids of the target past class and of the new
class. While imperfect, the pseudo-feature generator produces a usable representation of past classes. Best viewed in color.

FeTrIL is illustrated with a toy example in Figure 1. We
run experiments with a standard EFCIL setting [14, 48, 49],
which consists of a larger initial state, followed by smaller
states which include the same number of classes. Results
show that the proposed approach has better behavior com-
pared to ten existing methods, including very recent ones.

2. Related Work
CIL algorithms are needed when data arrive sequentially

and/or computational constraints are important [10, 18, 25,
30]. Their objective is to ensure a good balance between
plasticity, i.e. integration of new information, and stability,
i.e. preservation of knowledge about past classes [28]. This
is challenging because the lack of past data leads to catas-
trophic forgetting, i.e. the tendency of neural networks to
focus on newly learned data at the expense of past knowl-
edge [26]. Recent reviews of CIL [2, 25] show that a ma-
jority of methods replay samples of past classes to mitigate
forgetting [4, 14, 34, 47]. One advantage here is that the
network architecture remains constant throughout the incre-
mental process. However, these methods have two major
drawbacks: (1) First, the assumption that past samples are
available is strong since in many cases past data cannot be
stored due, for instance, to privacy restrictions [42] and (2)
the memory footprint of the stored images is high.

Here, we investigate exemplar-free CIL, with focus on
methods which keep the network size constant. This setting
is very challenging since it imposes strong constraints on
both memory and computational costs. A majority of ex-
isting methods use regularization to update the deep model
for each incremental step [25], and adapt distillation [13] to
preserve past knowledge by penalizing variations for past
classes during model updates. Note that, while some of the
distillation-based methods were introduced in an exemplar-
based CIL (EBCIL) setting, many of them are also appli-
cable to EFCIL. This approach to CIL was popularized

by iCaRL [34], itself inspired by learning without forget-
ting (LwF) [20]. Distillation was later refined and comple-
mented with other components to improve the plasticity-
stability compromise. LUCIR [14] applies distillation on
features instead of raw classification scores to preserve the
geometry of past classes, and an inter-class separation to
maximize the distances between past and new classes. The
problem was partially addressed by adding specific class
separability components in [7, 14]. Distillation-based
methods need to store the current and the preceding model
for incremental updates. Their memory footprint is larger
compared to methods which do not use distillation [25].

Another important problem in CIL is the semantic drift
between incremental states. Auxiliary classifiers were intro-
duced in [21] to reduce the effect of forgetting. ABD [39]
uses image inversion to produce pseudo-samples of past
classes. The method is interesting but image inversion is
difficult for complex datasets. Another interesting solution
is proposed in [46], where the features drift between incre-
mental steps is estimated from that of new classes. Recent
EFCIL approaches [48, 49, 50] use past class prototypes in
conjunction with distillation to improve performance. Pro-
totype augmentation is proposed in PASS [49] to improve
the discrimination of classes learned in different incremen-
tal states. Feature generation for past classes is introduced
in IL2A [48] by leveraging information about the class dis-
tribution. This approach is difficult to scale-up because a
covariance matrix needs to be stored for each class. A pro-
totype selection mechanism is introduced in SSRE [50] to
better discriminate past from new classes. FeTrIL shares the
idea of using class prototypes with [46, 48, 49, 50]. An im-
portant difference is that we freeze the model after the initial
state, while the other methods deploy more sophisticated
mechanisms to integrate prototypes in a knowledge distilla-
tion process. Past comparative studies [2, 25] found that,
while appealing in theory, distillation-based methods un-



derperform in EFCIL, particularly for large-scale datasets.
Second, since the representation space is fixed, a simple
geometric translation of actual features of new classes is
sufficient to produce usable pseudo-features. In contrast,
IL2A [48], the work which is closest to ours, needs to store a
covariance matrix per class to obtain optimal performance.
Third, the use of a fixed extractor simplifies the training pro-
cess since only the final linear layer is trained, compared
to a fine tuning of the backbone model required by recent
methods which use prototypes and feature generation.

Another line of work takes inspiration from transfer
learning [29, 38] to tackle EFCIL. A feature extractor is
trained in the initial non-incremental state and fixed after-
wards. Then, an external classification layer is updated in
each incremental state to integrate new classes. The nearest
class mean (NCM) [27] was used in [34], linear SVMs [31]
were used in [1] and extreme value machines [35] were re-
cently tested by [6]. The advantages of transfer-learning
methods are their simplicity, since only the classification
layer is updated, and their lower memory requirement, since
they need a single deep model to function. These meth-
ods give competitive performance compared to distillation-
based ones in EFCIL, particularly at scale [2]. However,
features are not updated, and they are sensitive to large do-
main shifts between incremental tasks [18]. Equally, exist-
ing transfer-learning inspired works do not sufficiently ad-
dress inter-class separability, which is in focus here.

Class prototypes creation was studied in other learning
settings than CIL. A very interesting method focused on
few-shot learning was proposed in [5]. A distance-based
classifier which uses an approximation of the Mahalanobis
distance is proposed. The means and variances of new
classes are predicted using two supplementary neural net-
works. While adapted for few-shot learning, such an ap-
proach is not fully adapted in CIL. First, the supplementary
neural networks require a large number of supplementary
parameters. This is a disadvantage here, since CIL methods
are needed in computationally-constrained environments.
Second, we do not focus on few-shot learning and the means
of past classes are well-placed in the representation space.

3. Proposed Method
The objective of CIL is to learn a total of N classes

which appear sequentially during training. This process
includes an initial state (0) and T incremental ones. New
classes need to be recognized alongside past classes which
were learned in previous states. We focus on the exemplar-
free CIL setting [34, 39, 46, 50], which assumes that no
past images can be stored. This scenario is more challeng-
ing than exemplar-based CIL since catastrophic forgetting
needs to be tackled without resorting to replay [25]. There
is no intersection between the classes learned in different
incremental states. Unlike task IL [41], the boundaries be-

tween different states are not known at test time.
The global functioning of FeTrIL is illustrated in Fig-

ure 2. It uses a feature extractor, a pseudo-feature generator
based on geometric translation, and an external classifica-
tion layer in order to address EFCIL. Inspired by transfer-
learning based CIL [1, 34], the feature extractor F is frozen
after the initial state. This ensures a stable representation
space through the entire CIL process. Given that images
of past classes cannot be stored in EFCIL, a generator G is
used to produce pseudo-features of past classes (f̂ t(Cp)). G
takes features of new classes (f(Cn)) and prototypes of past
and new classes (µ(Cp), µ(Cn)) as inputs. A linear classi-
fier L combines features and pseudo-features to jointly train
classifiers for all seen classes (past and new). The pseudo-
features generation is crucial since it enables class discrim-
ination across all incremental states. The hypotheses made
here are that: (1) while imperfect, the pseudo-features still
produce effective representations of past classes, and (2) us-
ing a frozen extractor in combination with a generator in
EFCIL is preferable to mainstream distillation-based meth-
ods [46, 48, 49, 50]. These hypotheses are tested through
the extensive experiments in Section 4. We present the main
components of FeTrIL in the next subsections.

3.1. Generation of pseudo-features

The pseudo-feature generator, illustrated in Figure 1,
produces effective representations of past classes. Exist-
ing approaches which generate past data rely on methods
such as generative adversarial networks [11], image inver-
sion [39], or covariance-based past class models [48]. We
propose a much simpler alternative which is defined as:

f̂ t(cp) = f(cn) + µ(Cp)− µ(Cn) (1)

with: Cp - target past class for which pseudo-features are
needed; Cn - new class for which images b are available;
f(cn) - features of a sample cn of class Cn extracted with
F ; µ(Cp), µ(Cn) - mean features of classes Cp and Cn ex-
tracted with F ; f̂ t(cp) - pseudo-feature vector of a pseudo-
sample cp of class Cp produced in the tth incremental state.

Eq. 1 translates the value of each dimension with the dif-
ference between the values of the corresponding dimension
of µ(Cp) and µ(Cn). It creates a pseudo-feature vector sit-
uated in the region of the representation space associated
to target class Cp based on actual features of a new class
f(Cn). The computational cost of generation is very small
since it only involves additions and subtractions. µ(Cp) is
needed to drive the geometric translation toward a region of
the representation space which is relevant for Cp. Centroids
are computed when classes occur for the first time and then
stored. Their reuse is possible because F is fixed after the
initial step and its associated features do not evolve.



Figure 2. FeTrIL overview for a toy example with an initial state (3 classes) and two incremental states (1 class per state). The feature
extractor F is trained in the initial state, using sets of data X1, X2, X3, and then frozen afterwards. The generator G uses features f(Cn)
of the new class extracted with F and prototypes of past classes µ(Cp) to generate pseudo-features of past classes f̂ t(Cp) in the tth state.
Prototypes (µ(Ci)) are the centroids of all classes (past and new). They are learned when classes are first seen and then stored throughout
the IL process. A linear classifier L is used to learn classification weights w(Ci) for all seen classes (past and new).

3.2. Selection of pseudo-features

Eq. 1 translates the features for a single sample. If each
class is represented by s samples, the generation process
needs to be repeated s times. The overview of FeTrIL (Fig-
ure 2) and of the pseudo-feature generation (Figure 1) use
a minimal example which adds a single class per IL state.
When CIL states include several classes Cn, the s pseudo-
features of each class Cp can be obtained using different
strategies, depending on how features of new classes are
used. We deploy the following strategies:

• FeTrILk: s features are transferred from the kth similar
new class of each past class Cp. Similarities between the
target Cp and the Cn available in the current state is com-
puted using the cosine similarity between the centroids of
each pair of classes. Experiments are run with different
values of k to assess if a variable class similarity has a sig-
nificant effect on EFCIL performance. Since translation
is based on a single new class, the distribution of pseudo-
features will be similar to that of features of Cn, but in
the region of the representation space around µ(Cp).

• FeTrILrand: s features are randomly selected from all
new classes. This strategy assesses whether a more di-
versified source of features from different Cn produces
an effective representation of class Cp.

• FeTrILherd: s features are selected from any new class
based on a herding algorithm [44]. It assumes that sam-
pling should include features which produce a good ap-
proximation of the past class. Herding was introduced
in exemplar-based CIL in order to obtain an accurate
approximation of each class by using only a few sam-
ples [34] and its usefulness was later confirmed [2, 14,
45]. It is adapted here to obtain a good approximation of
the sample distribution of Cp with s pseudo-features.

The comparison of these different strategies will allow us
to determine whether the geometric translation of features
is prevalent, or if a particular configuration of the features

around the centroid of the target past class is needed.

3.3. Linear classification layer training

We assume that the CIL process is in the tth CIL state,
which includes P past classes andN new classes. The com-
bination of the feature generator (Subsection 3.1) and se-
lection (Subsection 3.2) provides a set f̂ t(Cp) of s pseudo-
features for each class Cp. The objective is to train a linear
classifier for all P + N seen classes which takes pseudo
features of past classes and actual features of new classes as
inputs. This linear layer is defined as:

Wt = {wt(C1), ..., w
t(CP ), w

t(CP+1), ..., w
t(CP+N )} (2)

with: wt - the weight of known classes in the tth CIL state.
Wt can be implemented using different classifiers, and

we instantiate two versions in Section 4: (1) FeTrIL using
LinearSVCs [31] as external classifiers, and (2) FeTrILfc

using a fully-connected layer to enable end-to-end training.

4. Evaluation
We evaluate FeTrIL by using a comprehensive EFCIL

evaluation scenario [48, 49, 50]. This setting includes four
datasets and CIL states of different size.

Datasets. We use four public datasets: (1) CIFAR-
100 [17] - 100 classes, 32x32 pixels images, 500 and 100
images/class for training and test; (2) TinyImageNet [19] -
200 leaf clases from ImageNet, 64x64 pixels images, 500
and 50 for training and test; (3) ImageNet-Subset - 100
classes subset of ImageNet LSVRC dataset [36], 1300 and
50 for training and test; (4) ILSVRC - full dataset from [36].

Incremental setting. We use a classical EFCIL protocol
from [48, 49, 50]. The number of classes in the initial state
is larger, and the rest of the classes are evenly distributed
between incremental states. CIFAR-100 and ImageNet-
Subset are tested with: (1) 50 initial classes and 5 IL states
of 10 classes, (2) 50 initial classes and 10 IL states of 5



classes, (3) 40 initial classes and 20 states of 3 classes, and
(4) 40 initial classes and 60 states of 1 class. Compared
to [48, 49, 50], configurations (1) and (3) for ImageNet-
Subset are added for more consistent evaluation. TinyIma-
geNet is tested with 100 initial classes and the other classes
distributed as follows: (1) 5 states of 20 classes, (2) 10
states of 10 classes, (3) 20 states of 5 classes, and (4) 100
states of 1 class. Configuration (4) is interesting since it en-
ables one class increments. It cannot be deployed for any
of the compared EFCIL methods since they require at least
two classes per increment to update models. ILSVRC is
tested with 500 initial classes, and the other 500 split evenly
among T ∈ {5, 10, 20} states. This enables a comprehen-
sive comparison of the methods in varied EFCIL configura-
tions. Naturally, task IDs are not available at test time.

Compared methods. We use the following EF-
CIL methods in evaluation: EWC [16], LwF-MC [34],
DeeSIL [1], LUCIR [14], MUC [21], SDC [46], PASS [49],
ABD [39], IL2A [48], SSRE [50]. As we discussed in Sec-
tion 2, these methods cover a large variety of EFCIL ap-
proaches. The inclusion of recent works [48, 49, 50] is im-
portant to situate our contribution with respect to current
EFCIL trends. While focus is on EFCIL, we follow [50]
and include a comparisonwith EBCIL methods. We test
our method against the recent AANets approach [22], and
against the EBCIL methods to which AANETS was added
(LUCIR [14], Mnemonics [23], PODNet [7]). Whenever
available, results of compared methods marked with ∗ are
reproduced either from their initial paper or from [50] for
EFCIL or from [22] for EBCIL. The other results are re-
computed using the original configurations of the methods.

Implementation details. Following [34, 48, 49, 50], we
use ResNet-18 [12] in all experiments. FeTrIL initial train-
ing is done uniquely with images of initial classes to ensure
comparability with existing methods. The feature extractor
is trained in the initial state and then frozen for the reminder
of the IL process. We implement a supervised training with
cross-entropy loss, SGD optimization, a batch size of 128,
for a total of 160 epochs. The initial learning rate is 0.1, and
it is decayed by 0.1 after every 50 epochs. To ensure com-
parability, classes are assigned to IL states using the same
random seed as in the compared methods [14, 49, 48, 50].

We provide implementation details for the final layer
(Eq. 2) introduced in Subsection 3.3. The hyperparameters
of the classification layers were optimized on a pool of 50
classes selected randomly from ImageNet, but disjoint from
ILSVRC or ImageNet-Subset. L2-normalization is applied
before the linear layer. The LinearSVC layer included in
FeTrIL1 uses 1.0 and 0.0001 for regularization and the tol-
erance parameters. The number of samples is higher than
the dimensionality of the features, and we solve the pri-
mal rather than the dual optimization problem. The clas-
sifiers are then trained using a standard one against the rest

procedure. In Subsection 4.2, we also test a one-vs-many
strategy to accelerate incremental updates. The second vari-
ant, FeTrIL1

fc, using a fully-connected layer as final layer,
and implements an end-to-end training strategy. FeTrIL1

fcis
trained for 50 epochs with an initial learning rate of 0.1, 0.1
decay, and 10 epochs patience.

Evaluation metric. The average incremental accuracy,
widely used in CIL [25, 34], is the main evaluation mea-
sure. For comparability with [48, 49, 50], it is computed
as the average accuracy of all states, including the initial
one. We equally provide per-state accuracy curves to have
a more detailed view of the accuracy evolution during the
CIL process. Following [50], we run each configuration of
FeTrIL three times and report the averaged results.

4.1. Results

Comparison to existing EFCIL methods. The re-
sults from Table 1 show that FeTrIL1 outperforms all com-
pared methods in 11 tested configurations out of 12. It
is also close to the best in the remaining one. The sec-
ond best results are obtained with the very recent SSRE
method [50]. FeTrIL1 and SSRE accuracies are close to
each other for CIFAR-100, with relative differences be-
tween 0.4 and -0.2. The performance gain brought by
FeTrIL is of over 4 and 3 top-1 accuracy points for TinyIm-
ageNet and ImageNet-Subset, respectively. PASS [49] and
IL2A [48], two other recent EFCIL methods, have lower av-
erage performance. We note that EFCIL performance boost
was recently reported, with methods such as PASS, IL2A,
SSRE. These methods combine knowledge distillation and
sophisticated mechanisms for dealing with the stability-
plasticity dilemma. In contrast, our method uses a fixed fea-
ture extractor and a lightweight pseudo-feature generator.
FeTrIL only optimizes a linear classification layer, while
compared recent methods use backpropagation of the en-
tire model, and need much more computational resources
and time to perform the IL process. A more in-depth dis-
cussion of complexity is proposed in Subsection 4.2. Per-
formance of the ILSVRC dataset is also very interesting.
Direct comparison to PASS or SSRE is impossible since
these methods were not tested at scale. However, we can
safely assume that FeTrIL1 is better given PASS and SSRE
accuracy for the simpler ImageNet-Subset. ILSVRC results
show that the simple method proposed here is effective for a
high range of classes. Interestingly, ILSVRC performance
is stabler compared to smaller datasets since the pool of new
classes available for pseudo-features generation is larger.

Comparison to a transfer-learning baseline.
DeeSIL [1] is a simple application of transfer learn-
ing to EFCIL. It has no class separability mechanism across
different incremental states since classifiers are learned
within each state. The need for global separability, included
in FeTrIL, is shown by the comparison of short and long



CIL Method CIFAR-100 TinyImageNet ImageNet-Subset ImageNet

T=5 T=10 T=20 T=60 T=5 T=10 T=20 T=100 T=5 T=10 T=20 T=60 T=5 T=10 T=20

EWC∗ [16] (PNAS’17) 24.5 21.2 15.9 x 18.8 15.8 12.4 x - 20.4 - x - - -
LwF-MC∗ [34] (CVPR’17) 45.9 27.4 20.1 x 29.1 23.1 17.4 x - 31.2 - x - - -
LUCIR (CVPR’19) 51.2 41.1 25.2 x 41.7 28.1 18.9 x 56.8 41.4 28.5 x 47.4 37.2 26.6
MUC∗ [21] (ECCV’20) 49.4 30.2 21.3 x 32.6 26.6 21.9 x - 35.1 - x - - -
SDC∗ [46] (CVPR’20) 56.8 57.0 58.9 x - - - x - 61.2 - x - - -
ABD∗ [39] (ICCV’21) 63.8 62.5 57.4 x - - - x - - - x - - -
PASS∗ [49] (CVPR’21) 63.5 61.8 58.1 x 49.6 47.3 42.1 x 64.4 61.8 51.3 x - - -
IL2A∗ [48] (NeurIPS’21) 66.0 60.3 57.9 x 47.3 44.7 40.0 x - - - x - - -
SSRE∗ [50] (CVPR’22) 65.9 65.0 61.7 x 50.4 48.9 48.2 x - 67.7 - x - - -
DeeSIL [1] (ECCVW’18) 60.0 50.6 38.1 x 49.8 43.9 34.1 x 67.9 60.1 50.5 x 61.9 54.6 45.8
DSLDA [9] (CVPRW’20) 64.0 63.8 60.8 60.5 53.1 52.9 52.8 52.6 71.3 71.2 71.0 70.8 64.0 63.8 63.6
FeTrIL1 66.3 65.2 61.5 59.8 54.8 53.1 52.2 50.2 72.2 71.2 67.1 65.4 66.1 65.0 63.8

Table 1. Average top-1 incremental accuracy in EFCIL with different numbers of incremental steps. FeTrIL1 results are reported with
pseudo-features translated from the most similar new class. ”-” cells indicate that results were not available (see supp. material for details).
”x” cells indicate that the configuration is impossible for that method. Best results - in bold, second best - underlined.

CIL processes. DeeSIL [1] performance is good for T = 5
because each class is trained against enough other classes,
but drops significantly for T = 20, when there are few
new classes. The important performance gain brought by
FeTrIL highlights the importance of class separability.

Behavior for minimal incremental updates. Com-
pared EFCIL methods can only be updated with a minimum
of two classes per CIL state since they use discriminative
classifiers, which require both positive and negative sam-
ples. In practice, it is interesting to enable updates once
each new class is available. This is possible with FeTrIL
because pseudo-features can all originate from a single new
class. Results in the right columns of CIFAR-100, Tiny-
ImageNet and ImageNet-Subset from Table 1 show that the
accuracy obtained in with one class increments is close to
that observed for T = 20. This highlights the robustness of
FeTrIL with respect to frequent updates.

Influence of the final classification layer.
FeTrIL1 compares favorably with FeTrIL1

fc. LinearSVC
gives better performance than a fully-connected layer,
particularly for a large number of incremental steps.
However, FeTrIL1

fc is also competitive, and outperforms
existing methods in a majority of configurations.

Detailed view of accuracy. We illustrate the evolution
of accuracy across incremental states in Figure 3 to com-
plement the averaged results from Table 1. These detailed
results confirm the good behavior of the proposed method.
The evolution of accuracy for FeTrIL and SSRE is very sim-
ilar for CIFAR-100, FeTrIL method is better throughout the
process for TinyImageNet, and also better than SSRE for
the first incremental states for ImageNet-Subset. The per-
formance gain with respect to the other compared methods
is much larger for all incremental states.

Comparison to exemplar-based CIL methods. This
comparison is interesting because EFCIL is a much more
challenging task than EBCIL [2, 25], and an important per-
formance gap between the two was observed. This is intu-
itive since the storage of images of past classes in EBCIL

CIL Method CIFAR-100 ImageNet-Subset

T = 5 T = 10 T = 5 T = 10

LUCIR [14] (CVPR’19) 63.2 61.1 70.8 68.3
+AAnets (CVPR’21) 66.7 65.3 72.6 69.2
Mnemonics [24] (CVPR’20) 63.3 62.3 72.6 71.4
+AAnets (CVPR’21) 67.6 65.7 72.9 71.9
PODNet [7] (ECCV’20) 64.8 63.2 75.5 74.3
+AAnets (CVPR’21) 66.3 64.3 77.0 75.6
FeTrIL1 66.3 65.2 71.9 70.8

Table 2. Comparison of FeTrIL with the recent AANets
method [22], applied on top of EBCIL baselines which store 20
exemplars of past classes to mitigate catastrophic forgetting.

mitigates catastrophic forgetting. Following [14, 22], a
memory of 20 images per class is allowed for all EBCIL
methods tested here. FeTrIL is better than all three base
methods to which AANets is applied for CIFAR-100. For
ImageNet-Subset, FeTrIL accuracy is better than LUCIR’s,
slightly behind that of Mnemonics [23] and approximately
3.5 points lower than that of PODNet [7]. The performance
of FeTrIL remains close that of EBCIL methods in a ma-
jority of cases even after the introduction of AANets. The
results from Table 2 indicate that, while still present, the gap
between EFCIL and EBCIL methods is narrowing.

4.2. Method analysis
We present an analysis of: (1) the selection strategies, (2)

the memory footprint of the methods, (3) the complexity of
model updates, and (4) the stability-plasticity balance.

Pseudo-feature selection comparison. FeTrIL can use
any past-new classes combination for translation. In Ta-
ble 3, we compare the selection strategies from Subsec-
tion 3.2. Accuracy varies in a relatively small range for all
strategies, indicating that FeTrIL is robust to the way fea-
tures of new classes are selected, and it can be successfully
implemented with any of the strategies. FeTrIL1 is better
than the other selection methods and this motivates its use
in the main experiments. Class similarity matters, but re-
sults with FeTrIL10 remain interesting. FeTrILherd also has
interesting accuracy, but is slightly behind that of FeTrIL1.
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Figure 3. Evolution of top-1 accuracy for an incremental process with T = 10 IL states. Best viewed in color.

CIFAR-100 TinyImageNet ImageNet-Subset

T = 5

FeTrIL1 66.3 54.8 72.2
FeTrIL5 65.7 53.8 72.2
FeTrIL10 65.1 53.8 71.6
FeTrILherd 66.2 53.8 72.1
FeTrILrand 65.1 51.5 70.3

Table 3. Average top-1 CIL accuracy obtained with the variants
of pseudo-feature selection from Subsection 3.2 for T = 5. We
set k = {1, 5, 10} for the similarity rank between the past and
new classes to test the effect of class similarities. There are 10
(CIFAR-100 and ImageNet-Subset) and 20 (TinyImageNet) new
classes per state from which to select features translation.

The results from Table 3 motivate the use of FeTrIL1 in
the main experiments. Overall, the geometric translation to-
ward the centroid of the past class is by far more important
than the new classes features sampling policy. This finding
is also supported by the results obtained with a single new
class per CIL state (Table 1).

Memory footprint. A low memory footprint is a de-
sirable property of incremental learning algorithms be-
cause they are most useful in memory-constrained appli-
cations [25, 33, 34], and recommended for embedded de-
vices [10]. All EFCIL methods need to store a representa-
tion of past classes to counter catastrophic forgetting. Nat-
urally, this representation should be as compact as possible.
Mainstream methods (such as LwF-MC [20], PASS [49],
IL2A [49], and SSRE [50]) need to the previous and current
deep models during CIL updates for distillation. ResNet-
18 [12], the most frequent CIL backbone, has approxi-
mately 11.4M parameters. Consequently, distillation-based
methods require around 22.8M parameters. Transfer-based
methods, such as DeeSIL [1] and FeTrIL, use only the deep
model learned in the initial state and frozen afterwards, and
only need 11.4M parameters for the model. DeeSIL does
not need supplementary parameters during incremental up-
dates. However, this comes at the cost of poor global dis-
crimination of classes, which is reflected in the final per-
formance. FeTrIL stores the class centroids of past classes
in order to perform feature translation. Each class needs
512 parameters, which leads to a supplementary 51.2K
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Figure 4. Top-1 incremental accuracy of FeTrIL1 for approximate
training of the classification layer with different ratios for negative
sampling. ova denotes a classical one-vs-all training procedure
which is used to report the main results from Table 1 and Figure 3.

and 102.4 memory need for 100 and 200 classes, respec-
tively. The class similarities needed for pseudo-feature se-
lection (Subsection 3.2) can be computed sequentially and
the added memory cost of this step is negligible. PASS [49],
IL2A [48] and SSRE [50] also require the storage of a proto-
type (mean representation) for each past class and their foot-
print is equivalent to that of FeTrIL. IL2A [48] addition-
ally stores a covariance matrix per past class (512x512 for
ResNet-18) for optimal functioning, which is prohibitive.

Complexity of incremental updates. CIL is useful in
resource-constrained environments, and the integration of
new classes should be fast [10, 33]. Distillation-based meth-
ods retrain the full backbone model at each update. This is
costly because backpropagation complexity depends on the
network architecture, the number of samples and the num-
ber of epochs [8]. Updates of transfer-based methods are
simpler because they update only the final layer. DeeSIL
trains linear classifiers using a one-vs-all procedure within
each CIL state. The complexity of one training epoch for
all classifiers in a CIL state is O(( nT )

2sd) [3], with n - to-
tal number of classes in the dataset, d - dimensionality of
features and s - samples per class. FeTrIL retrains all lin-
ear classifiers, past and new, in each CIL state to improve
global separability. Its complexity is O(n2sd) in the last
incremental state, which includes all classes. However, the
one-versus-all training can be replaced with a one-versus-
many training with negligible loss of accuracy. A sampling
of negative features is performed to respect a predefined
ratio r between negatives and positives used to train each
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classes for TinyImageNet, with T = 10 incremental states for
FeTrIL1 and SSRE, the best compared method. An ideal method
would provide high accuracy, but also similar performance for past
and new classes. The accuracy of past and new classes is globally
closer for FeTrIL1 , which indicates that our method provides a
better stability-plasticity balance than SSRE. Overall accuracy is
better for FeTrIL1 in Figure 3 because the contribution of new
classes in each state diminishes during the CIL process.

classifier. This approximation has O(rnsd) complexity. It
is interesting since r < n, and is more and more useful as n
grows during the IL process since r remains constant.

In Figure 4, we present results with different r values for
ImageNet-Subset, T = 10. Accuracy drops when negative
sampling is performed, but it is close to that of one-vs-all
training when r = 25 and r = 10. Performance drops
more significantly for r = 1, when each linear classifier is
learned with an aggressive sampling of negatives. Similar
results for CIFAR-100 and TinyImageNet are provided in
the suppl. material. Globally, Figure 4 indicates that FeTrIL
increments can be accelerated with little accuracy loss.

We measure the time needed for incremental training of
ImageNet-Subset, T = 10. The training of the initial model
is similar for all models and is thus discarded. FeTrIL train-
ing is done on a single thread of an Intel E5-2620v4 CPU,
and only takes 1 hour, 4 minutes and 16 seconds. If FeTrIL
is run with r = 10 ratio between positives and negatives,
training time is only 15 minutes and 3 seconds. In com-
parison, PASS [49] needs 11 hours, 8 minutes and 19 sec-
onds on an NVIDIA V100 GPU, with 4 workers for data
loading. While clearly favorable to FeTrIL, the comparison
is biased in favor of PASS since this method uses an en-
tire GPU, in comparison to a single CPU thread for FeTrIL.
Further speed gains are possible for our method by using a
GPU implementation of the linear layer. Our method would
run much faster with a GPU implementation of the linear
layer. Note that the running time of the other methods, such
as LUCIR [14] and SSRE [50], which perform backpropa-
gation is similar to that of PASS [49].

Stability-plasticity balance. CIL should ideally ensure
a similar accuracy level for past and new classes [25, 50].
Figure 5 shows that the two methods have complementary
behavior, which results from the way deep backbones are
used. SSRE is biased toward new classes since the model
is fine tuned in each incremental state. FeTrIL favors past

classes because the deep model is learned with the initial
classes (a subset of past classes) and then frozen. The accu-
racy gap between past and new classes is smaller for FeTrIL
compared to SSRE, except for state 4. There, low perfor-
mance on new classes is probably explained by a strong do-
main shift compared to the initial state. Globally, the pro-
posed method improves the stability-plasticity balance.

5. Conclusion

We introduce FeTrIL, a new method which addresses
exemplar-free class-incremental learning. The proposed
combination of a frozen feature extractor and of a pseudo-
feature generator improves results compared to recent EF-
CIL methods. The generation of pseudo-features is sim-
ple, since it consists in a geometric translation, yet effec-
tive. Our proposal is advantageous from memory and speed
perspectives compared to mainstream methods [14, 34, 39,
43, 46, 48, 49, 50]. This is particularly important for edge
devices [10, 33], whose storage and computation capaci-
ties are limited. FeTrIL performance is also close to that
of exemplar-based methods, which need to store samples of
past classes to mitigate catastrophic forgetting. While a gap
between exemplar-based and exemplar-free setting subsists,
it becomes significantly narrower. The results reported here
resonate with past works which show that simple methods
can be highly effective in CIL [2, 25, 32]. They question the
usefulness of the knowledge distillation component, used
by a majority of existing methods. The FeTrIL code will be
made public to enable reproducibility.

The main limitations of the proposed method motivate
our future work. First, FeTrIL uses a frozen feature ex-
tractor learned on the initial state and tends to favor past
classes over new ones. We will investigate ways to combine
the pseudo-feature generation mechanism and fine-tuning to
further improve global performance, as well as the stability-
plasticity balance. Second, FeTrIL produces usable pseudo-
features, but past class representations would be better if the
pseudo-features would be more similar to the original fea-
tures of past classes. We will study methods that generate
more refined features, for instance by using the distribution
of the initial features. Last but not least, the tested selection
strategies are all effective. However, they could be further
improved by filtering out outliers based on the localization
of pseudo-features in the representation space.
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