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Abstract Obtaining useful data to meet specific query requirements usually demands to integrate data sources at
query time, which is known as on-the-fly integration. Currently, many studies address this concept by discovering
useful data sources in an ad-hoc manner, and merging them for providing actionable information to the end user.
This set of steps, however, lack a standardization in their identification, since they are described in the literature
under many different names. Hence, without an unified nomenclature and knowledge organization, the development
in the area may be considerably impaired. This paper proposes a novel term called Built-up Integration aiming at
knowledge regulation, and a taxonomy for embracing a set of common tasks observed in studies that select and
integrate sources on-the-fly. As result from the taxonomy, we demonstrate how Built-up Integration features can
be found in the literature, through an exemplification with related studies. We also highlight research opportunities
regarding Built-up Integration, as a way to guide future development in a subdomain of Data Integration.
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1 Introduction

The Big Data era raised the need to deal with large and het-
erogeneous data volumes on the Web and capture useful in-
formation for the end user [Oussous et al., 2018]. To this
end, typical solutions involve information retrieval and natu-
ral language processing methods, and currently, approaches
focused on the user experience started to gain more atten-
tion, in which the captured information is used as valu-
able knowledge to satisfy very specific needs [Frommholz
et al., 2020]. Obtaining insights and actionable knowledge
to meet specific requirements is not a trivial task, as it usu-
ally requires cross-analysis of data coming from multiple
sources [Jovanovic et al., 2021]. In other words, satisfy-
ing user’s needs often demands some form of data integra-
tion [El-Roby, 2018].
Data integration aims to join data from different data

sources and provide users with a unified view [Li, 2017].
Historically, it involves different ETL (Extract-Transform-
Load) flows regularly executed for augmenting data reposito-
ries such as Data Warehouses with external information [Jo-
vanovic et al., 2016]. However, when we are dealing with
highly specific and dynamic user needs, a periodical integra-
tion may be no longer viable, since the user expects quick so-
lutions. Also, there might be cases in which the data at hand
is insufficient to perform useful analyzes. In such cases, the
integration should be performed on-the-fly, i.e., with data dis-
covered, extracted, and merged at query time, so the informa-
tion can become actionable [Nargesian et al., 2019]. In other
words, assuming data that is scattered over multiple sources,
on-the-fly integration makes it possible to provide the right
information, at the right time [Nicklas et al., 2017].
However, there is a terminology mismatch in the litera-

ture involving on-the-fly integration: core activities linked

to the concept can be found in the literature under many dif-
ferent names. E.g., when data integration is motivated by
a specific context or situation, it is often called situational
data integration (SDI), so data is integrated on-the-fly to deal
with ad-hoc requirements and provide decision support [Han
et al., 2013; Castellanos et al., 2012; Vo et al., 2018]. In
other cases, the integration targets a cost-effective initializa-
tion, i.e., data is integrated as needed, postponing the ad-
dition of labor-intensive data, so it is called pay-as-you-go
integration [Curry et al., 2019; Azuan, 2021]. Following
this principle, the system incrementally understands and inte-
grates the data over time by asking users to confirm matches
on-the-fly, i.e., as the system runs [Jeffery et al., 2008]. On-
the-fly integration also appears in the literature connected
with mashup applications, which integrate data on-the-fly to
provide a unique service for addressing immediate need in
near real-time [Sehar et al., 2022; Liu et al., 2015; Missier
et al., 2009; Daniel et al., 2018]. Moreover, the idea of dis-
covering and joining data on-the-fly is often seen in the so-
called traversal-based approaches, where the information is
obtained by looking up data links related to a query, and in-
tertwining them with the query result construction [Hartig
and Freytag, 2012; Umbrich et al., 2015; Hartig and Özsu,
2016]. There is no unified nomenclature for embracing these
concepts and other similar ones. Although each has its own
particularities, they address highly connected (or even the
same) activities: selecting and integrating data sources at
query time, based on specific requirements, aiming to deliver
good results to the end user.
Possibly the biggest issue concerning this lack of standard-

ization is the disorientation it may cause to researchers of the
area. E.g., if a researcher is interested in investigating one
concept and is not aware of very similar concepts, his/her
work could be significantly impacted. Furthermore, if dif-
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ferent nomenclatures are frequently assigned to a common
set of goals and tasks, eventually we will obtain numerous
branches related to the same concept, hampering the search
for features and their analysis in a comprehensive way. As
a consequence, the development in this domain may be im-
paired. Improving knowledge organization in this area is,
therefore, desirable.
This paper aims to bridge this gap and regulate knowl-

edge in the area, by proposing the termBuilt-up Integration,
which we define as an approach that selects and integrates
sources on-the-fly, supporting the user through augmented
data. The proposition of this term aims to help in the com-
prehension of similar concepts available in the literature, and
embrace several data integration approaches that might be
confused with each other. The proposed terminology is not a
solution, but an organization proposition for integration stud-
ies that share tasks or methods.
Besides the concept definition, we based on related stud-

ies to propose a taxonomy for Built-up Integration, expos-
ing main features that allow its identification, such as Data
Retrieval, On-the-fly Integration, and Data Delivery. As re-
sult from the taxonomy, we demonstrate how Built-up Inte-
gration features can be found in the literature, taking as ex-
amples approaches that address traversal-based integration,
SDI, data mashups, and pay-as-you-go integration. It is im-
portant to clarify that the present work does not aim to survey
generic data integration approaches, since several studies al-
ready address these aspects [Halevy et al., 2006a; Cheatham
and Pesquita, 2017; Halevy et al., 2006b; Ziegler and Dit-
trich, 2007]. In contrast, we present a taxonomy that can be
used to organize and classify similar approaches that perform
in an on-demand way.
The structure of the paper is presented as follows. In Sec-

tion 2, we present a set of data integration concepts and dis-
cuss how they share similar tasks under different nomencla-
tures, demanding some kind of reorganization. In Section 3,
we present a new terminology, named Built-up Integration,
along with a taxonomy that unifies common features found
in related studies. In Section 4, we discuss how Built-up In-
tegration can be found in the literature, also discussing possi-
bilities for the taxonomy extension. In Section 5 we discuss a
set of opportunities for future researches. We conclude with
our remarks in Section 6.

2 Overview of Data Integration Vari-
ants

Selecting and integrating sources on-the-fly are tasks ad-
dressed in many different studies in the literature. This sec-
tion presents an overview of four data integration concepts
that cover theses tasks, such as mashups, pay-as-you-go in-
tegration, traversal-based integration, and Situational Data
Integration. Besides coping with data augmented in an on-
demand way, these concepts were chosen as they present
other correlated tasks regarding data sources selection and
user support. Based on this existing connection, the current
section also argues for the need to organize knowledge in the
area through a new terminology.

2.1 Situational Data Integration
Situational Data Integration (SDI) is an integration that uses
data sources discovered on-the-fly for dealing with specific
and immediate queries and their dynamic requirements [Han
et al., 2013; Wang et al., 2013]. The term “Situational”
in SDI comes from the concept Situation-Awareness (SA),
which is the perception of events related to an entity (i.e.,
the user) and the understanding of what is going on around,
allowing to make accurate decisions [Kantorovitch et al.,
2017]. By following this concept, a Situational Data Inte-
gration may be understood as an integration oriented by situ-
ations of interest to the user.
Although SA is a long-established concept [Endsley,

1995], situational integration only gained focus years later,
in the Business Intelligence (BI) domain, where SDI was
initially investigated due to its impact on operational deci-
sions [Löser et al., 2008]. It came as an alternative to the
traditional integration settings1, aiming to analyze and com-
bine large data sets (comprising both structured and unstruc-
tured data) for dealing with dynamic requirements and data-
intensive flows [Löser et al., 2008; Jovanovic et al., 2016].
To clarify the SDI features, suppose that a retail company

wants to analyze the success of its promotional campaign.
The local data owned by the company (comprising products,
customers, and orders data, for example) are not sufficient to
perform such analysis and, more importantly, it is impracti-
cable to wait for recent sales data to be periodically loaded
into the Data Warehouse, since the company would like to
react faster for improving the potential revenue. Then the
business manager realizes that she can analyze campaign suc-
cess in advance, by exploring the opinions or reviews that
customers leave in the Web about product items. Therefore,
she queries a system that will discover relevant data sources
that contain the information needed, fetch data that relates
to company’s data and integrate this situational data with the
local data [Abelló et al., 2013]. The integration results are
then presented to the business manager, so she can improve
business decisions.
In the scenario above, the local data are stationary data,

and costumers’ opinions are situational data, since they are
not owned by the company and they have the role of provid-
ing a complete answer to a specific problem or need. Thus,
when dynamic data is properly integrated, fused and corre-
latedwith stationary data, a situational picture can be derived,
which is at the basis of the decision maker activities [Bonura
et al., 2017].
Over the years, the term “Situational Data Integration” has

been deprecated in the literature. The concept culminated
around the last decade, and gradually, other terminologies
started to be applied to talk about integration in situational
scenarios [Han et al., 2013; Chen et al., 2017]. One example
is the study in [Wang et al., 2013], where the authors develop
a data mashup process that allows the recommendation of op-
erators for performing situational integration. Following this
discussion, data Mashups are addressed next.

1Based on the survey presented in [Jovanovic et al., 2016], we refer
to “traditional integration settings” as those where data sources and query
requirements are static, demanding a regular update of the data repository
rather than real-time data flows.
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2.2 Data Mashups
Data Mashups are usually Web-based applications that inte-
grate data from multiple and heterogeneous sources, in order
to provide a unique service [Paredes-Valverde et al., 2015].
They reuse and combine data sources (encapsulated as data
services) on the Web, being developed in a rapid and ad-hoc
manner to automate processes and mix information [Gram-
mel and Storey, 2010]. Unlike applications aimed at expert
users, mashups aim to move control over data closer to reg-
ular users, allowing to create applications through the merge
of several existing data sources [Tran et al., 2014]. In web-
site mashups, for example, the web page can be changed by
removing elements, adding additional widgets, and changing
their appearances [Grammel and Storey, 2010].
Mashups are not restricted to web applications, but they

also support the development of situational applications for
providing solutions to specific problems [Paredes-Valverde
et al., 2015]. IoT-based mashups, e.g., support on-the-fly in-
tegration of contextual information such as real-time sensory
data and historical data, so the decision-making process can
be executed based on the integration [Cheng et al., 2018].
Another example comes from in [Chen et al., 2017]: the
authors describe a highway emergency scenario, where the
emergency staff should transfer wounded people to differ-
ent kinds of hospital according to the injuries. In this case,
the dispatcher needs to know estimated time of each ambu-
lance to the target hospital to implement the proper schedul-
ing. Based on this motivating scenario, the study proposes
an approach for end users to discover data services and ar-
range them in a logical order, to finally create data service
mashup plans automatically. Data service discovery and se-
lection are performed among several candidate data services,
e.g., getInjuredInfo, getPersonInfo, getHospitalInfo, and so
on.
The source selection from the above example also allows

us to highlight the dynamic and auxiliary nature of mashups
when interconnecting several data sources: the user can con-
trol the services integration, in a way that he can use any
service he wants, putting away the ones that he does not use
anymore [Latih et al., 2011]. With respect to finding sources
inmashups, users canmostly perform text-based searches, al-
though context-specific suggestions can provide the needed
elements to the user without requiring him to search [Gram-
mel and Storey, 2010]. Indeed, many approaches in re-
lated literature focus on discovering and providing services
with minimal manual settings [Sehar et al., 2022]. We
can mention, e.g., the studies in [Lee and Kim, 2012; Lee,
2014], which propose algorithms to automate the discovery
and composition of Web APIs, and the situational mashup
in [Huang et al., 2008], in which the user context such as
location and schedule determines the configuration of acces-
sible widgets.

2.3 Traversal-based Integration
Traversal-based integration is a kind of virtual integration2
that executes queries over Linked Data, traversing data links

2A virtual integration assumes virtual repositories and the need for near
real time data [Jarke and Quix, 2022].

and merging up-to-date information from initially unknown
sources [Hartig and Özsu, 2016; Mountantonakis and Tz-
itzikas, 2019]. The exploration of data links is performed
at query execution time: first, it searches for URIs (Uniform
Resource Identifiers) informed in the query body or as ad-
ditional parameters. Secondly, it searches for more URIs
that can possibly enrich the query results. The most relevant
URIs and datasets for answering the query are selected, and
finally, the answers from the sources are combined to return
a final answer [Mountantonakis and Tzitzikas, 2019].

An example of traversal-based integration is given in [Har-
tig, 2014]: the authors consider a SPARQL query that asks
for people who authored a paper about ontology engineer-
ing at some conference. This query cannot be answered from
a single dataset, but requires data from the conference cor-
pus, the names of the paper topics and the authors names.
Thus, the traversal based query execution starts with some
data retrieved from the conference corpus, by dereferencing
the URI that identifies the proceedings. This data contains
a set of RDF triples that match one of the triple patterns of
the query, and results in Linked Data about published papers,
including their topics. In the newly retrieved data, the query
engine finds matching triples for the publication binding, so
that solution mappings can be augmented with bindings for
topic. Since the topics are also denoted by URIs, additional
data can be retrieved to generate bindings for the topic la-
bel (e.g., ontology engineering). Following this strategy, it is
possible to determine mappings that cover the whole query
pattern and get to an integrated solution.

As well as situational integration and data mashups,
traversal-based approaches offer up-to-date results, which
are at the basis of user support [Umbrich et al., 2015]. That is
because during the query execution, query links are traversed
to expand the set of data already discovered, so further aug-
mentations can be computed for partial solutions [Hartig and
Freytag, 2012]. Concerning this expansion, the interesting
part is that query execution (i.e., the link traversal) can start
without a prior knowledge of available data sources. This
zero-knowledge method is in line with the dynamic nature
of the Web, motivating decentralization and dispensing with
the use of data providers to setup costly endpoints [Fafalios
and Tzitzikas, 2019].

Many traversal-based approaches for integration can be
found in the literature. The authors in [Masmoudi et al.,
2021] present a knowledge hypergraph-based approach,
able to virtually integrate heterogeneous data from multiple
sources and enhance the query answering process in terms of
completeness. The SQUIN system [Hartig, 2013] discovers
relevant data sources within RDF triples during the query ex-
ecution, integrating the traversal of data links into the result
construction. The systemmay be used either as a Java library
that can be integrated in Web applications or as a Web inter-
face. The proposal in [Harth et al., 2013] also supports on-
the-fly integration, specifying the traversal method in rules.
The approach sends requests to specific URIs, discovering
links from where new data can be retrieved. Also, a software
interface allows to poll the current state of resources at spe-
cific time intervals and react to updates, easing the transition
from static to dynamic sources.
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Table 1. Comparison between different types of integration
Approach Dominant Fea-

tures
Input query Type of Support Human Involve-

ment
Keywords

Situational Data In-
tegration

Source discovery,
Data augmentation,
User support

Necessarily situ-
ational, various
formats

Fresh data for
decision-making

Mostly feedback Business Intelli-
gence, decision-
making

Traversal-based In-
tegration

Source discovery,
Data augmentation

Mostly conjunctive
queries

Data augmentation Not required URI exploration,
zero-knowledge
execution

Data Mashup Source selection,
Data augmen-
tation, Human
involvement

Mostly situational
and GUI-based

Single service
building, interac-
tive interface

System operation
(services composi-
tion)

User experience,
control of the
integration

Pay-as-you-go Inte-
gration

Data augmen-
tation, Human
involvement

Mostly conjunctive
queries

Fresh data for
decision-making,
dynamic adaptation

Feedback and train-
ing

Low cost ex-
ecution, User
Feedback, Gradual
improvement

2.4 Pay-as-you-go Integration (Dataspaces)

Providing a coherent view of data is a classical challenge for
data integration: although automatic approaches can bring
together lots of correct, valuable information, they also may
present a fair amount of misleading data [Paton et al., 2012].
Another classical challenge concerns the high cost of integra-
tion initialization, which demands the automatic inference
of schema matches and semantic mappings [Maskat, 2016].
These tasks are able to produce highly accurate results, but
usually involve a delayed start-up time.
To overcome these drawbacks and provide a cost-effective

data integration, the variant pay-as-you-go integration was
proposed, also known as dataspaces [Halevy et al., 2006a].
The idea of this variant is to distribute the costs of data in-
tegration creation to other stages of the integration process,
by starting the initialization of dataspaces at the earliest op-
portunity, and also gathering feedback from the user to im-
prove the integration [Azuan, 2021]. In this approach, the
assumption is that some application contexts do not require
full integration in order to provide useful services, so data is
integrated on an “as-needed” basis, with the labor-intensive
aspects of data integration postponed until they are required,
and when tighter semantic integration is required, it can
be achieved in an incremental “pay-as-you-go” way [Curry
et al., 2019; Das Sarma et al., 2008]. The user feedback is
also gathered in a continuously manner, throughout the entire
lifespan of the dataspace, so a better quality in the integration
is achieved with lower upfront-cost.
As well as other integration approaches such as SDI or

mashups, pay-as-you-go integration aims to support the user
by meeting his requirements. Hence, it is necessary to
identify and select data sources that can effectively pro-
vide complete answers or results [Azuan, 2021]. The pay-
as-you-go integration is specially well suited with unstable
query requirements and sources that may change rapidly, as
it consumes data at an on-demand recombination perspec-
tive [Furche et al., 2016]. Consider, e.g., an e-commerce
company that wants to compare price among competitors;
relevant sources come and go frequently, and both format
and contents change regularly. A classical integration that
produces perfect results would not be practical nor effective

to integrate the relevant sources and support well-informed
decisions [Paton et al., 2016].
The literature shows several studies that address pay-as-

you-go integration and data management. E.g., the study
in [Herzig and Tran, 2012] proposes to query data using on-
the-fly mappings, which support a pay-as-you-go paradigm
where data is embedded into the search process. Also, the
authors in [Serrano et al., 2018] propose to quantify the qual-
ity of an integration: given a set of mappings and a set of
workers of unknown trustworthiness, feedback instances are
collected in the extents of the mappings that characterize the
integration.

2.5 Compiling Concepts

As observed in the previous subsections, some data integra-
tion approaches share many functions and goals, slightly dif-
fering from each other as some have a greater focus on one
task than others. This is shown on Table 1, which summa-
rizes characteristics that best differentiate the integration ap-
proaches, such as the type of input query, type of user sup-
port, and the level of human involvement. These characteris-
tics are mentioned in the related papers discussed in the pre-
vious subsections. Besides these, the comparative table also
shows dominant features (i.e., the main focus of each integra-
tion approach) and keywords (for which goal they are usually
applied). We can see that some concepts are more focused on
the data discovery process (e.g., traversal-based approaches)
or the decision-making support (e.g., SDI). Also, in some of
them (such as DataMashups and Pay-as-you-go integration),
the user role is more significant.
But most importantly, with regard to the similarities be-

tween the approaches, we recognized that, in general, they
perform source discovery and/or selection, some kind of data
augmentationmade at query time, and have the common goal
of supporting the end user (either by helping him to make
a decision, or by providing valuable visualization from the
integrated data). All of them may involve multiple and het-
erogeneous data sources in the integration process. In addi-
tion, it is possible to find in the literature studies that mention
more than one concept, i.e., SDI and mashups [Wang et al.,
2013; Cheng et al., 2018], mashups and pay-as-you-go inte-
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gration Tatemura et al. [2008]; Franklin et al. [2008]; Hirmer
and Mitschang [2017], or even traversal-based approaches
and mashups [Hartig, 2013; Matskanis et al., 2012].
Despite the similarities found, there is still a lack of a

nomenclature for unifying all associated tasks. The problem
with this gap is the confusion it generates for researchers that
may be interested on a concept often addressed in the litera-
ture under another name. Let us suppose, for example, that
a researcher wants to systematically review all studies in the
literature that address the term “Situational Data Integration”
(SDI), to check how the discovery of data sources takes place
in a certain period of time. In this case, several studies that
present the same idea as SDI under a completely different
name could be ignored, since the researcher is not aware of
the similarities and differences among the existing concepts.
As a result, this “non-awareness” would certainly impact on
the reliability of the research produced. Thus, a taxonomy
for properly organizing the knowledge in this area is needed.
In the next section we define a novel terminology named

Built-up integration, aiming to regulate similar aspects ob-
served in several integration approaches. We also present
a taxonomy for Built-up integration, covering a set of fea-
tures related to source selection and discovery, data integra-
tion and information delivery.

3 Reorganizing the Knowledge: Built-
up Integration

Based on common features found in different integration
methods (see Section 2), this section proposes a novel term
named Built-up Integration, which follows the following
definition:

Built-up Integration selects and manages data
sources on-the-fly for dealing with specific query
requirements, resulting in an augmented data set

for supporting the user.

The term is proposed to assign a common term to data
management characteristics that are found together in sev-
eral integration approaches, such as the ones mentioned in
Section 2. In these approaches, the information value is of-
ten transient, so that applications consume data on-the-fly to
perform specific and/or additional analysis tasks demanded
by user requirements. We believe the term Built-up Integra-
tion is appropriate to accommodate such approaches, since
it expresses the idea of data being combined gradually and
systematically, until reaching a set of unified data, complete
enough to support the end user. At this basis, a Built-up in-
tegration system must systematically analyze potential data
sources at hand and select the one(s) that can meet the users
needs. The selected sources must be reconciled and com-
bined towards the delivery of up-to-dated solutions, which
cannot be addressed by loading data repositories from time
to time. The user has a central role in the integration, since
data management occurs targeting a timely support and, de-
sirably, a positive impact in his decisions. In addition, the
user can participate actively in all tasks involved in Built-up
integration, by deciding which information are relevant or
giving feedback on the responses received.

Beyond a formal definition of Built-up integration, in this
section we also propose a taxonomy that unifies a set of
features that are found in related literature. The taxonomy
(shown in Figure 1) was created as a feature diagram us-
ing the Feature-Oriented Domain Analysis method [Kang
et al., 1990]. A feature diagram is a hierarchically arranged
set of features, where relationships between a parent feature
and its child features may be categorized as: and – all sub-
features must be selected, alternative – only one subfeature
can be selected, inclusive or – one or more can be selected,
mandatory – features that are required, and optional – fea-
tures that are optional [Batory, 2005].
For building the taxonomy from related studies (see Sec-

tion 2), we first searched for integration-based approaches
on Google Scholar search engine3, using keywords such as
situational integration, mashup systems, on-the-fly integra-
tion, linked data, traversal-based query, pay-as-you-go inte-
gration, alternately and merging the keywords for filtering
results. We also used the Connected Papers online tool4 for
verifying related and derivative papers.
Next, we extracted a set of characteristics from the related

studies, grouping them by similarity. A generic nomenclature
was assigned for each group, so that similar characteristics
in a group were represented in an unified way. By follow-
ing this process, the Built-up integration taxonomywas built,
composed by three main features: Data Retrieval, On-the-
fly Integration, and Data Delivery, which represent impor-
tant steps executed by several recent data integration systems.
These features are detailed as follows.
The first main feature, Data Retrieval, covers the ability

of retrieving useful sources of information for dealing with
specific domain problems. For doing this, it relies on two
mandatory subfeatures, named Input Query and Source
Selection. Through the information contained in the input
query, a system can analyze different candidate sources of
information and select the ones that aremost likely to provide
a reliable answer. A user query can be expressed through
many ways: by using a particular language such as SQL or
SPARQL (which are types of conjunctive queries), through
natural language, by interacting with GUI-based elements in
an interface, and so on.
Based on an input query, the integration system can per-

form Source Discovery. This feature assumes that data
sources must be discovered on-the-fly for dealing with users
requirements [Abelló et al., 2014]. The discovery may be
explored through table relatedness measures [Zhang and
Ives, 2020], similarity joins between data collections [Xu
et al., 2019], or general similarity methods that determine
how related the source is according to the query. Human
Involvement may be present during Data Retrieval, if the
system allows the user to solve ambiguities in data sources at-
tributes, or choose one source among several good matches.
As the secondmain feature of the taxonomy (see Figure 1),

there is On-the-fly Integration. This feature refers to the
ability of analyzing and combining, at query time, heteroge-
neous data from the previously discovered sources. Hence,
it should also consider possible changes in users requests,

3https://scholar.google.com
4https://www.connectedpapers.com/



Built-up Integration: A New Terminology and Taxonomy for Managing Information On-the-fly Franciscatto et al. 2023

Figure 1. Taxonomy for Built-up Integration

Built-up 
Integration

Data Delivery
On-the-fly 
IntegrationData Retrieval 

Input query Source 
Discovery

Data 
Augmentation

Data 
Preprocessing User SupportHuman 
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And
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Source 
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adapting data sources and/or processes accordingly [Jo-
vanovic et al., 2016]. Due to these characteristics, an inte-
gration performed on-the-fly allows to retrieve situational
data, from which we can derive valuable insights that en-
able accurate decisions [Vo et al., 2018]. Regarding the tax-
onomy, On-the-fly Integration has Data Preprocessing,
Data Augmentation, and Human Involvement as subfea-
tures.

Data Preprocessing is a step that aims to deal with
heterogeneous data sources that usually contain out-of-date,
noisy, or conflicting data. In order to perform a proper inte-
gration, the information extracted from a source needs to be
accessible through data cleansing methods, which should re-
solve unique entities or fill up missing information [Löser
et al., 2008]. Also, data integration often requires some
sort of correlation, by means of obtaining the data schema
from the discovered sources, estimating available dimen-
sions, facts, and measurements, performing similarity calcu-
lation, and so on [Nargesian et al., 2019].
After cleaning the data and assessing how they can be

used to meet the users needs, the selected data sources are fi-
nally merged, causing an “extension” of the information pre-
viously available. We call this feature Data Augmentation,
which can occur by combining stationary data (e.g., a DW)
with external data [Vo et al., 2018], or simply merging ex-
ternal resources [Hartig and Özsu, 2016]. The resulting aug-
mented set is then used for answering requests that could not
be properly answered, due to lack or insufficiency of the cur-
rent data [Abelló et al., 2013].
During the integration, Human Involvement may be

present to help the system to improve the quality of data in-
tegration. By collecting user feedback and using it as train-

ing tool, it is possible to minimize errors, improve match-
ing tasks, and generate high-quality rules for a system opera-
tion [Li, 2017]. This participation is not only valuable during
the data integration, but also in the Source Discovery step,
where human knowledge can solve ambiguities and indicate
relevant sets of data.

Data Delivery is the last feature of the Built-up Integra-
tion taxonomy, and it refers to the just-in-time delivery of
valuable solutions to the user after completing the integra-
tion. Particularly, Data Delivery demands User Support,
i.e., making the user aware of situations that can potentially
affect his activities. This can be done by the system sim-
ply producing a valuable response (e.g., providing some ex-
planation of how calculations took place), or making a rec-
ommendation (e.g., which sequence of steps the user should
apply) [Serban et al., 2013]. This kind of support can be
assisted by a graphical interface, favoring the user interac-
tion and feedback collection. Also, another way to support
the user is throughmethodologies for improving the system’s
response time by, e.g., reducing the processing complexity,
implementing multi-thread execution, and so on [Löser et al.,
2008]. Finally, as well as the other main features, Data De-
livery can also have Human Involvement, where user feed-
back about the responses can refine the results and fine-tune
data models.

Several approaches in the literature perform Built-up in-
tegration, since they have mechanisms to jointly execute
Data Retrieval, On-the-fly integration, and Data Delivery
(the main features of the taxonomy). The next subsection
presents examples of them, indicating how Built-up integra-
tion can be found in data integration studies.
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4 Where we can find Built-up Integra-
tion?

This section aims to correlate Built-up Integration with the
types of data integration discussed in Section 2, in order to
provide an overview of how the proposed features can be
identified in the literature.

4.1 The Main Features
As mentioned in Section 3, three main features are often
shared between integration approaches, which are Data Re-
trieval, On-the-fly integration, and Data Delivery. The Ta-
ble 2 exemplifies how these features can be found, taking as
a basis a set of related studies mentioned in the Section 2. Be-
sides the table, the main features identification is discussed
in details next.

4.1.1 Data Retrieval

As mentioned in Section 3, Data Retrieval requires Input
Queries and Source Selection. Concerning the for-
mer, we assume that users needs may be expressed in many
different ways. Conjunctive queries (such as SQL and
SPARQL) are the most common class of queries used in
database systems, and are used in traversal-based/pay-as-
you-go approaches [Arenas et al., 2021; Hartig and Freytag,
2012; Hedeler et al., 2009]. Source Selection in mashup ap-
proaches often relies on a graphical interface, so the user can
interact with components, and overload models until a satis-
factory solution is found [Sehar et al., 2022]. Mashups can
be also built with programming languages such as EMML
(Enterprise Mashup Markup Language), Orc, and YQL (Ya-
hoo Query Language) [Paredes-Valverde et al., 2015].
Regardless of query format, in SDI the input query is situ-

ational, i.e., it focuses on a particular problem and cannot be
defined in advance [Abelló et al., 2013; Wang et al., 2013].
Mashup queries can also be situational, since a mashup is
usually developed for rapidly address an immediate need or
a specific situation [Latih et al., 2011]. In pay-as-you-go
integration, the querying service can be made through key-
word search, structured queries (assuming that the user un-
derstands the underlying data schema), browsing of available
datasets, and even through question-answering (which focus
on natural language interaction) [Curry et al., 2019].
The most challenging task related to source selection in

Built-up integration is Source Discovery. In some cases,
users spend more time searching for relevant information
than analyzing it, and for facing this issue, Source Discov-
ery automatically finds one or more data sources suitable to
a user query. This taxonomy feature can be found in several
integration systems.
In SDI, a common assumption is the existence of a lo-

cal database, although it usually cannot provide an action-
able information to the user by itself. Thus, a source discov-
ery engine should discover external information to be fur-
ther integrated with the local data [Vo et al., 2018]. The
data sources are determined according to particular query re-
quirements, or to previous integration results [Wang et al.,

2013; Löser et al., 2008]. Regarding traversal-based integra-
tion, existing approaches can discover initially unknown data
sources at runtime, so they start querying without first hav-
ing to populate a repository of data [Hartig and Özsu, 2016].
In data mashups, services can be discovered by, e.g., text-
based searches and browsing of services’ structural proper-
ties, whereas the content is mostly collected with the help of
APIs (Application Programming Interfaces) [Grammel and
Storey, 2010; Sehar et al., 2022].

In pay-as-you-go approaches, new sources are included in
the dataspace automatically. In this kind of integration, the
semantic relationships derived may be approximate, but the
inclusion of user feedback (Human Involvement) assists in
gathering information about the selected sources and deal-
ing with data uncertainty [Azuan, 2021]. In fact, Human
Involvement in Data Retrieval can also be observed in SDI
approaches, because when situational data are retrieved and
returned, the user may decide that they are not suitable for
the task at hand [Abelló et al., 2013].

4.1.2 On-the-fly Integration

On-the-fly integration combines sources at query time, aim-
ing to satisfy a situational need (i.e., a specific and ad-hoc re-
quirement). This feature covers Data Preprocessing and
Data Augmentation as important subfeatures within Built-
up integration, and it can be observed in derived approaches.

In SDI, the integration joins situational/external data with
an information previously available, generating an aug-
mented set of data, which is used to provide useful in-
sights [Vo et al., 2018]. The situational approaches described
in [Jovanovic et al., 2021; Nadal et al., 2019; Ferrández et al.,
2016] exemplify data preprocessing and augmentation cov-
ered by Built-up integration. Pay-as-you-go integration im-
plies that resource-intensive data integration should be per-
formed at much lower cost, thereby it occurs on demand,
starting with a lower data quality. As a result, the approaches
make use of techniques that infer relationships between re-
sources and refine these relationships in the light of user feed-
back [Hedeler et al., 2009]. In relation to Data Augmenta-
tion, pay-as-you-go approaches execute a data fusion step,
where the dataspace instances are transformed into a single
and consistent representation instance, which will be later
available for user viewing [Maskat, 2016].

Proposals that cover traversal-based integration also
present some sort of Data Augmentation. In link traver-
sal, for example, data links may be traversed during the
query execution to expand discovered data, i.e., to augment a
dataset [Hartig and Freytag, 2012]. Such augmentations can
also be found in graph-based approaches that execute traver-
sal algorithms for integration [Kordjamshidi et al., 2017; Qi
and Luo, 2016]. With respect to Mashups, data from differ-
ent sources are merged into a single joint place. The result
from this augmentation can be visualized as a web page, a
web application, or a service, which is able to fulfill users
requirements [Sehar et al., 2022].
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Table 2. Built-up Integration examples in the literature
Approach Type of Integra-

tion
Data Retrieval Features On-the-fly Integration Features Data Delivery Features

[Hartig and Frey-
tag, 2012]

Traversal-based Conjunctive queries, discovery
and selection of URIs.

Link exploration made at query
time, the discoveredURIs are used
to enrich the results.

Provide a complete answer to a
question, achieved with data aug-
mentation.

[Umbrich et al.,
2015]

Traversal-based Conjunctive queries, prototype
with a source selector that decides
which query and URIs should be
dereferenced, and which links
should be followed.

Query evaluation strategy that dis-
covers additional sources on-the-
fly and integrate data during query-
answering.

Offers the potential to get fresh an-
swers when dynamic information
is involved.

[Ferrández et al.,
2016]

SDI Situational and NL query, selec-
tion of external sources (obtained
with a Question-Answering sys-
tem) to be integrated in a Data
Warehouse system.

Full integration of unstructured
and structured information, al-
lowing to compare data instanta-
neously through a dashboard.

Data delivery allows the user
to take quick strategic decisions
based on richer data.

[Nadal et al.,
2019]

SDI Situational and conjunctive
queries. Situational data is
achieved by means of RESTful
APIs.

The proposed Big Data Integra-
tion ontology semi-automatically
adapts to situational data acquired
under a schema evolution process.

The proposal aims to evolve deci-
sion making and exploits end-user
feedback to improve the quality of
experience.

[Wang et al.,
2013]

SDI/mashup Situational and GUI-based
queries, selection of several data
sources by means of web services.

Retrieved data can be accessed
and combined, and finally pub-
lished as a composite data service.

The user is involved and supported
in the data mashup process, as the
system provides interactive recom-
mendation of composition opera-
tors for performing situational in-
tegration.

[Curry et al.,
2019]

Pay-as-you-go Conjunctive queries, dataspace
query service for real-time data
streams that enables unified
queries across live streams,
historical data, and entities.

Real-time query service which
preprocesses the streams on-the-
fly instead of storing them, com-
plementing older views already
achieved.

Validation of the Real-time Linked
Dataspace proposed within five
real-world smart environments pi-
lot deployments to build real-time
analytics, decisions support, and
smart apps for smart energy and
water management.

[El-Roby, 2018] Pay-as-you-go Conjunctive queries, interface-
based discovery and selection of
RDF data sets. Human feedback
collected during the interaction is
used to reject links and discover
new links similar to the ones
approved by the user.

Discovered links are automati-
cally incorporated in the query pro-
cessing, aiming to achieve a com-
plete output/answer.

Data delivery provides more com-
plete answers to the user.

[Cheng et al.,
2018]

Mashup/SDI GUI-based queries to select the
different types of data sources,
such as sensory data, local files,
relational databases, and Web ser-
vice resources.

The situational IoT services
mashup approach supports on-
the-fly integration of the different
data services.

Decision-making processes can
be executed based on real-time
sensed data. The user is also sup-
ported in the composition of situa-
tional applications.

[Lee and Kim,
2012]

Mashup GUI-based queries, automatic dis-
covery and selection ofWeb APIs.

Graph-based composition algo-
rithm for the integration of Web
APIs, where a composition is grad-
ually generated by a backward
chaining of APIs. At each step,
suitable APIs are automatically
added to the composition.

Users can obtain immediate com-
position results visually, and itera-
tively refine their goals to achieve
improved results.

[Tatemura et al.,
2008]

Mashup/Pay-as-
you-go

GUI-based queries, source discov-
ery and selection based on auto-
mated schema matching. The sys-
tem lets the user refine the results
interactively.

The system helps a user to im-
prove the results from sources in-
tegration, at a query time, until he
is satisfied (alongwith the “pay-as-
you-go” principle).

Query results can be visualized in
an interface, where the user can
also give feedbacks. If the result is
satisfactory, it can be saved in sev-
eral ways, dynamic spreadsheets
or a new web service.

[Hartig, 2013] Traversal-
based/Mashup

Conjunctive queries. The SQUIN
proposal discovers and retrieves
data that might be relevant for
answering a query during the
query execution process itself.
A mashup application queries
the Web of Linked Data using
SQUIN.

Incremental construction of
query results with the traver-
sal of data links. Suitable for
an “on-demand” live querying
scenario.

Data delivery of fresh answers.
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4.1.3 Data Delivery

After data integration, the user needs to receive and visu-
alize problem solution in an effective way. In the taxon-
omy, this feature is calledData Delivery, which covers User
Support and Human Involvement.
User support is a key feature for SDI: as it bases on

Situation-Awareness, the integration focuses on providing
decision-making in complex and dynamic situations. The
support can be achieved by means of predictions, alerts, or
recommendations given to the user [Bonura et al., 2017].
The general idea is that data integration canmake users aware
of the current situation, and hence they have the opportunity
to take immediate action [Castellanos et al., 2012]. Pay-
as-you-go integration also focuses on supporting decision-
making in highly dynamic environments. In this setting, a
practical and fast integration is better than a perfect integra-
tion, since the user can revise the results and gradually im-
prove the process [Maskat, 2016].
In Data Mashups, user support occurs mostly through an

effective visualization of results, i.e., graphical interfaces
that allow the user to combine services and see solutions
that meet the initial requirements [Sehar et al., 2022]. User
support can also mean an improvement of user experience.
Traversal-based integration, for instance, covers query opti-
mization techniques and settings for URI lookups that aim to
reduce the response time [Hartig and Özsu, 2016].
In the proposed taxonomy of Built-up Integration, Human

Involvement is not mandatory. Some integration approaches
(such as the traversal-based ones) do not require user guid-
ance or feedback, whereas for others, this kind of human
participation is essential. E.g., in pay-as-you-go approaches,
human feedback is highly important to indicate the correct-
ness of the received answers, constantly improving the in-
tegration [El-Roby, 2018]. Similarly, in SDI, fused data
may be approved by the user, who can either confirm the
results or propose alternatives [Abelló et al., 2013]. Also,
data mashups can be executed in a semi-automated way, with
user guidance during data discovery and integration [Paredes-
Valverde et al., 2015].

4.2 An Embracing Taxonomy
We proposed Built-up Integration for systematically group-
ing and labeling similar tasks found in integration-based ap-
proaches. It is important to recall that the term does not come
to fully replace the terms already defined in the literature,
since each one has its particularities (see Table 1), especially
considering the research context in which they were defined.
In this sense, it would be correct to affirm, e.g., that SDI is
a type of Built-up Integration (as it contains the character-
istics defined in the proposed taxonomy), but keeping dis-
tinct characteristics, such as its application in strategic deci-
sion processes and the premise of stationary data. Most im-
portantly, the Built-up Integration terminology highlights the
similarities between the approaches already available in the
literature, and makes way to future approaches to be better
categorized.
For demonstration purposes, the present section only an-

alyzed Built-up Integration related to four integration con-

cepts existing in the literature, which were chosen due to the
many common tasks identified, and whose connection can
be even more strengthened if we consider the joint mentions
in past publications (see Table 2). However, besides these
concepts, other types of integration executed on-demand (or
considering situational problems) could also be considered
and classified within the taxonomy features. The taxonomy
is generic, meaning that it can be extended in the future to
cover more detailed aspects such as data sources types, adap-
tation methods for source selection, or preprocessing tech-
niques. In this case, the level of detail should consider the
need to specify optional edges, i.e., a feature optional on one
side and mandatory on another [Schobbens et al., 2006].
Regardless of the taxonomy granularity, we consider that

Built-up Integration features are still very challenging. When
observing characteristics such as Input Query and Source
Discovery, for example, we identify different efforts in the
literature for providing the user the best experience as pos-
sible, either by focusing on natural language or interactivity.
At this basis, the next section presents some research oppor-
tunities concerning Built-up Integration, as a way tomotivate
and provide guidance for future researchers.

5 Thinking Ahead: Research Oppor-
tunities for Built-up Integration

Nowadays, users can benefit from many tools (e.g., Hadoop
or Apache Spark) that manage data governance, discovery,
extraction, cleaning, and integration [Nargesian et al., 2019].
Although this helps creating and consuming information,
many challenges still remain.
Considering that Built-up Integration represents an um-

brella term for several kinds of integration, its challenges in-
volve how to execute its steps (see Figure 1) at query time,
considering the highly heterogeneous structure of datasets,
and leveraging user experience. When it comes to situa-
tional requirements, existing applications face uncertainty
when discovering data with automatic matchers [Liu et al.,
2015]. Purely automated methods cannot fully address this
issue, and beyond that, they infer the best way to integrate
data sources based on the features of these sources, which
can output several errors [El-Roby, 2018]. As a consequence,
data analysis and user support is affected.
One way to minimize errors and uncertainties in Built-up

Integration when discovering data sources is to integrate hu-
man knowledge for solving ambiguities, improving match-
ing tasks, and even generating high-quality rules for a sys-
tem operation [Li, 2017]. In cases where the integration
system makes a recommendation, the user feedback can
help refine the results and fine-tune data models. Although
beneficial, this human inclusion also requires considering
how to efficiently collect the user knowledge. Indeed, there
is a lack of unified platforms accessible to users without
technical skills [Jovanovic et al., 2021; Khalajzadeh et al.,
2018]. Many integration approaches that refine their pro-
cesses based on user feedback expose problems through tech-
nical details and ask the user to fix them, implicitly assuming
that the user is an expert [El-Roby, 2018].
We raise the hypothesis that conversational interfaces such
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as Question-Answering (QA) systems can be applied to deal
with these issues. By using a QA system as interaction and
mediation tool, human knowledge can be detected and used
for improving many tasks within the system operation [Li,
2017]. As a consequence, Built-up Integration tasks such
as source discovery and on-the-fly integration could become
more efficient. Also, besides capturing user feedback, QA
systems are user-friendly solutions to perform situational
tasks (e.g., accessing multiple and heterogeneous sources,
combining data, visualizing integration results), which are
usually restricted to experienced computer users [Paredes-
Valverde et al., 2015]. They act as an access point to data
sources, obtaining fast results and delivering them in natural
language [Daniel et al., 2020].
Metadata discovery is also an interesting direction to fol-

low towards Built-up Integration, since it favors data under-
standing and the identification of relevant data to be inte-
grated [Nargesian et al., 2019]. The opportunities come from
the fact that sources may be modeled and structured in many
ways, e.g., with attributes named differently in data schemas,
thus demanding the effective exploration of semantics and
mapping methods [Hai et al., 2020]. Built-up Integration
also requires to consider the lack of necessary metadata for
source discovery, so methods for schema inference can be
valuable for metadata enrichment [Koupil et al., 2022].
Finally, decision-making solutions have been continu-

ously explored in the last years [Duan et al., 2019], repre-
senting a promising opportunity for Built-up Integration’s
Data Delivery. It is desirable that future research can go
beyond delivering answers in an agile time, by favoring the
taking of strategic actions. In other words, discovering and
merging sources at query time through Built-up Integration
are steps to be explored with a view to improving services
and enabling smarter decisions. E.g., in Business Intelli-
gence (BI), integrated information can be used for obtain-
ing competitive advantages and leverage organizational col-
laboration [Jovanovic et al., 2016], while in Open Data, it
can favor governmental transparency [Miller, 2018]. Rein-
forcement learning algorithms can be investigated for these
purposes, as they help finding optimal strategies in terms of
prediction, being extensively applied for Big Data process-
ing [Singh et al., 2022; Derakhshan et al., 2019].

6 Conclusions
This paper presented Built-up Integration, a term for embrac-
ing common features encountered in several studies that re-
trieve and merge data sources at query time. We identified
a lack of consistency regarding the terminologies in the area,
since tasks related to data retrieval, on-the-fly integration,
and data delivery, despite being often used together, are rec-
ognized in the literature under different names. The lack of
a common terminology in this context not only makes it dif-
ficult to find and assess a group of tasks or concepts, but also
gives space for more andmore different names to be assigned
to similar methodologies.
For regulating knowledge in the area, Built-up Integration

was proposed as a type of integration where data sources
are selected and managed on-the-fly, towards user support.

Beyond a formal definition, we proposed a taxonomy that
organizes similar characteristics found in related literature
through features and subfeatures, which follow a unified
nomenclature. We also correlated Built-up Integration with
other data integration variants (such as situational data in-
tegration, mashups, traversal-based integration, and pay-as-
you-go integration), which are rarely analyzed together, to
exemplify where the taxonomy features can be found in ex-
isting approaches. By highlighting intersections among dif-
ferent types of integration, the proposed taxonomy has po-
tential to organize current and future knowledge produced,
allowing the researchers to classify as Built-up Integration
those approaches that execute Data Retrieval, On-the-fly In-
tegration, and Data Delivery tasks.
In terms of future development, we discussed some re-

search opportunities for Built-up Integration, such as the ef-
ficient use of human feedback for dealing with uncertainties,
the use of conversational interfaces as mediation tools, as
well as metadata discovery and reinforcement learning meth-
ods for improving user support. Regarding these opportuni-
ties, our future work involve the use of Built-up Integration
features in a Question-Answering system architecture, as a
way to exploit human feedback in situational contexts.
Finally, as the taxonomy is an organization proposition for

similar tasks and methodologies shared among studies, it is
generic and can be extended to cover more detailed aspects
on source retrieval and integration performed at query time.
This means that other knowledge management contributions
can be derived from the taxonomy, such as the comparison
among methods used in each group of features, or the analy-
sis of methods within Built-up Integration that also present a
lack of nomenclature standard.
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