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Abstract—We describe in this paper a user study in the
context of animated virtual human to compare the user self-
perception of well known semi-autonomous Avatar and full-
body tracked Avatar. We aim at highlighting the advantages
and limitations of those methods during various walking phases.
The participants walked inside 4 simulated environments with
different obstacles. Those results are quantified through a virtual
reality sickness questionnaire and a new questionnaire specialized
on user perception and enjoyment of his avatar lower part. This
study shows positive results for the semi-autonomous Avatar
especially in a cluttered environment. The users maintain the
same efficiency with both methods, they have no sickness issues
after more than 45 minutes inside the simulation and they present
better enjoyment results for environment with complex obstacles.

I. INTRODUCTION

Avatars, also refereed as Virtual humans (VH) are the
representation of the user inside a simulation. They are used
in the manufacturing field as a tool for design, maintenance
studies, operator training or ergonomics studies [1], [2].
For real time applications, avatars may be animated by
replicating the movements of an operator using an optical
motion-capture system. We refer to this method as full-
body tracking method. This strategy offers quite accurate
tracking of the operator and is usually applied when real and
simulated environments are similar. However, when the real
and simulated environments are mismatched, the full-body
tracked method has limitations whereas a semi-autonomous
method offers new opportunities :

• On one hand, if the user encounters real obstacles which
are not simulated, such as another user or a workbench
like in Figure 1, the motion-capture sensors may be
obstructed from cameras. Thus, the full-body method
fails. On the other hand, the semi-autonomous method
requires fewer sensors to track the user, which avoids
the problem of having lower-body sensors obstructed by
the environment, making the application more robust.
Reducing the number of sensors also facilitate the use
of VR for industries.

• If the avatar encounters simulated obstacles which are not
physically present, the full-body method can be improved
with three strategies [3], [4]. The first one is to move
the obstacle away from the avatar, so that the avatar
follows the user command. The second one is to move
the avatar away from the obstacle, like elevating the
whole avatar when it encounters a step. The third one
is to apply a contact between the obstacle and the avatar,
thus forcing the user to overcome the virtual obstacle
through his own movements. Each of these solutions has
limitations. The first one does not allow fixed obstacles in
the environment. The second one can greatly increase the
motion sickness of the user since the elevation of the head
of the avatar differs from its own. Finally, the third one
is exhausting for the user and does not support physical
consistency, since the avatar could trip when hitting an
obstacle.

Fig. 1. The user is experiencing a VR simulation with an obstructed
environment.

Semi-autonomous avatar is a good candidate to overcome
these limitations. The semi-autonomous method is based on
the positions of the tracked sensors from the upper body of
the avatar, such as the head, hands and waist. A three points
method of semi-autonomous avatar is proposed in [5] but the
experiment shows a loss of information without waist tracking.
The tracked positions are then used as inputs to generate the
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positions of the avatar lower body, through a walking pattern
generator. Then, tracked upper body and generated lower body
positions are combined to compute the avatar.
In this paper, our contribution is the comparison of the user’s
movements perception between a full-body tracked avatar and
a semi-autonomous avatar in a virtual obstructed environment.
Full-body methods are sensitive to real obstacles. Non-tracked
limbs of the user can lead to bad performance where the avatar
is not synchronised with the user. This is why we propose
to compare those methods with only simulated obstacles,
where both methods can generate positions at all times.
We aim at demonstrating that the semi-autonomous method
can maintain the user’s feeling of immersion and enjoyment
despite experiencing differences between the avatar and the
user’s movements in rich simulated environments. The paper
consists of four parts:
Section II describes the control strategies for animating the
avatar in the the full-body tracked and the semi-autonomous
modes. We introduce related work on avatar control to define
existing solutions including the advantages and limitations of
those solutions. We compare the full-body tracked and semi-
autonomous motion control. In the simulation, the avatar waist
uses a floating base model, with upper and lower limbs moving
by using an Inverse Kinematics (IK) controller.
In section III, we introduce among the many walking pattern
generators, the one we used. We recall the state of the art
of capturability-based locomotion control and explain which
algorithm we selected, based on reactivity and human-like
stance. With this approach the avatar can better adapt to the
obstacles in the simulated environment. This specificity helped
us to design the user experience.
The section IV describes the environments of the user study
and the questionnaires we applied. There are four simulated
environments which vary with obstacles on the ground. These
obstacles are here to highlight the specificity of the semi-
autonomous avatar to adapt to its environment. The main
objective of the experiment is to highlight differences between
the two methods, quantified through sickness, time efficiency
and enjoyment results.
In section V, we gather the results of the user study.
Combining the 19 users data from the questionnaires gives
us the differences between the two algorithms and the four
environments. Then, we suggest a conclusion on the user
perception of the two control strategies.

II. RELATED WORK

A. Avatars in Virtual Reality

The feeling of body ownership in VR is called
Embodiment [6], [7]. The avatar is a tool to increase the
user immersion in VR [8]. However, incorrect poses decrease
embodiment such as revealed by Steed et al [9]. It is important
to describe which avatar is best suited for our application and
which controller should be applied.
Nowadays, avatars may be a full body representation of the
user, or a simplification of the body with only the main
limbs (like the hands) displayed. To better represent the full

body, one can use expensive capture systems [10], [11]. This
solution does not suit our objectives which tend to simplify VR
application. Another way to represent the full body avatar is
to generate the non-tracked limbs with an Inverse Kinematic
(IK) controller [12]–[14]. The study from [15] shows that
users prefer having an avatar with full limbs rather than
only their extremities, on the condition that the generated
limbs are adequate. Another survey from [16] shows that full-
body avatar increases the user’s presence feeling. Finally, the
works of [17] compare three different locomotion techniques
and conclude that these techniques have low impacts on the
sensation of embodiment. All those studies consider that the
avatar simulated environment is little to no different from
the user environment. What we propose in this paper is to
determine which method is the best suited for the user to track
his movements when the simulated environment changes and
when the avatar has to avoid obstacles. The first method is a
well-known full-body tracked avatar with Inverse Kinematics
that we will use as reference. The second method is a semi-
autonomous avatar with tracked sensors on the upper body
and a walking pattern generator to obtain lower body limbs
positions.

B. Walking Pattern Generator

Many walking patter generators are present in the literature.
They are well-known topics in robotics [18], [19] and
animation [20], [21]. They are all based on the dynamics of
the Inverted Pendulum or its variations. They tend to give an
estimation of the future state in order to anticipate the next
optimal feet positions like in [22], [23]. The original inverse
pendulum allows applications where the user’s center of mass
(CoM) exhibits significant dynamical height variations. This is
the case for stair climbing, squat action or obstacle avoidance.
However, locomotion with pendulum mode has three variables:
the period of the step, the length of the step and the CoM
height variation. In general, walking pattern generators are
good to optimize only two out of three of these parameters,
while the third one remains constant, such as in [24]–[26].
Since we do not have significantly strong variations of the
CoM for our application, we prefer to use a Linear Inverse
Pundulum Mode (LIPM) algorithm with variation of length
and period of step, such as in [27], [28]. Finally, we recall that
our walking pattern generator needs to compute feet positions
in real time, for any user size and any movements. Therefore,
we cannot use offline algorithms such as in [29], [30].

III. CONTROLS ALGORITHM

A. Avatar Control

The avatar control is the algorithm that handles the desired
positions to move the avatar. Those are captured positions for
the upper body, and lower body if we use the capture control
(C1) or walking pattern generated positions if we use the semi-
autonomous control (C2). The avatar control consists of an
avatar following a tracked user reference for the upper-body
and the walking pattern generator for the feet. The limbs are
controlled by using Inverse Kinematics, like in Figure 2, where



the root of the kinematic tree is the floating base attached to
the waist link. The avatar has 53 degrees of freedom with joints
limits. Its geometry and inertial properties are automatically
tuned depending on the size and mass of the user using the
calibration tool from 1. This method is detailed in [31].

Fig. 2. The avatar follows the desired positions from the walking pattern
generator and motion capture with a Proportional Derivative control and a
closed kinematic chain.

In order to prevent leg auto-collisions, we add an offset to the
final feet position to maintain a minimum distance between
the two feet. We also have an intention step detector to allow
the avatar to rest when the user has almost static motion.
Both methods are based from our previous work [32]. In
that case, the avatar must cancel the next step if the future
generated step is inside the support area ascertain by the feet.
The avatar control algorithm runs at 33Hz in order to compute
the generated positions but the frame-rate of the simulation is
maintained at 90Hz to give to the user a fluid animation.

B. Motion Capture

Motion Capture is a tool we use to define the user’s position
in space. To track this positions we use sensors placed on the
user’s main limbs. The one we use is an HTC Vive tracking
system to detect those movements. The main body parts are,
for the upper body, the head and hands, and for the lower body,
the waist and feet. We reduced the tracked limbs to six only,
meaning that we need the previously explained IK control to
generate the rest of the body movements. The output positions
of motion capture sensors are used as inputs for both control
algorithms. For the first method, the full-body is following all
the sensors positions. For the semi-autonomous method, the
avatar is following only the hands and head positions.

C. Walking Pattern generator

1) Inverse Pendulum Mode: The full-body avatar has
many bodies and articulations. Therefore, the equation of
the dynamics is too complex to be simulated in real time.
Consequently, the bipedal dynamic model is simplified. The
two most common ones are the linear [33] (LIPM) and non-
linear inverted pendulum models [34] (IPM). The equation of
motion of the IPM is:

c̈(t) = λ(t)(c(t)− r(t)) + g (1)

1http://tools.openlab.psu.edu/tools/proportionality constants.htm

The equation of the LIPM is the same except for λ which
remains constant. t denotes time, c(t) is the center of mass
(CoM) of the avatar, g is the gravity vector, also written
g = −gez with g the gravitational constant and ez the upright
vertical of the inertial frame. λ = ω2, with ω =

√
cz
g , is the

natural frequency of the pendulum. The control input of the
system is r, the Center of Pressure (CoP) under the contact or
Zero-Tilting Moment Point (ZMP) in case of multiple contacts.
Since we do not have significantly strong variations of the
CoM for our application, we rather use a LIPM algorithm
with variation of length and period of step, such as in [27],
[28].

2) Locomotion with Variable ZMP, length and period of
Step: The algorithm from [27], [28] solves a Quadratic
Problem (QP) to obtain time and length of steps and to
maintain physical consistency over an infinite horizon of steps.
We summarize here this algorithm through its most important
equations. If you seek to completely understand this method,
we invite you to look at those documents first to know how
feet positions are generated. With this method we can define
a Quadratic Problem (QP) to obtain time and length of steps
to reach the desired velocity and to respect the boundness
condition. The Quadratic Problem is defined as:

minimize
uT,x,uT,y,τ,bx,by

α1||uT,x − Lnom||+ α2||uT,y −Wnom||

+ α3||τ − τnom||+ α4||bx − bxnom||
+ α5||by − bynom||

subject to uT,x − τ(ξmea − u0)e−ω0Tmax + bx = u0,x,

uT,y − τ(ξmea − u0)e−ω0Tmax + by = u0,y,
uT,x ≤ Lmax,
uT,x ≥ Lmin,
uT,y ≤Wmax,
uT,y ≥Wmin,
bx ≤ eω0Tmax ,
by ≥ eω0Tmin

With Lnom the desired length of step, Wnom the desired
width, τnom the desired ZMP, bnom the desired value of the
boundness condition and ξmea the measured capture point. α
are the weights giving priority to the constraints. The most
important one is the one on the Divergent Component of
Motion (DCM) offset b, then L and W then τ . The last three
constraints define the velocity of walk. We would rather have
variable time steps than steps lengths for more human-like
locomotion. In the continuity of [27], a new method has been
proposed in [28] to apply the Walking Pattern Generator with
variation of length and time of step, but with variation of the
ZMP under the supporting foot during the step. This method

http://tools.openlab.psu.edu/tools/proportionality_constants.htm


is more efficient to react to perturbations since the trajectory,
and mostly orientation, of the CoM can vary during the step.
This is not the case of fixed ZMP algorithm which have a
fixed trajectory. This is very useful for our application since
the human operator has unpredictable movements and needs
a very reactive algorithm to follow his/her positions. This
new method takes the form of a Proportional Derivative (PD)
control based on the variation of ZMP during the step such
as:

rt,cZMP = − eω(T−t)

1− eω(T−t) ξt,err (2)

Where, rt,cZMP is the ZMP control value. This value is the
instantaneous variation of ZMP we apply in order to follow
the variation of DCM ξt,err that occurs during the step.

Now that we have explained how we generate avatar
movements for both methods, we compare them through user
experiments in the next section.

IV. HUMAN PERCEPTION COMPARISON

A. Experiment

In order to compare the full-body motion-capture method
(C1) and the semi-autonomous method (C2), we propose to
measure the user’s feedback on three parameters over four
environments. The first parameter is the sickness of the user,
which will be quantified with a state-of-the-art questionnaire.
The second parameter is the efficiency of the user, which will
be measured via a time evaluation of a simple guided-walk.
The last parameter is the enjoyment of the user, which will
be evaluated through another questionnaire, adapted to our
experiment. Based on those questionnaires, we deduce which
method is best suited to which environment.

B. Environments

The four environments are equal in size, 4m × 4m. In
addition to the first person point of view in VR, the user always
has a mirror on one edge of the room to look at his avatar
and the environment. In order to highlight the differences
between both methods (C1 and C2), variations among the
four environments are localized on the floors. One can see
the scene on 3. Collisions between the avatar and the ground
and the obstacles are detected but the real environment does
not feature these obstacles. The first room, R1, is empty. The
second room, R2, has 4 obstacles of 30 cm height, forming a
cross with a hole at the center of the cross. The third room,
R3, has three separated obstacles of 30 cm height. Finally,
the fourth room, R4 has a stair composed of 3 steps with
a height of approximately 10 cm for each step. Using theses
environments, we want to see if the variation of ground height
with obstacles can have an impact on the user’s experience.
We believe that an obstacle free environment is better suited
for our study, to compare the two working methods. Doing
so, we will maintain consistency between the avatar and its
owner, no matter which method we use.

Fig. 3. VR Scenes of the experiment

C. Protocol

We ask questions about the user personal information
and describe the task he will have to execute. The user is
tracked with six sensors: one HTC Vive VR Headset, one
controller in each hand, one tracker on the back of the waist
and on each foot. Once the user is tracked, we can tune
his avatar to have the same size and follow the positions
defined by the control algorithm. The user must walk freely
for two or three minutes in the simulated room. He has
to interact with obstacles present in the room. Afterwards,
the user has to follow a guided walk defined by arrows
on the ground. The experiment stops on the end of the
walk. After each experiment, we submit one questionnaire to
the user to measure his enjoyment. The simulation is then
restarted with the same environment but with the other control
algorithm, repeating the procedure with free walk, guided
walk and questionnaire. This process is repeated four times
in total in order to test all the environments. At the end
of the whole experiment, the user must answer a sickness
questionnaire. The sickness questionnaire is longer than our
enjoyment questionnaire and it would be too long to ask it
eight times. If the results showed high sickness values, we
would need to check after each variation of environment or
control algorithm to see what parameters induced the sickness.
Otherwise, if we do not detect any issues, we can safely says
that none of those parameters affect the health of the user. The
experiment is randomized: the order of rooms and algorithms
is generated for each user. The user is not informed of the
variation of algorithms, but he is encouraged to pay attention
to the movements of his legs.

D. Detailed Questionnaires

In order to quantify the user’s perception, we submit three
questionnaires at the beginning, during and at the end of the
experiment. The first questionnaire harvests various personal
information on the user such as age, sex, approximate size and



weight (for avatar initialisation), previous VR experience and
use of eyeglasses. During the experiment, after each test of an
algorithm, the user must answer an enjoyment questionnaire of
six questions evaluated on a scale of one to seven. Immersion
and enjoyment are well-known subjects from the VR field like
in [35], [36]. We propose to apply an adapted questionnaire
from [37], each questions are answered on a scale from one
to seven where one strongly disagree and seven strongly agree
to the question. That leads to:

1) Which score would you give to your avatar?
2) Do you think this method made your experience

comfortable?
3) Do you think this method made your experience

appreciable?
4) Would you like to apply this method for future

experiences?
5) Do you think the avatar leg movements were realistic?
6) Do you think the avatar leg movements matched your

own?

We use the Kennedy Lane Simulator Sickness Questionnaire
from [38] as Virtual reality sickness questionnaires (VRSQ).

E. Pool of Participants

We recruited 19 participants aged between 21 and 60 years
with an average of 33.8 years. 16 of them already used VR.
8 of them had glasses but could not use them during the
experiment. There were 2 women. All participants succeeded
the experiment, with 40 min to 1h15 inside the simulation,
with 20 min to 40 min with the avatar moving, and 20 min to
35 min to answer questionnaires.

V. RESULTS OF THE STUDY

A. Hypothesis

Previous studies have shown that semi-autonomous avatar
can be a useful tool to display lower body positions when
sensors are obstructed by obstacles. What we aim to study
here is the user feeling of embodiment of his avatar when
using this tool. We expect that the full-body tracked avatar
gives overall better results with environment without obstacles,
and that the semi-autonomous avatar provides better results in
environments with obstacles. The hypotheses are the following
ones:

1) The user does not experience any sickness issues
with any methods, making both methods safe for VR
applications (VRSQ questions).

2) The user is more efficient with the semi-autonomous
avatar because he does not have to pay attention to his
legs and the simulated obstacles (measured time).

3) The sense of embodiment is influenced by the avatar
technique and the simulated environment. In particular,
we expect the sense of embodiment to be higher for
the tracked avatar without obstacles and the semi-
autonomous avatar with heavy obstacles (enjoyment
questionnaire).

Fig. 4. Average value of the VRSQ

B. Results of the Sickness Hypothesis

The results of the VRSQ shown in figure 4 give the
four following values for nausea (14.6), oculomotor (18.72),
disorientation (14.74), and total score (18.8). Those values are
low enough since the maximum is the oculomotor score of
18,8 on a scale of 160. We can say that both methods do
not trigger significant sickness symptoms after an exposure of
more than 40 minutes.

C. Results of the Time Hypothesis

Fig. 5. Average time value of the guided-walk for each room and algorithm

D. Results of the Enjoyment and Embodiment Hypothesis

We used a two-way Anova with repetition to compare user
guided-walk time results, with significant p value of 0.02. We
computed for control variable p = 0.52, for room variable p =
0.04 and for interaction between the two variables p = 0.36.
It is fair to say there is no significant variation of the results
depending of both the chosen algorithm and the room. We
use a graph of average values to better see those variations.
Figure 5 shows that the best times are obtained with C1 for
the empty room. With more obstacles, the user needs more
time to finalise the guided-walk and C2 offers better results.
This can be explained with the fact that the user does not have



Fig. 6. User Study Results, regrouped with the six questions of our questionnaire. Here, R means room, the first one being the empty room, the second one
the room with a hole, the third one the room with the separated obstacles and the fourth room the one with the stairs. C is the Control Algorithm used for
the Avatar, the first one being the Full-Body Capture control and the second one being the Semi-autonomous control.

to pay attention to the ground anymore with C2 and can walk
more freely in the rooms with obstacles.

We use a two-way Anova with repetition for each question
of the enjoyment questionnaire, with significant p value of 0.02
in order to quantify the impact of the rooms and algorithm for
each question.

For the six questions, we have p < 10−4 for the algorithm
variable, p > 0.11 for the room variable and p > 0.03 for
the interaction between variables, beside question 6 which
gives p = 0.01. We conclude that C1 and C2 results are
not equal and are impacted by the environment. For a better
comprehension, we regroup in graph 6 the average values of
each question for C1 and C2 in the four rooms to quantify the
impact of the room.

First of all, we have a global view from Figure 6 that shows
C1 and C2 differences are reduced in obstructed environments,
especially for room 4, the room with the stairs.

Then, we make a t-test analysis to compare only the
algorithm in each room. We use the average value of our
designed questionnaire to obtain this results. The empty room
R1, the t-test gives, for p < 0.02, a t value of 5.23 with a value
of tmax = 2.06. The average value of the full-body method
is 5.87, while the average of C2 is 3.68. We conclude that
C1 is significantly better than C2 for environments without
obstacles.
For the room with a hole R2, and the obstacle room R3, we still
have significant differences but fewer than the empty room.
We have for R2, with p < 0.02, t = 2.99 for tmax = 2.04
and with means of 4.98 for C1 and 3.82 for C2. For R3, with
p < 0.02, we have t = 2.46 and tmax = 2.04 and means of
4.98 and 3.82. We can explain this difference by the fact that
the obstacles are small enough and the user can avoid most

of them if he raises the legs high enough, leading to better
results with C1.
Finally, with the stairs room R4, with p < 0.02, we obtain
t = 1.96 and tmax = 2.03: both methods give similar results.
This can be explained by the fact that the stairs are composed
of only one obstacle and that the user cannot avoid the obstacle
anymore.

E. Summary of Results

The results show that the best case for the user is an
empty room without obstacles and with the full-body tracking
method, for which the avatar will almost perfectly match the
user’s movements. However, the increase of complexity in
the room and its obstacles leads to close or equal results
between the two control methods. This means that full-body
capture is not perfectly suited for experiments where the
simulated environment differs from the real one, and can
be improved. The semi-autonomous and full-body tracked
methods offer good results in terms of sickness symptoms
(close to none). The semi autonomous algorithm gives slightly
better results in efficiency (time performance) in rooms with
obstacles. In term of enjoyment and embodiment, the full-
body tracked method offers better results than the semi-
autonomous method but this difference is greatly reduced, and
sometimes not significant, when we use them in environments
with obstacles. This implies that the semi-autonomous method
is not suited for experiences where real and simulated
environments are matched, but can be applied for scientific
studies, or training purposes where training and ergonomic
studies around obstacles are more important than the user’s
satisfaction.



VI. CONCLUSION

We compared a motion capture method with an on-the-
shelf method from the robotics field to generate lower-body
positions of an avatar. We have separated both methods
(full-body capture and semi-autonomous control) in order
to better analyse them, but we can easily imagine a better
control approach which would switch from one method to the
other depending on the environment and obstacles. We could
also implement an algorithm which would compute average
value between the semi-autonomous control and the full-body
capture, with an output that would give more importance to
one or another algorithm depending on the obstacles on the
ground. Adaptation of the avatar to obstacles on the ground or
to the variation of the ground height is a useful tool for VR
applications, especially for task design or ergonomics studies.
In our future work, we would like to apply a full-body torque
control instead of an Inverse Kinematics control in order to
move the avatar. This would lead to a next step for ergonomics
studies in real time.
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