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Abstract

We give an upper bound for the condition number of the finite element
operator for the Laplace-Beltrami operator on closed surfaces immersed
in R3. The expression is similar to the condition number of the Laplace
operator in the Euclidean case, with the curvature affecting the condition
number through the Poincaré constant. However in the case of closed
surfaces the finite element matrix is singular and the linear system is
solved for a unique solution with zero mean.
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1 Introduction

The discretisation of surface partial differential equations using finite element methods
is motivated by important applications related to physical and biological phenomena
[1]. It is also used to answer theoretical questions in geometry [2] and to model complex
systems on computers [3]. As is the case in the Euclidean context, the use of the finite
element method on curved surfaces requires in practice the resolution of potentially
large linear systems [4]. The precision and convergence of this resolution depends
highly on the condition number of the finite element matrix [5].

The condition number of the finite element matrix has been extensively studied in
the Euclidean case [6, 7]. However few works exist in the case of the Laplace-Beltrami
operator on curved surfaces, particularly when they are closed [8].

Moreover, classical preconditioners are based on Incomplete LU factorisations (see
section 10.3.1 in [5]), which fails if the matrix is not an M-matrix (see theorem 10.2 in
[5]), in particular if the matrix is singular (see definition 1.4 in [5]). Yet, the discreti-
sation of PDEs on closed surfaces yields singular matrices hence, the resolution of the
associated linear systems are restricted to meshes with a small number of elements.
There is therefore an important need for ad hoc preconditioners for the numerical sim-
ulation of PDEs on closed surfaces. A first step in this project is to give an estimate
of the condition number of the finite element matrix.
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We are interested in the finite element approximation of the Poisson problem

−∆Γu = f on Γ, (1)

where Γ ⊂ R3 is a closed C2 manifold and the weak solution u is sought for in H1(Γ).
Γ being a closed manifold, u and f must have zero mean for the problem to admit a
unique solution (

∫
Γ
u =

∫
Γ
f = 0).

[4] adapted the classical Euclidean finite element approach in order to deal with
curved surfaces. Existence theorems and asymptotic error estimates are proven in
[4, 9]. An important feature of the method is the avoidance of charts both in the
problem formulation and the numerical method. The surface finite element method is
based simply on triangulated surfaces and requires the geometry solely through knowl-
edge of the vertices and normal vector of each triangle.

Following [4], we first approximate the domain Γ by the surface of a polyhedron
Γh with triangular faces. The finite elements (i.e. the 3D triangles) are planar as in
the Euclidean case, but they are no longer share the same normal vector. The right
hand side f is approximated by a function fh ∈ L2(Γh) with zero mean.
The solution u of (1) on Γ is then approximated by the solution uh of the following
Poisson problem on Γh:

−∆Γhuh = fh on Γh, (2)

where Γh ⊂ R3 is a closed piecewise triangular surface and the weak solution uh is
sought for in H1(Γh). Γh being a closed manifold, uh and fh must have zero mean for
(2) to admit a unique solution (

∫
Γh

uh =
∫
Γh

fh = 0).

The finite element method proposed in [4] then consists in approximating uh ∈
H1(Γh) by its projection ũh on PL(Γh) ⊂ H1(Γh), the subspace of continuous piece-
wise linear functions. Doing so, the partial differential operator ∆Γh is approximated
by a finite dimension linear operator with matrix A∆Γh

. This approximation uses the
variational formulation of (2) and reduces the Poisson problem (1) to the resolution
of a linear system

A∆Γh
X = b, (3)

where X and b are vectors with zero mean.

The linear systems obtained using this technique are sparse and can be very large.
The most practical way to solve such very large linear systems is to resort to an
iterative method. Since the convergence rate of such methods is strongly affected
by the condition number Kh(A∆Γh

) of the finite element matrix A∆Γh
, studying the

condition number Kh(A∆Γh
) has both a theoretical and practical importance in the

study of the finite element method.
One technical difficulty is that in the case of closed surfaces, the finite element

matrix is not invertible on Rd since the domain has no boundary. The finite element
operator is however invertible on the space of zero mean vectors. The other technical
difficulty is the handling of different normal vectors arising from the non zero cur-
vature. We are still able to adapt the Euclidean approach following [6] to derive an
upper bound of the condition number.

The article is organised as follows. In section 2 we recall the definition and proper-
ties of the Laplace-Beltrami operator. In section 3 we recall the existence and unique-
ness of solutions to the Poisson problem for the Laplace-Beltrami operator on closed
surfaces. Section 4 is devoted to the finite element discretisation. Section 5 is con-
cerned with the upper bound of the condition number of the finite element operator
and Section 6 is devoted to numerical simulation of the Poisson problem on a sphere
in order to illustrate the numerical method presented in this paper, and motivate the
search for efficient preconditioners.
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2 Calculus on hypersurfaces

In standard calculus, the gradient, divergence and Laplace operators are classically
defined on the Euclidean space Rd. They can however also be defined on a smooth
manifold Γ in an intrinsic way (no immersion into Rd) using a Riemannian metric (see
for example [11], section 1.2) or the Hodge operator (see [2] section 11.2). We chose
instead for simplicity and pedagogy to define the differential operators on embedded
manifolds Γ ⊂ R3 following [4] (Definition 2.1). This approach is also easier to handle
from a practical point of view in numerical methods. For instance Lemma 2.1 is used
in the determination of the finite element coefficient from each triangle (A).

The definition of differential operators on hypersurfaces can be performed without
local charts, using rather the so-called Fermi coordinates [9]. The Fermi coordinates
are also useful in the proof of the Poincaré inequality (see theorems 2.8 and 2.12 in
[9]).

We define embedded surfaces in subsection 2.1, the tangential gradient
−→
∇Γ in

subsection 2.2, the tangential divergence
−→
∇Γ· in subsection 2.3, and then the Laplace-

Beltrami operator △Γ as the composition of divergence and gradient in subsection
2.4.

2.1 Embedded surfaces and Fermi coordinates

Following [9], we start with the definition of embedded surfaces and their normals.

Definition 2.1 (Embedded Ck-hypersurface)
Γ ⊂ R3 is called a Ck-hypersurface if for each point x0 ∈ Γ, there exists an open set
Ux0 ⊂ R3 containing x0 and a function ϕx0 ∈ Ck(Ux0) with the following properties

∇⃗ϕx0 ̸= 0 on Γ ∩ Ux0

Γ ∩ Ux0 = {x ∈ Ux0 |ϕx0(x) = 0}. (4)

For any C1-hypersurface Γ ⊂ R3, one can define the unit normal at any point
x ∈ Ux0 as

n⃗(x) =

−→
∇ϕx0(x)

||
−→
∇ϕx0(x)||

, (5)

where
−→
∇ denotes the classical R3 gradient.

We define the δ-strip around Γ as

Uδ,Γ = {x ∈ R3, dist(x,Γ) < δ}. (6)

For δ small enough it is possible to define a projection operator aΓ : Uδ → Γ onto Γ
and a signed distance function dΓ : Uδ → R. aΓ(x) and dΓ(x) are called the Fermi
coordinates of x and their existence is given by the following theorem.

Theorem 2.1 (Fermi coordinates)
Let Γ be an embedded C2 hypersurface. There exists δFermi > 0 such that for every
point x ∈ UδFermi , there exists a unique point aΓ(x) ∈ Γ such that

∀x ∈ UδFermi , x = aΓ(x) + dΓ(x)n⃗(x). (7)

where dΓ ∈ C2(UδFermi) is the signed distance function.

Proof : see Lemma 2.8 in [9].

□

In the following, the Fermi-coordinates will allow us to extend a function defined on
Γ to a neighbourhood of Γ, which will prove useful in the definitions of the tangential
gradient and the tangential divergence (sections 2.2 and 2.3).
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2.2 The tangential gradient

The notions of hypersurface (Definition 2.1) and associated normal vectors (5) defined
in the previous section are useful in the following definition of the projected gradient.

Definition 2.2 (Projected R3 gradient)
Let Γ be an embedded C1 hypersurface, UΓ a neighbourhood of Γ in R3, and ū ∈ C1(UΓ).
The projected gradient of ū on Γ is

−→
∇PΓū =

−→
∇ū− (n⃗ ·

−→
∇ū)n⃗. (8)

From the projected gradient of a function ū ∈ C1(UΓ) on a C1 hypersurface Γ, one
can define the tangential gradient of a function u ∈ C1(Γ) on a C2 hypersurface Γ as
follows.

Definition 2.3 (Tangential gradient)
Let Γ be an embedded C2 hypersurface, u ∈ C1(Γ). Let ū ∈ C1(UδFermi,Γ) such that
ū|Γ = u. The tangential gradient of u is

−→
∇Γu =

−→
∇PΓū. (9)

The assumption that Γ be C2 in definition 2.5 comes from the fact that the existence
of an extension ū of u on a neighbourhood of Γ requires Fermi coordinates since
ū(x) = u(aΓ(x)).

The value of the tangential gradient of u ∈ C1(UδFermi,Γ) on an embedded hyper-
surface Γ does not depend on the choice of ū. It depends only on the values taken by
u on Γ as expressed in the following lemma (see [9] Lemma 2.4).

One key property of the tangential gradient is stated in Lemma 2.1. It will be
useful in section A to calculate the coefficients of the finite element matrix.

Lemma 2.1 The tangential gradient belongs to the tangent plane and is orthogonal
to the normal vector

(
−→
∇Γu) · n⃗ = 0.

As for the classical gradient, there is a Poincaré’s inequality involving the tangential
gradient.

Theorem 2.2 (Poincaré’s inequality)
Assume that Γ is an embedded C3 hypersurface. There exists a constant c such that,
for every function f ∈ H1(Γ) with

∫
Γ
f = 0, we have the inequality

||f ||L2(Γ) ≤ c||∇Γf ||L2(Γ). (10)

Proof : see theorem 2.12 in [9].

□

2.3 The tangential divergence

The tangential divergence operator on Γ is defined as the contribution to the full
divergence arising from the tangent space to Γ. We first define the projected divergence
on Γ as follows.

Definition 2.4 (Projected R3 divergence)
Let Γ be an embedded C1 hypersurface, UΓ a neighbourhood of Γ in R3, and V ∈
C1(UΓ)

3 a vector field. The projected divergence of V is

divPΓV =
−→
∇ ·V − tn⃗(

−→
∇ ·V)n⃗

4



From the projected divergence of a function ū ∈ C1(UΓ), one can define the tangential
divergence of a function u ∈ C1(Γ) as follows.

Definition 2.5 (Tangential divergence)
Let Γ be an embedded C2 hypersurface, V ∈ C1(Γ)3 a vector field. Let V ∈ C1(UδFermi,Γ)

3

such that V|Γ = V. The tangential divergence of V is

divΓV = divPΓV. (11)

The assumption that Γ be C2 in Definition 2.5 comes from the fact the existence
of an extension V of V on a neighbourhood of Γ requires Fermi coordinates since
V(x) = V(aΓ(x)).

2.4 The Laplace-Beltrami operator

Now that we have defined the tangential gradient and divergence in sections 2.2 and
2.3, the Laplace-Beltrami-operator on Γ, can be defined as the composition of the
tangential divergence and gradient of a function u ∈ C2(Γ).

Definition 2.6 (Laplace-Beltrami operator)
Let Γ be an embedded C2 hypersurface. The Laplace-Beltrami operator applied to
u ∈ C2(Γ) is

∆Γu = divΓ
−→
∇Γu (12)

For any smooth embedded hypersurface Γ, the following Green’s formula is a con-
sequence of the Stokes’ theorem (see theorem 6.25 in [10]):

∀v ∈ C1(Γ), u ∈ C2(Γ),

∫
Γ

v∆Γu = −
∫
Γ

−→
∇Γu ·

−→
∇Γv (13)

A consequence of the Green’s formula (13) is that the operator −∆Γ is symmetric and
positive.

3 The Poisson problem on a closed surface

Now that we have defined the Laplace-Beltrami operator in section 2.4, we can study
the Poisson problem on closed hypersurfaces. We start by setting the problem and the
relevant functional spaces in section 3.1. We then give the weak formulation of the
problem in section 3.2. We end up by summarising the existence result in section 3.3.

3.1 Definition and functional spaces

Let Γ be a closed C2 hypersurface in R3. Since Γ is closed (∂Γ = ∅), all the constant
functions are in the kernel of ∆Γ. ∆Γ is therefore not invertible on the space of
functions u ∈ C2(Γ).
We therefore have to impose the global condition

∫
Γ
u = 0 to guarantee the uniqueness

of solutions. We define L2
0(Γ) (resp. H

1
0 (Γ)) the space of measurable functions that are

square integrable (resp. weakly differentiable with square integrable weak derivative)
with zero mean on Γ.

L2
0(Γ) =

{
f ∈ L2(Γ),

∫
Γ

f = 0

}
, H1

0 (Γ) =

{
f ∈ H1(Γ),

∫
Γ

f = 0

}
. (14)
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Let f ∈ L2
0(Γ). u ∈ C2(Γ) is a classical solution of the Poisson problem provided

that

−∆Γu = f on Γ, (15)∫
Γ

u = 0. (16)

3.2 Weak form of the Poisson problem

The classical Laplace-Beltrami operator (Definition 2.6) acts on C2 functions. A clas-
sical solution of (15) is therefore a function u ∈ C2(Γ). Unfortunately such a strong
solution doesn’t always exists even if f is assumed continuous (see [12] section 3.1.2
in the Euclidean case).

The variational formulation for (15) is the following:

Find u ∈ H1
0 (Γ) such that ∀v ∈ H1

0 (Γ),

∫
Γ

−→
∇Γu ·

−→
∇Γv =

∫
Γ

fv. (17)

We obtain (17) from (15) by applying the Green’s formula (13). (17) implies (15)
only if u ∈ C2(Γ). A solution u ∈ H1

0 (Γ) of (17) is called weak solution for the
Poisson problem. Indeed, it is only one time weakly differentiable whereas a strong
(classical) solution is twice differentiable.

3.3 Existence result

The existence and uniqueness of weak solutions for the variational formulation (17) of
problem (15) is a classical result for smooth manifolds Γ (see for instance [2] chapter
4 section 1.2). The following statement is taken from [4] Theorem 1 b).

Theorem 3.1 (Existence and uniqueness of weak solutions on a C3 manifold)

Let Γ be a closed embedded C3 hypersurface in R3. For every f ∈ L2(Γ) with
∫
Γ
f = 0,

there exists a weak solution u ∈ H1
0 (Γ) of −△u = f on Γ. Furthermore u is unique

up to a constant.

Proof : see theorem 1 b) in [4].

□

4 The finite element method

The finite element method (FEM), is a numerical method for solving problems of
engineering and mathematical physics ([1], [12]). We first approximate the closed hy-
persurface Γ by a closed polyhedral surface Γh with triangular faces. We approximate
the right hand side function f ∈ L2

0(Γ) by a function fh ∈ L2
0(Γh).

In section 4.1, we look for ũh ∈ PL0(Γh) the projection of the solution uh ∈ H1
0 (Γh)

of the Poisson problem −△Γh ũh = fh, on the space of continuous piecewise linear
functions with zero mean PL0(Γh).

The finite element matrix is symmetric and positive but not invertible (section
4.2). However the finite element linear system admits a unique solution provided the
right hand side has zero mean.
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4.1 The finite element matrix

We consider a closed triangulated surface Γh having n ∈ N nodes. We define PL0(Γh) ⊂
H1

0 (Γh), the subspace of piecewise linear functions on Γh that have zero mean. Func-
tions ϕ of PL0(Γh) are linear in the sense that they take the form ϕ(x⃗) = αT x+βT y+
γT z + ζT on each of the triangles T composing Γh.
The discrete form of the variational formulation of the Poisson equation (15) is the
following.

Find ũh ∈ PL0(Γh) such that ∀ṽh ∈ PL0(Γh),

∫
Γh

−→
∇Γh ũh ·

−→
∇Γh ṽh =

∫
Γh

fhṽh. (18)

PL0(Γh) is generated by the n nodal functions ϕi : Γh → R, i = 1, ..., n such
that ϕi(xj) = δij .

The solution ũh of the discrete Poisson problem (18) must therefore satisfy the
following system of equations

∀i ∈ {1, ..., n},
∫
Γh

−→
∇Γh ũh ·

−→
∇Γhϕi =

∫
Γh

fhϕi, (19)

which takes the algebraic form

A△Γh
X = bh, (20)

where the unknown vector X = t(u1, ..., un) is the vector of components of ũh on the
nodal basis :

ũh =

n∑
i=1

uiϕi. (21)

The coefficients of the system matrix A△Γh
= (aij)i,j=1,...,n, and of the right hand

side vector bh = t(b1, ..., bn) are given by

aij =

∫
Γh

−→
∇Γhϕi ·

−→
∇Γhϕj , bj =

∫
Γh

fϕj . (22)

Theorem 4.1 (Properties of A△Γh
)

Consider a polyhedral surface Γh. The finite element matrix A△Γh
(equation 22) sat-

isfies

� A△Γh
is symmetric and positive

� kerA△Γh
is the set of constant functions

� ImA△Γh
is the set of functions with zero mean

A△Γh
is not invertible since constants are in its kernel, hence the linear system

(20) is singular. However it admits a unique solution with zero mean provided the
right hand side has zero mean (see theorem 4.2 in the next section).

4.2 Existence of a finite element approximation

Due to the absence of boundary, a technical difficulty in the numerical solution of
linear systems arising from PDEs on closed surfaces is that the solution should be
sought for in spaces of function with nil average.

First we note that since A△Γh
is singular, we need to impose a condition on

the right-hand side bh for the solvability of the discrete system (20). Following the
continuous setting (Theorem 3.1), we impose that the discrete right hand side function
fh must have zero mean : ∫

Γh

fh =

n∑
i=1

bi

∫
Γh

ϕi = 0. (23)
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With the latter condition on the right hand side, since △Γh is an endomorphism
of PL0(Γh), we can state the following existence theorem.

Theorem 4.2 (Existence theorem for the linear system)
Let PL0(Γh) be the space of piecewise linear finite elements on the discrete surface
Γh. Let fh ∈ PL0(Γh) with

∫
Γh

fh = 0. Then there exists a unique discrete solution

ũh ∈ PL0(Γh) to the discrete Poisson problem (18) with the property that
∫
Γh

ũh = 0.

5 Estimate of the condition number

The condition number of an invertible matrix A relative to the norm ||·|| is : cond(A) =
||A||× ||A−1||. The Euclidean norm is quite often used in applications and the expres-
sion of the L2-condition number for a symmetric matrix is

cond2(A) =
λmax(|A|)
λmin(|A|) , (24)

where λmax(|A|) (resp. λmin(|A|)) is the largest (resp. smallest) eigenvalue of A in
absolute value.

In the case of the finite element matrix A∆Γh
, obtained from the discretisation of

the Laplace-Beltrami operator on a closed piecewise triangular surface Γh (equation
22), one has to deal firstly with the fact that A∆Γh

is not invertible, secondly with the
presence of a curvature field.

In the sequel, each triangle of Γh is denoted T , its area is denoted |T | and its
diameter is denoted

hT = diam(T ) = max
x,y∈T

||x− y||. (25)

Theorem 5.1 (Condition number of the finite element matrix)
There exists a constant c such that for any closed piecewise triangular surface Γh ⊂ R3,
the condition number of A∆Γh

(equation 22) satisfies

Kh(A∆Γh
) ≤ nmaxT ∈Th h2

T

m(Γh)cminT ∈Th |T |2 ,

where m(Γh) is the Poincaré’s constant of Γh.

As is the case in the Euclidean context, the condition number of the finite element
matrix for the Laplace-Beltrami operator is in O(h−2). The curvature of the surface
affects the condition number through the Poincaré constant m(Γh).

The proof of theorem 5.1 consists in five lemma adapting to the curved surfaces
the steps followed in the Euclidean case (section 9.1.4 in [6]). We start with a lemma
regarding the affine geometry of 3D triangles.

Lemma 5.1
Let A0, B0, C0, A,B,C ∈ R3 such that A0, B0, C0 as well as A,B,C are not aligned.
Let T0 (resp. T ) be the triangle formed by A0, B0 and C0 (resp A,B and C). There
exists an affine operator

TT : T → T0

x → JT x+ bT

where JT is a 3× 3 matrix and bT ∈ R3.

8



Proof:
Since A,B,C are not aligned, they define a plane (P) with unit normal n⃗ and A,B,C
is an affine frame of reference of (P).
Since A0, B0, C0 are not aligned, they define a plane (P0) with unit normal n⃗0 and
A0, B0, C0 is an affine frame of reference of (P0).

Since (
−→
AB,

−→
AC, n⃗) and (

−−−→
A0B0,

−−−→
A0C0, n⃗0) form a basis of R3, JT is defined as the

transition matrix from the basis (
−→
AB,

−→
AC, n⃗) to the basis (

−−−→
A0B0,

−−−→
A0C0, n⃗0), and we

have

JT
−→
AB =

−−−→
A0B0

JT
−→
AC =

−−−→
A0C0

JT n⃗ = n⃗0.

Defining

bT = A0 − JT A,

the affine transformation TT (x) = JT x+ bT satisfies

TT (A) = A0

TT (B) = B0

TT (C) = C0.

Let P ∈ T , since (
−→
AB,

−→
AC) is a basis of (P) there are coefficients α, β ∈ R such that

P = A+ α
−→
AB + β

−→
AC,

hence

TT (P ) = TT (A) + αJT
−→
AB + βJT

−→
AC

= A0 + α
−−−→
A0B0 + β

−−−→
A0C0

= P0 ∈ T0.

Hence TT : T → T0, and the theorem is proved.

□

Lemma 5.2
Under the hypotheses of Lemma 5.1, letting MT = [

−→
AB,

−→
AC, n⃗] be the transition matrix

from the canonical basis to the basis (
−→
AB,

−→
AC, n⃗), and MT0 = [

−−−→
A0B0,

−−−→
A0C0,

−→n0] be the

transition matrix from the canonical basis to the basis (
−−−→
A0B0,

−−−→
A0C0, n⃗0), JT takes the

form

JT = MT0M
−1
T

and furthermore

det(JT ) =
|T0|
|T | .

Proof:
Since JT is the transition matrix from the basis (

−→
AB,

−→
AC, n⃗) to the basis (

−−−→
A0B0,

−−−→
A0C0,

−→n0),
we have

JT MT = MT0 .

9



Since MT is invertible, multiplying the previous relation by M−1
T we obtain JT =

MT0M
−1
T . Furthermore, taking the determinant yields

det(JT ) =
|T0|
|T | ,

since

det(MT ) = det(
−→
AB,

−→
AC, n⃗) = (

−→
AB ∧

−→
AC).n⃗ = |T |

det(MT0) = det(
−−−→
A0B0,

−−−→
A0C0,

−→n0) = (
−−−→
A0B0 ∧

−−−→
A0C0).

−→n0 = |T0|

□

Let T0 be a reference triangle in R3 with three non aligned vertices x⃗1, x⃗2, x⃗3. In the
proof of the main theorem, T0 will be chosen such that |T0|2 = maxT ∈Th |T |2.
The constant c in the main theorem is given by the following lemma.

Lemma 5.3
Denote ϕ0

i , i ∈ {1, 2, 3} the shape functions associated to each node of T0, and define
the function

f0 : Rn → R
(u1, u2, · · ·un) →

∫
T0

|
∑n

i=1 uiϕ
0
i |2.

f0 is a strictly positive quadratic form on Rn.
Furthermore, there exist c > 0, C > 0 such that

∀(u1, u2, · · · , un) ∈ Rn, c

n∑
i=1

u2
i ≤

∫
T0

|
n∑

i=1

uiϕ
0
i |2 ≤ C

n∑
i=1

u2
i .

Proof:
f0 is a positive quadratic form since

∀(u1, u2, · · · , u3) ∈ Rn,

∫
T0

∣∣∣∣∣
n∑

i=1

uiϕ
0
i

∣∣∣∣∣
2

≥ 0.

First remark that:

f0(U) = 0 ⇐⇒
∫
T0

∣∣∣∣∣
n∑

i=1

uiϕ
0
i

∣∣∣∣∣
2

= 0

⇐⇒

∣∣∣∣∣
n∑

i=1

uiϕ
0
i

∣∣∣∣∣
2

= 0

⇐⇒
n∑

i=1

uiϕ
0
i = 0

⇐⇒ ∀x ∈ T0,

n∑
i=1

uiϕ
0
i (x) = 0.

Since ϕ0
i (x) are basis functions, we deduce that

f0(U) = 0 ⇔ U = 0,

that is f0 is a strictly positive quadratic form.

10



Secondly, we seek c > 0 and C > 0 such that

∀U = (u1, u2, · · · , un) ∈ Rn, c

n∑
i=1

u2
i ≤ f0(U) ≤ C

n∑
i=1

u2
i .

Since f0 is a strictly positive quadratic form on R3, its matrix M is symmetric and
positive definite. M thus admits a minimum eigenvalue λmin > 0 and a maximum
eigenvalue λmax > 0 (spectral theorem for symmetric matrices).

Since f0(U) = tUMU we deduce

∀U ∈ Rn, λmin

n∑
i=1

u2
i ≤ f0(U) ≤ λmax

n∑
i=1

u2
i .

Taking c = λmin > 0 and C = λmax > 0 we obtain the desired result.

□

In the following two lemma (lemma 5.4 and Lemma 5.5) the lower bound and the
upper bound of the following bilinear form ah

ah(ũh, ṽh) =

∫
Γh

−→
∇Γh ũh ·

−→
∇Γh ṽh, (26)

on PL0(Γh) are given.

Lemma 5.4 (Lower bound of ah)
We have

∀ũh =

n∑
i=1

uiϕi ∈ PL0(Γh), ah(ũh, ũh) ≥ m(Γh)cnc
minT ∈Th |T |2

|T0|2
n∑

i=1

u2
i

Where m(Γh) is a Poincaré’s constant, n(i) is the number of cells surrounding the
node i and nc = mini n(i).

Proof:
Using Poincaré inequality we have

ah(ũh, ũh) ≥ m(Γh)

∫
Γh

|ũh|2

≥ m(Γh)
∑

T ∈Th

∫
T
|ũh|2.

Let NT denote the set of nodes surrounding the cell T . Since ϕi(x) = 0 when x ∈ T
and i /∈ NT , we have

ah(ũh, ũh) ≥ m(Γh)
∑

T ∈Th

∫
T

∣∣∣∣∣∣
∑

i∈NT

uiϕi

∣∣∣∣∣∣
2

.

Using a change of variable we obtain

ah(ũh, ũh) ≥ m(Γh)
∑

T ∈Th

| det(JT )|−2

∫
T0

∣∣∣∣∣∣
∑

i∈NT

uiϕ
0
TT (i)

∣∣∣∣∣∣
2

,

where TT (i) represents the node of T0 that is the image of the node i by TT . Using
Lemma 5.3 we have

ah(ũh, ũh) ≥ m(Γh)c
∑

T ∈Th

|det(JT )|−2
∑

i∈NT

u2
i .

11



Using Lemma 5.2 we have

ah(ũh, ũh) ≥ m(Γh)c
∑

T ∈Th

|T |2

|T0|2
∑

i∈NT

u2
i

≥ m(Γh)c
minT ∈Th |T |2

|T0|2
∑

T ∈Th

∑
i∈NT

u2
i

≥ m(Γh)c
minT ∈Th |T |2

|T0|2
∑
i

n(i)u2
i .

Hence we finally have

ah(ũh, ũh) ≥ m(Γh)cnc
minT ∈Th |T |2

|T0|2
∑
i

u2
i ,

where n(i) is the number of cells surrounding the node i and

nc = min
i

n(i).

□

Lemma 5.5 (Upper bound of ah)
Under the hypotheses of Lemma 5.4, we have

∀ũh =

n∑
i=1

uiϕi ∈ PL0(Γh), ah(ũh, ũh) ≤ 3nc
h2
T

minT ∈Th |T |
∑
i

u2
i .

Proof :
We decompose ah over the mesh cells Th.

ah(ũh, ũh) =
∑

T ∈Th

∫
T
|
−→
∇Γh ũh|2

=
∑

T ∈Th

∫
T

∣∣∣∣∣∣
∑

i∈NT

ui
−→
∇Γhϕi(x⃗)

∣∣∣∣∣∣
2

≤ 3
∑

T ∈Th

∑
i∈NT

u2
i

∫
T
|
−→
∇Γhϕi(x⃗)|2. (27)

The next step consists in the explicit calculation of
−→
∇Γhϕi(x⃗) in each triangle T . For

more details we refer to A.
Given a triangle T having nodes sT1 , sT2 and sT3 , the gradient of the nodal function
associated to sT1 is

∀x⃗ ∈ T ,
−→
∇ΓhϕsT1

(x⃗) =
1

−2|T |

 a1

b1
c1

 ,

where

a1 = ((x⃗sT3
)y − (x⃗sT2

)y)n
T
z + ((x⃗sT2

)z − (x⃗sT3
)z)n

T
y

b1 = ((x⃗sT2
)x − (x⃗sT3

)x)n
T
z + ((x⃗sT3

)z − (x⃗sT2
)z)n

T
x

c1 = ((x⃗sT2
)y − (x⃗sT3

)y)n
T
x + ((x⃗sT3

)x − (x⃗sT2
)x)n

T
y .

12



Using the inequality ∀r, s ∈ R, (r + s)2 ≤ 2(r2 + s2), we have :

||
−→
∇ΓhϕsT1

(x⃗)||2 ≤ 1

2|T |

√
a2
1 + b21 + c21

≤ 1

2|T |

√
(hT nT

z + hT nT
y )2 + (hT nT

x + hT nT
y )2 + (hT nT

z + hT nT
x )2

≤ 1

2|T |

√
2((hT nT

z )2 + (hT nT
y )2) + 2((hT nT

x )2 + (hT nT
y )2) + 2((hT nT

z )2 + (hT nT
x )2)

≤ 1

2|T |

√
4((hT nT

z )2 + (hT nT
y )2 + (hT nT

x )2)

≤ 1

2|T |2hT

√
(nT

z )2 + (nT
y )2 + (nT

x )2

≤ 1

2|T |2hT .

Hence

||
−→
∇ΓhϕsT1

(x⃗)||2 ≤ hT

|T | .

Using the same approach we obtain an estimate of the gradient of the two remaining
nodal functions

||
−→
∇ΓhϕsT2

(x⃗)||2 ≤ hT

|T | , ||
−→
∇ΓhϕsT3

(x⃗)||2 ≤ hT

|T | .

Finally, for any shape function ϕi, we have

∀i ∈ {sT1 , sT2 , sT3 }, ||
−→
∇Γhϕi(x⃗)|| ≤

hT

|T | .

This allows us to deduce the final result from (27):

ah(ũh, ũh) ≤ 3nc
maxT ∈Th h2

T

minT ∈Th |T |2
∑
i

u2
i . (28)

□

Proof of the main theorem
Using Lemma 5.5, we have

∀ũh ∈ PL0(Γh),
ah(ũh, ũh)∑n

i=1 u
2
i

=

tUhA∆Γh
Uh

||Uh||2
≤ nnc

maxT ∈Th h2
T

minT ∈Th |T |2 ,

and we deduce an upper bound of the spectrum of the finite element operator on
PL0(Γh)

λmax ≤ nnc
maxT ∈Th h2

T

minT ∈Th |T |2 . (29)

Using Lemma 5.4, we have

∀ũh ∈ PL0(Γh),
ah(ũh, ũh)∑n

i=1 u
2
i

=

tUhA∆Γh
Uh

||Uh||2
≥ m(Γh)cnc

minT ∈Th |T |2

|T0|2
,

and we deduce a lower bound of the spectrum of the finite element operator on PL0(Γh)

λmin ≥ m(Γh)cnc
minT ∈Th |T |2

|T0|2
. (30)

13



Using the definition of Kh(A∆Γh
) = λmax

λmin
, (30) and (29) yield the following inequality

∀T0, Kh(A∆Γh
) ≤ maxT ∈Th |T |2

m(Γh)cnc|T0|2
× 3nc maxT ∈Th h2

T

minT ∈Th |T |

≤ maxT ∈Th |T |2

m(Γh)c|T0|2
× 3maxT ∈Th h2

T

minT ∈Th |T | .

Choosing T0 such that |T0|2 = maxT ∈Th |T |2, we finally have

Kh(A∆Γh
) ≤ 3maxT ∈Th h2

T

m(Γh)cminT ∈Th |T |2 .

□

6 Some numerical results

In order to illustrate the numerical method presented in this paper, and motivate the
search for efficient preconditioners, we present the numerical simulation of the Poisson
problem on a sphere. The continuous problem is presented in section 6.1. Then in
section 6.2 we present a sequence of refined meshes of the sphere. The results obtained
from the finite element simulation of the Poisson problem on the mesh sequence are
given in section 6.3. We analyse these results in section 6.4 and give the convergence
curve (picture 4), iteration curve (picture 5), the residual curve (picture 6), and the
condition number curve (picture 7).

For the design and meshing of the domain we use GEOMETRY and MESH modules
of the software SALOME (see [14, 20]).

For the coding of the script, we use Python with the open-source Linux based library
SOLVERLAB [21] which is very practical for the manipulation of large matrices,
vectors, meshes and fields. It (SOLVERLAB) can handle finite element and
finite volume discretizations, read general 1D, 2D and 3D geometries and meshes
generated by SALOME.

For the numerical resolution of our discrete problem, we use an iterative solver be-
cause the stiffness matrix A△Γh

is large, sparse (see [5]) and singular. The
library PETSc [15], encapsulated in SOLVERLAB, provides linear solvers for
singular systems.

For the visualization of the result, we use the PARAVIS module included in SALOME
(see [20]).

6.1 The Poisson problem on the unit sphere

We consider the unit sphere defined as follows

Γsphere = {(x, y, z) ∈ R3, x2 + y2 + z2 = 1}.

The sphere is a C∞ manifold of dimension 2 embedded in R3, hence the Laplace-
Beltrami operator △Γsphere is well defined on Γsphere.

Using the spherical coordinates (θ, ϕ) where θ is the longitude and ϕ the lati-
tude, the Laplace-Beltrami operator takes the following form for any function u ∈
C2(Γsphere) :

△Γsphereu =
1

sin(ϕ)

∂

∂ϕ

(
sinϕ

∂u

∂ϕ

)
+

1

sin(ϕ)2
∂2u

∂θ2
.

14



Figure 1: The unit sphere

We consider the following Poisson problem on the sphere Γsphere−∆Γsphereu = fsphere on Γsphere∫
Γsphere

u = 0
, (31)

With the following choice for fsphere :

fsphere(x, y, z) =
12

(x2 + y2 + z2)
3
2

(3x2y − y3).

The exact solution u of (31) is given by (see [13]):

usphere(x, y, z) =
1

(x2 + y2 + z2)
3
2

(3x2y − y3) =
1

12
fsphere.

One can check that fsphere and usphere are zero mean functions.
Our objective is to solve numerically the Poisson problem (31) using the finite

element method described in section 4. We first build a sequence of refined meshes in
section 6.2. Then we run the simulation on each mesh. Some results are displayed in
section 6.3, and an analysis of the results is performed in section 6.4.

6.2 Meshing of the sphere

In order to assess the Finite Element discretisation of the Poisson problem on the
unit sphere, we build a sequence of refined meshes that will enable us to measure the
convergence and computational time of the numerical method. The CAD model of
the sphere (picture 1) was done with in the GEOMETRY module of the platform SA-
LOME. For the design meshing of the sphere we use the MESH module of the platform
SALOME (see [14, 22, 20]).

Below are screenshots of the meshes used in our convergence and computational
time analysis. The meshes are generated by a Delaunay type triangulation of the
surface with all the nodes belonging to the sphere.
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meshSphere 1 meshSphere 2 meshSphere 3 meshSphere 4

288 cells 2638 cells 4512 cells 10773 cells

Figure 2: Mesh of domain

Using the SOLVERLAB python module, the right hand side of the Poisson problem
(31) is interpolated on the meshes, and the rigidity matrices are filled with a spare
matrix structured encapsulated from PETSc [15]. The linear systems are then solved
using a conjugate gradient algorithm [5, 16] after the setting of a non zero nullspace
[19].

6.3 Visualization of the results

For the numerical resolution of our discrete problem, we use an iterative solver because
the stiffness matrix A△Γh

is large and sparse (see [5]) .
For the visualization of the result, we use the PARAVIS module of the platform

SALOME (see [20]).

Below are visualizations of the numerical results obtained on the different meshes
of picture 2.

288 cells 2638 cells 4512 cells 10773 cells

Figure 3: Numerical results of the finite elements on the unit sphere

6.4 Discussion of the numerical results

Numerical convergence of the finite element method The picture 4 dis-
plays the evolution of the numerical error ∥uh−usphere∥ with the cell minimal diameter
h, in logarithmic scale. The numerical error ∥uh − usphere∥ is taken as the supremum
of |uh(xi)− usphere(xi)| over all the nodes xi.

The theoretical error is composed of two contributions. The first is the interpo-
lation error of usphere from the sphere Γsphere to a polyhedron Γh and is O(h). The
second contribution is the approximation error coming from the finite element discreti-
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Figure 4: Convergence of the finite element method on the sphere

sation of the Poisson equation. This error is O(h2) [4, Theorem 8]. The total error is
therefore O(h).

We observe on picture 4 that the method converges with a numerical order of
approximately 0.742. We expect that using meshes larger than 1 million cells we will
come closer to the theoretical value of 1.
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Number of CG iterations for the finite element method on the sphere
It is not possible to use a direct solvers for the numerical resolution of the linear
system A△ΓhX = bh, since they apply only to invertible matrices. We used instead
the Conjugate Gradient (CG) [16] method with Incomplete LU factorisation [17] as
preconditioner to solve our singular linear system thanks to PETSc algorithm [18, 19].
The picture 5 displays the evolution of the number of CG iterations with the number
of nodes. The number of iterations increases linearly with the number of nodes of the
mesh.

Figure 5: Number of CG iterations for the finite element method on the sphere
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CG Residual for the finite elements methods on the sphere The picture
6 displays the evolution in Logarithmic scale of the residual ϵh = ∥A△ΓhX − bh∥ with
the number of nodes in the mesh Th. This residual ϵh evolves from about 10−2 to
about 10−5 as the number of nodes evolves from 288 to 600000. This is because we
had to adapt the precision of the linear solver to the number of nodes. Indeed the
matrix of the linear system A△ΓhX = bh is singular and thus bh should belong to the
range of A△Γh up to machine precision. The theoretical range of A△Γh consists in
vectors of zero mean, but at the computer level zero becomes machine precision and
thus bh should have mean lower than machine precision. If the machine precision is
too small (say 10−10) then the linear solver will fail when the integral of bh is larger
than 10−10.

Figure 6: CG residual for the finite element method on the sphere
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Condition number of the finite element matrix on the sphere The
picture 7 displays the evolution of the condition number with the cell minimal diameter
h, in logarithmic scale. We observe first that the condition number increase as h → ∞.

Figure 7: Condition number for the finite element method on the sphere

Furthermore, the condition number grows as h to the power −1.962, which is very close
to the theoretical value of 2 given in our main result in theorem 5.1.

20



7 Conclusion and perspectives

We have seen that the properties of the finite element matrix on 3D surfaces are very
similar to those in Euclidean spaces. The main difference when the surface is closed
is that the matrix is not invertible, which makes the proofs more technical. However,
adapting the technique used in the Euclidean context, we gave an upper bound for
the condition number in O(h−2). Using a similar techniques, it is possible to derive a
lower bound of the condition number following for instance [6] in the Euclidean case.
In section 6, we have given some numerical results of the simulation of the Poisson
problem on a sphere. The results showed that the discretisation converges and that
the condition number increases nearly as O(h−2).

The numerical simulations performed in section 6 showed the number of iterations
of the linear solver increases linearly with the mesh size. This yields a sharp increase
of the computational time as the number of nodes increases. Our simulation used the
Incomplete LU factorisations as preconditioner but more advanced techniques such as
multigrid perform better in the Euclidean context. Their adaptation to the curved
would be based on a fine analysis of the finite element matrix taking into account its
singularity. This work can therefore be seen as a first step in the design and analysis
of advanced preconditioners for singular systems, particularly those arising from the
discretisation of PDEs on closed surfaces.
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A Coefficients of the finite element matrix

We compute the coefficients of the finite element matrix (22) on a closed piecewise tri-
angular surface Γh. The mesh Th of the domain Γh is composed of triangular elements
(Tk)k≥1 having non zero area. The n vertices of Γh are denoted x⃗1, x⃗2, x⃗3, ..., x⃗n.
To each vertex x⃗i, we associate a nodal function, ϕi : Γh → R ∈ PL0(Γh) such that
ϕi(xj) = δij .

We observe that in 3D, functions ϕ ∈ PL0(Γh) take the following form on each
triangle T ∈ Th

ϕ(x⃗) = αT x+ βT y + γT z + ζT . (32)

The gradient of any function ϕ ∈ PL0(Γh) is thus constant on each triangle T ∈ Th

and its components can be deduced from (32) and (9) :

∀x⃗ ∈ T ,
−→
∇Γhϕ(x⃗) =

(
αT , βT , γT

)
. (33)

To determine the gradient of a function ϕ ∈ PL0(Γh) on a triangle T , we first
remark that according to Lemma 2.1, we have:

nT
x αT + nT

y βT + nT
z γT = 0. (34)
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Secondly, we take the values of ϕ at each node of T . Denoting sT1 , sT2 and sT3 the three
nodes of T , we find that αT , βT , γT and ζT are solutions of the following system: (x⃗sT1

)x (x⃗sT1
)y (x⃗sT1

)z 1

(x⃗sT2
)x (x⃗sT2

)y (x⃗sT2
)z 1

(x⃗sT3
)x (x⃗sT3

)y (x⃗sT3
)z 1




αT

βT

γT

ζT

 =

 ϕ(x⃗sT1
)

ϕ(x⃗sT2
)

ϕ(x⃗sT3
)

 . (35)

From (34) and (35) we obtain the following system with four unknowns αT , βT , γT

and ζT 
(x⃗sT1

)x (x⃗sT1
)y (x⃗sT1

)z 1

(x⃗sT2
)x (x⃗sT2

)y (x⃗sT2
)z 1

(x⃗sT3
)x (x⃗sT3

)y (x⃗sT3
)z 1

nk
x nk

y nk
z 0




αT

βT

γT

ζT

 =


ϕ(x⃗sT1

)

ϕ(x⃗sT2
)

ϕ(x⃗sT3
)

0

 . (36)

The determinant of this system is equal to −2|T |, where |T | is the area of the triangle
T which is assumed to be nonzero.
We use the Cramer formulae to express the solution of (36) :

−→
∇Γhϕ(x⃗)|T =

1

−2|T |



∣∣∣∣∣∣∣∣∣
ϕ(x⃗sT1

) (x⃗sT1
)y (x⃗sT1

)z 1

ϕ(x⃗sT2
) (x⃗sT2

)y (x⃗sT2
)z 1

ϕ(x⃗sT3
) (x⃗sT3

)y (x⃗sT3
)z 1

0 nT
y nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x ϕ(x⃗sT1
) (x⃗sT1

)z 1

(x⃗sT2
)x ϕ(x⃗sT2

) (x⃗sT2
)z 1

(x⃗sT3
)x ϕ(x⃗sT3

) (x⃗sT3
)z 1

nT
x 0 nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x (x⃗sT1
)y ϕ(x⃗sT1

) 1

(x⃗sT2
)x (x⃗sT2

)y ϕ(x⃗sT2
) 1

(x⃗sT3
)x (x⃗sT3

)y ϕ(x⃗sT3
) 1

nT
x nT

y 0 0

∣∣∣∣∣∣∣∣∣


We deduce the gradient of the nodal shape functions ϕsT1

, ϕsT2
and ϕsT3

:

−→
∇ΓhϕsT1

(x⃗) =
1

−2|T |



∣∣∣∣∣∣∣∣∣
1 (x⃗sT1

)y (x⃗sT1
)z 1

0 (x⃗sT2
)y (x⃗sT2

)z 1

0 (x⃗sT3
)y (x⃗sT3

)z 1

0 nT
y nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x 1 (x⃗sT1
)z 1

(x⃗sT2
)x 0 (x⃗sT2

)z 1

(x⃗sT3
)x 0 (x⃗sT3

)z 1

nT
x 0 nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x (x⃗sT1
)y 1 1

(x⃗sT2
)x (x⃗sT2

)y 0 1

(x⃗sT3
)x (x⃗sT3

)y 0 1

nT
x nT

y 0 0

∣∣∣∣∣∣∣∣∣
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−→
∇ΓhϕsT2

(x⃗) =
1

−2|T |



∣∣∣∣∣∣∣∣∣
0 (x⃗sT1

)y (x⃗sT1
)z 1

1 (x⃗sT2
)y (x⃗sT2

)z 1

0 (x⃗sT3
)y (x⃗sT3

)z 1

0 nT
y nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x 0 (x⃗sT1
)z 1

(x⃗sT2
)x 1 (x⃗sT2

)z 1

(x⃗sT3
)x 0 (x⃗sT3

)z 1

nT
x 0 nT

z 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x⃗sT1

)x (x⃗sT1
)y 0 1

(x⃗sT2
)x (x⃗sT2

)y 1 1

(x⃗sT3
)x (x⃗sT3

)y 0 1

nT
x nT

y 0 0

∣∣∣∣∣∣∣∣∣



−→
∇ΓhϕsT3

(x⃗) =
1

−2|T |



∣∣∣∣∣∣∣∣∣
0 (x⃗sT1

)y (x⃗sT1
)z 1
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