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Abstract

In this paper, we propose a modification of an acoustic-transport operator splitting Lagrange-projection method for
simulating compressible flows with gravity. The original method involves two steps that respectively account for
acoustic and transport effects. Our work proposes a simple modification of the transport step, and the resulting mod-
ified scheme turns out to be a flux-splitting method. This new numerical method is less computationally expensive,
more memory efficient, and easier to implement than the original one. We prove stability properties for this new
scheme by showing that under classical CFL conditions, the method is positivity preserving for mass, energy and en-
tropy satisfying. The flexible flux-splitting structure of the method enables straightforward extensions of the method
to multi-dimensional problems (with respect to space) and high-order discretizations that are presented in this work.
We also propose an interpretation of the flux-splitting solver as a relaxation approximation. Both the stability and
the accuracy of the new method are tested against one-dimensional and two-dimensional numerical experiments that
involve highly compressible flows and low-Mach regimes.

1. Introduction

In this work, we consider the approximation of the compressible Euler equations in the presence of source terms
derived from a smooth potential using a finite volume method. This paper aims to showcase the recasting of an Opera-
tor Splitting Lagrange-Projection (OSLP) finite volume algorithm into a corresponding flux-splitting method (FSLP).
The flux-splitting method we consider here has several computational and implementation advantages compared to
OSLP. It requires a smaller stencil, no intermediate state storage, and can be implemented as a fully explicit flux-
based solver. The simplicity of the FSLP method allows us to combine effortlessly with standard means to derive
higher-order methods such as MUSCL, ENO, WENO, and MOOD frameworks.

The OSLP algorithm we use as ground material for implementing an FSLP method is presented in [1]. It relies
on a separate treatment of acoustic and transport effects, and it enjoys several interesting properties: it is stable under
a CFL condition so that it ensures positivity for mass and internal energy and satisfies a discrete entropy inequality.
The treatment of the source term in [1] allows us to preserve stationary solution profiles at the discrete level so
that the OSLP scheme satisfies a well-balanced property (see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 1, 21, 22, 23, 24]). Moreover, when the Mach number that characterizes the ratio of the material
velocity to the sound velocity is low, cell-centered finite volume methods may suffer an important loss of accuracy
[25, 26, 27, 28]. This question is connected to several delicate issues like the influence of the mesh geometry [29, 30],
the numerical diffusion (see for example [31, 28, 32, 33, 34, 35]) or the Asymptotic Preserving property with respect
to incompressible models [36, 37, 34, 38, 39, 40, 41, 42] and has been extensively investigated in the literature for
the past years through several approaches (see also [43, 27, 44, 45, 46, 47, 48, 49]). Although it does not address
the full spectrum of problems connected to the simulation of flows in the low Mach regime, a simple modification of
the OSLP method ensures a uniform truncation error with respect to the Mach number[32, 1]. The resulting FSLP
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algorithm we obtain performs equally concerning these aspects. Moreover, it profits from all the advantages of FSLP
methods over OSLP mentioned above. It is also less computationally expensive, requiring fewer sweeps over the
numerical solution to reach the same physical time. The derivation of the stability properties of the FSLP method
requires novel mathematical developments that we present in this study.

The paper is organized as follows: we first introduce the set of equations with the thermodynamical-related hy-
potheses that support the stability properties of the model, and we present the stationary profiles and difficult regimes
we will be interested in. Then, we will recall the OSLP method we aim to recast into its FSLP version. We will
modify the transport step in the original OSLP method so that both steps are revamped into one that can be viewed as
a flux-splitting step. We will then provide proof of stability for the FSLP method we obtained. We examine standard
ways to extend the FSLP method to higher-order discretizations and multi-dimensional problems. Then we will see
that the FSLP method can be connected to a new relaxation approximation of the Euler equations that proposes a
single-step but separate treatment of the acoustic and transport effects. Finally, we will present one-dimensional and
two-dimensional numerical experiments that demonstrate the good behavior of the scheme.

2. Flow model

For the sake of clarity but without loss of generality, we focus on one-dimensional problems. We consider the
Euler equations supplemented with a smooth potential source term x 7→ ϕ(x),

∂tU + ∂xF(U) = S(U, ϕ), for x ∈ R, t > 0, (1)

with U = (ρ, ρu, ρE)T , F(U) = (ρu, uρu+ p, uρE+ pu)T and S(U, ϕ) = −ρ∂xϕ(0, 1, u)T where ϕ is smooth enough
so that we can consider that ∂xϕ is also regular and bounded.

Although (1) is not strictly limited to flows accounting for gravitational forces, the stationary potential x 7→ ϕ(x)
will be referred to as the gravitational potential. The fields ρ, u, p, and E respectively denote the density, velocity,
pressure, and specific total energy of the fluid. If e = E − u2/2 is the specific internal energy, we define the set of
admissible states

Ω =
{
(ρ, ρu, ρE) ∈ R3

∣∣∣ ρ > 0, e > 0
}
. (2)

Let s be the specific entropy of the fluid. We consider an Equation Of State (EOS) in the form of a mapping
(1/ρ, s) 7→ eEOS(1/ρ, s) that satisfies the classic Weyl assumptions [50, 32]:

∂eEOS

∂(1/ρ)
< 0,

∂eEOS

∂s
> 0,

∂2eEOS

∂(1/ρ)2 > 0, (3a)

∂2eEOS

∂s2 > 0,
[
∂2eEOS

∂(1/ρ)2

][
∂2eEOS

∂s2

]
>

[
∂2eEOS

∂s∂(1/ρ)

]2

,
∂3eEOS

∂(1/ρ)3 < 0. (3b)

The temperature T and the pressure p of the fluids are related to the other parameters, respectively by T = T EOS(1/ρ, s) =
∂eEOS

/
∂s and p = pEOS(1/ρ, s) = − ∂eEOS

/
∂(1/ρ) . It is possible to define a mapping (1/ρ, e) 7→ sEOS(1/ρ, e) such

that e = eEOS(1/ρ, s) if s = sEOS(1/ρ, e) so that we have the Gibbs relation

de + p d(1/ρ) = Tds. (4)

Note that (3) imply that −sEOS(1/ρ, e) and eEOS(1/ρ, s) are strictly convex functions. Relations (3) also ensure that

∂pEOS

∂(1/ρ)
(1/ρ, s) < 0, (5)

so that the sound velocity c = ρ−1
√
− ∂pEOS(1/ρ, s)

/
∂(1/ρ) is real valued. Let us recall now that the dimensionless

quantity Ma = |u|/c is called the Mach number. We also make the classic assumption [51] that

M s(V /M ,E /M ) = S (M ,V ,E ), (6)
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where the (non-specific) entropy (M ,V ,E ) 7→ S (M ,V ,E ) is a strictly concave homogeneous first-order function.
Let us note that as ∂S

∂E (M ,V ,E ) = ∂s
∂e (V /M ,E /M ) = 1/T EOS(V /M ,E /M ) > 0, then E 7→ S (M̄ , V̄ ,E ) is a

strictly increasing function for a fixed M and V .
Weak solutions of (1) also satisfy the entropy inequality

∂t(ρs) + ∂x(uρs) ≥ 0, (7)

where the inequality (7) is indeed an equality in the case of smooth solutions (see [52, 53, 54, 55]).
We also are interested in the study of particular steady-state solutions of (1) called the hydrostatic equilibria that

are classically defined by

∂x p = −ρ∂xϕ, u = 0. (8)

For many years, significant efforts have been dedicated to developing so-called well-balanced numerical methods (see
e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 1, 21, 22, 23, 24]) that allow preserving discrete
equivalents of equilibrium solutions like (8). In the present work, we intend to investigate well-balanced finite volume
approximations of (1) that are compatible with discrete equivalents of (7) and ensure that the fluid states (ρ, ρu, ρE)
remain in Ω.

Before going any further, let us introduce the notations for our space-time discretization: we consider a strictly
increasing sequence (x j+1/2) j∈Z and divide the real line into cells where the jth cell is the interval

(
x j−1/2, x j+1/2

)
. The

space step of jth cell is ∆x j = x j+1/2 − x j−1/2 > 0 that we suppose constant and equal to ∆x for the sake of simplicity.
We note ∆t > 0 the time step such that tn+1 − tn = ∆t with n ∈ N. For a given initial condition x 7→ U0(x), we
consider a discrete initial data U0

j defined by U0
j =

1
∆x

∫ x j+1/2

x j−1/2
U0(x)dx, for j ∈ Z. The algorithm proposed in this

paper aims at computing a first-order accurate (in both space and time) approximation of the cell-averaged values Un
j

of 1
∆x

∫ x j+1/2

x j−1/2
U (x, tn) dx where x 7→ U (x, tn) is the exact solution of (1) at time tn by means of a conservative finite

volume discretization of (1) of the form

Un+1
j − Un

j +
∆t
∆x

(
F j+1/2 − F j−1/2

)
= ∆tS j. (9)

3. The original Operator Splitting Lagrange-Projection (OSLP) strategy

Operator splitting strategies allow simpler derivation of numerical methods by solving parts of the system sep-
arately and successively. However, this requires storing intermediate state values and may also necessitate specific
treatments to implement higher order extension (see, for example [56, 57, 22, 24]).

In this section, we recall the properties of the OSLP method presented in [1]. It combines the all-regime method
for gas dynamic proposed by [32] and the well-balanced treatment of source terms introduced in [16] in the context of
the shallow water system. We chose to re-introduce all the discretization as the goal of the present paper is to recast
this particular OSLP algorithm into a flux-splitting Lagrange-Projection (FSLP) finite volume method, using very
similar expressions. We emphasize that the algorithm presented in this section is not new and comes entirely from
[32, 16, 1] and that the novelty of our work lies in a modification of this algorithm that will be detailed in section 4.
The method is based on the splitting of (1) into an acoustic sub-system:

∂tρ + ρ∂xu = 0,
∂t(ρu) + ρu∂xu + ∂x p = −ρ∂xϕ,

∂t(ρE) + ρE∂xu + ∂x(pu) = −ρu∂xϕ,

(10a)
(10b)
(10c)

and a transport sub-system: 
∂tρ + u∂xρ = 0,

∂t(ρu) + u∂x(ρu) = 0,
∂t(ρE) + u∂x(ρE) = 0.

(11a)
(11b)
(11c)

Given a fluid state Un, this operator splitting algorithm can be decomposed as follows.
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1. Update the fluid state Un to the value Un+1− by approximating the solution of (10):

L jρ
n+1−
j = ρn

j ,

L j(ρu)n+1−
j = (ρu)n

j −
∆t
∆x

(
Π
∗,θ
j+1/2 − Π

∗,θ
j−1/2

)
− ∆t{ρ∂xϕ}

n
j ,

L j(ρE)n+1−
j = (ρE)n

j −
∆t
∆x

(
Π
∗,θ
j+1/2u∗j+1/2 − Π

∗,θ
j−1/2u∗j−1/2

)
− ∆t{ρu∂xϕ}

n
j ,

L j = 1 +
∆t
∆x

(
u∗j+1/2 − u∗j−1/2

)
.

(12a)

(12b)

(12c)

(12d)

2. Update the fluid state Un+1− to the value Un+1 by approximating the solution of (11): for φ ∈ {ρ, ρu, ρE}

φn+1
j = φn+1−

j L j +
∆t
∆x

(
u∗j+1/2φ

n+1−
j+1/2 − u∗j−1/2φ

n+1−
j−1/2

)
(13)

with the upwind choice

φn+1−
j+1/2 =

φn+1−
j , if u∗j+1/2 ≥ 0,
φn+1−

j+1 , if u∗j+1/2 < 0,
(14)

and the following formulas for the interface pressures and velocities
u∗j+1/2 =

(
un

j+1 + un
j

)
2

−
1

2a j+1/2

pn
j+1 − pn

j +
ρn

j+1 + ρ
n
j

2
(ϕn

j+1 − ϕ
n
j )
 ,

Π
∗,θ
j+1/2 =

(
pn

j+1 + pn
j

)
2

− θ j+1/2
a j+1/2

2

(
un

j+1 − un
j

)
,

(15a)

(15b)

as well as the source terms discretization:

{ρ∂xϕ}
n
j =
{ρ∂xϕ} j+1/2 + {ρ∂xϕ} j−1/2

2
,

{ρu∂xϕ}
n
j =

u∗j+1/2{ρ∂xϕ} j+1/2 + u∗j−1/2{ρ∂xϕ} j−1/2

2
,

{ρ∂xϕ} j+1/2 =
ρn

j+1 + ρ
n
j

2
ϕ j+1 − ϕ j

∆x
.

(16a)

(16b)

(16c)

The constant parameter a j+1/2 is a local choice of an approximate acoustic impedance a associated with each interface
j + 1/2. It should be chosen large enough so that (20) is satisfied, guaranteeing stability for the acoustic step. In
practice, we choose

a j+1/2 = K max
(
ρn

jc
n
j , ρ

n
j+1cn

j+1

)
with K > 1. (17)

In the tests of section 8 we will use K = 1.1.
The parameter θ enables the implementation of a low-Mach flux correction that ensures a control of the numerical

diffusion in the momentum equation. This simple strategy is modeled after [31, 28, 33]. Depending on the choice of
θ, this correction takes effect whenever Ma < 1. In our case, its sole purpose is to help preserve the accuracy in the
low-Mach regions of the computational domain by providing a uniform control of the truncation error with respect to
Ma. We need to emphasize that this approach does not aim at addressing the full complexity of simulating flows in
the low-Mach regime that has been widely investigated in the literature and spans for example: from the study of the
influence of the grid [29, 30], the potential development of spurious modes[58, 59], the development of asymptotic
preserving methods [36, 37, 34, 38, 39, 40, 41, 42], implicit-explicit methods [32, 45, 46, 47, 48] multi-dimensional
control of the numerical diffusion [35], use of preconditioning methods [25, 26, 43, 27, 44] to the study of acoustics
in low-Mach regime [49].
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The discretization of the gravitational source term allows to exactly preserve the following discrete equivalent of
the hydrostatic equilibrium (8):

Πn
j+1 − Π

n
j = −

ρn
j+1 + ρ

n
j

2
(ϕ j+1 − ϕ j), un

j = 0, ∀ j ∈ Z,∀n ∈ N. (18)

Note that the resolution of the acoustic system is performed via a Suliciu-type relaxation [60, 61, 62, 63] following
[32, 16]. Both steps can be rewritten as a fully conservative update formula:

ρn+1
j = ρn

j +
∆t
∆x

(
u∗j+1/2ρ

n+1−
j+1/2 − u∗j−1/2ρ

n+1−
j−1/2

)
,

(ρu)n+1
j = (ρu)n

j +
∆t
∆x

(
u∗j+1/2(ρu)n+1−

j+1/2 + Π
θ,∗
j+1/2 − u∗j−1/2(ρu)n+1−

j−1/2 − Π
θ,∗
j−1/2

)
− ∆t{ρ∂xϕ}

n
j ,

(ρE)n+1
j = (ρE)n

j +
∆t
∆x

(
u∗j+1/2(ρE)n+1−

j+1/2 + Π
θ,∗
j+1/2u∗j+1/2 − u∗j−1/2(ρE)n+1−

j−1/2 − Π
θ,∗
j−1/2u∗j−1/2

)
− ∆t{ρu∂xϕ}

n
j .

(19a)

(19b)

(19c)

The scheme (19) is proven to be positivity preserving for the density and the internal energy as well as entropy stable
when ∆t verifies both the acoustic CFL condition:

∆t
∆x

max
j∈Z

(
max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2

)
≤

1
2
, (20)

and the transport CFL condition:

∆t max
j∈Z

((
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)
< ∆x, (21)

granted that the following inequality:

−
1

2a2

(
pEOS

(
τ∗,θk , sk

)
− Π∗

)2
+

(1 − θ)2
(
u j+1 − u j

)2

8
≤ 0, k = j, j + 1, (22)

where τ∗,θj = 1/ρn
j +

1
a j+1/2

(
u∗j+1/2 − un

j

)
and τ∗,θj+1 = 1/ρn

j+1 +
1

a j+1/2

(
un

j+1 − u∗j+1/2

)
is satisfied at each interface j + 1/2.

In section 4, we discuss how a simple modification of the transport step allows recasting this two-step OSLP algo-
rithm into a one-step FSLP method while keeping the interesting properties of the original method: the well-balanced
property, the accuracy in the low Mach regime, mass, and energy positivity and the discrete entropy inequality.

4. Recasting the OSLP method into a flux-splitting Lagrange-Projection (FSLP) method; a modification of the
transport step

In this section, we discuss how a simple modification of the transport step (13) of the OSLP method (19) proposed
by [16] leads to a much simpler, FSLP algorithm. Flux-splitting methods have been used in many application contexts
thanks to their ease of implementation that relies on building a discrete evaluation of the fluxes (see, for example,
[64, 65, 66, 67, 68]). These methods have been extensively developed for several decades (see, for example, [69,
70, 71, 72, 72, 73, 74, 75, 76, 77] and the references therein) yielding efficient simulation tools. Unfortunately,
deriving theoretical results that ensure the good behavior of these methods is difficult, which contrasts with their good
performance in practice. Before going any further, let us mention that the question of building Eulerian numerical
fluxes relying on a Lagrangian approximation of the flow equations has been successfully investigated in the literature
with different approaches [78, 79, 80, 76, 81].

A key contribution of the present paper is the derivation of stability properties for the flux-splitting algorithm.
These proofs are based on the following observation; let us consider a given hyperbolic problem with a source term for
which the set of admissible states is convex (e.g. Euler’s equations of gas dynamic or ideal Magneto-hydrodynamics);

∂tU + ∂xF(U) = S (U) (23)
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We design a separation of the flux and source term into N parts (Fp, S p)1≤p≤N so that:

N∑
p=1

Fp(U) = F(U),
N∑

p=1

S p(U) = S (U), (24)

as well as a series of coefficients αp
j ∈]0, 1[ that sums up to 1;

∑N
p=1 α

p
j = 1 for each cell j. Let us assume that we

can build a discretization for each part where the sub-fluxes and sub-source terms are multiplied by the inverses of the
coefficients

Up,n+1
j − Un

j

∆t
−

1
αp [∂xFp(U)] j =

1
αp [S p(U)] j ∀p ∈ [1,N]. (25)

Moreover, let us assume that each of these discretizations is stable under their respective local CFL condition:

∆t < αp∆x

v j
p

(26)

where v j
p is the local characteristic velocity associated with the discretization of the p-th flux/source term. By re-

assembling the result of each part with the convex combination defined by the coefficients αp,

Un+1
j :=

N∑
p=0

αpU p,n+1
j (27)

we obtain a discretization consistent with (23), regardless of the value of the coefficients αp ∈]0, 1[. The full update is
stable as a convex combination of the stable sub-updates (25). This means we can freely choose the coefficients αp to
optimize the CFL condition. Indeed, the update (27) is stable as long as each sub-update is stable i.e., the optimum is
reached for:

∆t < max
α1,...,αN

min

α1∆x
v1

j

, . . . , αN ∆x
vN

j

 . (28)

that corresponds to the values of αp that satisfies α1 ∆x
v1

j
= α2 ∆x

v2
j
= · · · = αN ∆x

vN
j

and provides the following local CFL

condition:
∆t <

∆x
v1

j + v2
j + · · · + vN

j

. (29)

Indeed, if α
p

vp
= 1

v1
j+v2

j+···+vN
j

for p = 1, . . . ,N, then min
p

(
αp

vp
j

)
= min

p

(
1

v1
j+v2

j+···+vN
j

)
= 1

v1
j+v2

j+···+vN
j
. In this work, we

separate the system into N = 2 parts corresponding to the pressure and advection terms. This type of splitting is
not new and can be found in [70, 82, 77, 83] without entropy stability theorems. Discretization techniques that also
feature a separate treatment for the pressure and advection effects have been proposed for fractional step methods
[84, 85, 86, 87, 32, 16, 88, 1].

By modifying the transport step of the original operator splitting algorithm (19) by computing the fluxes on the
initial states n instead of the acoustic state n + 1−:

φn+1
j = φn+1−

j L j −
∆t
∆x

(
u∗j+1/2φ

n
j+1/2 − u∗j−1/2φ

n
j−1/2

)
(30)

we obtain the following fully conservative update that we refer to as our FSLP method:



ρn+1
j = ρn

j +
∆t
∆x

(
u∗j+1/2ρ

n
j+1/2 − u∗j−1/2ρ

n
j−1/2

)
(ρu)n+1

j = (ρu)n
j +
∆t
∆x

(
u∗j+1/2(ρu)n

j+1/2 + Π
θ,∗
j+1/2 − u∗j−1/2(ρu)n

j−1/2 − Π
θ,∗
j−1/2

)
− ∆t{ρ∂xϕ}

n
j ,

(ρE)n+1
j = (ρE)n

j +
∆t
∆x

(
u∗j+1/2(ρE)n

j+1/2 + Π
θ,∗
j+1/2u∗j+1/2 − u∗j−1/2(ρE)n

j−1/2 − Π
θ,∗
j−1/2u∗j−1/2

)
− ∆t{ρu∂xϕ}

n
j .

(31)
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Note that we keep the upwind choice for the transport scheme:

φn
j+1/2 =

{
φn

j , if u∗j+1/2 ≥ 0,
φn

j+1, if u∗j+1/2 < 0, (32)

where (u,Π)∗ are given by (15). We provide the CFL condition associated with the new method:

∆t
∆x

max
j∈Z

(
2 max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2 +

(
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)
< 1 (33)

This CFL condition is indeed of the form (29) with N = 2. It has the same characteristic speeds as the acoustic
condition in (20) and the transport condition in (21), except that they are summed rather than checked separately. The
new method has several advantages compared to the original numerical scheme (19):

1. The implementation of the flux-splitting version is much simpler than the operator-splitting version. Indeed, it
can be implemented as a standard, simple flux-based finite volume method with the following numerical flux
formula:

FFSLP(UL,UR) =


u∗ρLR

u∗(ρu)LR + Π
∗,θ

u∗(ρE)LR + Π
∗,θu∗

(34)

with

φLR =

φL if u∗ > 0,
φR otherwise.

(35)

We can see in (34) that the flux evaluation clearly separates the pressure-related terms from the advection terms
so that it can be affiliated with a family of methods proposed in the literature like [70, 82, 77, 83].

2. As the method can be implemented as a simple flux-based solver, it can be seamlessly combined with any
existing flux-based high-order algorithm such as MUSCL[89, 90, 91, 92], (W)ENO [93, 94] or MOOD methods
[95, 96]. We detail the procedure for the extension to second order in section 6.2 and give some numerical
examples in section 8. Note, however, that the well-balanced treatment of gravity is not straightforward to
extend to high order and requires a careful examination that is beyond the scope of this paper. Also, using the
low-Mach correction θ combined with a highly accurate high-order method can amplify numerical instabilities
that already exist at first-order (checkerboard modes, for example). We do not address this issue in this paper,
as our focus is on demonstrating the recasting of the OSLP method into the FSLP method.

3. The FSLP method is more computationally efficient than the original OSLP method. The OSLP method requires
two update loops per time step to compute a time step of size ∼ ∆x/max(v, c), where v and c are the velocities
associated with transport and acoustic effects, respectively, as they appear in the CFL conditions. In contrast,
the FSLP method only requires one loop per time step of size ∼ ∆x/(v + c). This means that the FSLP method
requires fewer sweeps to reach the same physical time, especially in the low-Mach regime where v ≪ c or in
the hypersonic regime where v ≫ c, where it is roughly two times more efficient. If v = c, both methods are
equally efficient.

4. The new update formula eliminates the need to store the intermediate state Un+1−, as it can be computed in a
single sweep. This reduces the algorithm’s memory footprint by approximately 2/3, and reduces the stencil ra-
dius from two to one cell. The decrease in memory storage requirements can improve performance by reducing
the time spent accessing the data arrays.

Despite the update formula being very similar, the mathematical background required to derive the stability prop-
erties of (19) is new. It is the object of the next section 5.
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5. Derivation of the stability properties for our new method

In this section, we focus on deriving the stability properties of our new FSLP scheme (31). To this end, we will
perform a Suliciu-type relaxation [60, 61, 62, 63] of the pressure term and introduce a surrogate specific volume.
We then isolate two new sub-systems, the advection and pressure sub-systems, for which we derive numerical fluxes.
We then re-obtain our new method and derive its stability properties by performing a convex combination of the two
fluxes. Note that the proof of stability for the pressure subsystem is similar to the acoustic sub-system in [32]. For
this reason, we only recall this proof in the appendix for completeness.

5.1. Relaxation and flux-splitting

We first apply a relaxation of the original Euler system. Manipulations of smooth solutions of (1) gives ∂t(ρp) +
∂x(uρp) + ρ2c2∂xu = 0 . We choose to perform a Suliciu-type approximation of the system (1) for t ∈ [tn, tn+1) by
introducing a surrogate pressure Π and considering the relaxed system:

∂tρ + ∂x(ρu) = 0,
∂t(ρu) + ∂x (uρu + Π) = −ρ∂xϕ,

∂t(ρE) + ∂x(uρE + Πu) = −ρu∂xϕ,

∂t(ρΠ) + ∂x(uρΠ + a2u) = ρλ(p − Π).

(36)

The parameter λ is a frequency that characterizes the strength of the source term that drives Π towards the equi-
librium Π = p. In the regime λ→ ∞, we formally recover (1). In our numerical solver context, we classically mimic
the λ → ∞ regime by enforcing Πn

j = pEOS(1/ρn
j , e

n
j ) at each time step and then solving (36) with λ = 0, which will

be the case in all computations below without any ambiguities. We now introduce another auxiliary variable T and
impose that it verifies

∂t(ρT ) = 0. (37)

We suppose that T (t = 0) = 1/ρ(t = 0) at the initial instant so that T (x, t) is equal to the specific volume 1/ρ(x, t) for
all x and t > 0. Let us now re-write the system (36)-(37) in order to highlight three different operators that compose
the flux and the source term of (36)-(37) following similar lines as [70, 82, 83]

∂t


ρ
ρu
ρE
ρΠ
ρT

 + ∂x


ρu
ρu2

ρEu
ρΠu

u

 + ∂x


0
Π

Πu
a2u
−u

 = −


0
ρ
ρu
0
0

 ∂xϕ. (38)

Let us underline that both Π and ρT are only mathematical intermediates used to derive the scheme’s stability prop-
erties. Indeed, these variables do not appear in the update formula (31), so that there is no need to evaluate and store
them while implementing the algorithm. Let us introduce the convex combination parameter α ∈]0, 1[ and two sub-
systems associated with different parts of the fluxes and source terms featured in (38). The first system gathers the
source term and the flux associated with pressure terms ponderated by 1/α

∂tρ = 0,

∂t(ρu) +
1
α
∂x (Π) = −

1
α
ρ∂xϕ,

∂t(ρE) +
1
α
∂x(Πu) = −

1
α
ρu∂xϕ,

∂t(ρΠ) +
1
α
∂x(a2u) = 0,

∂t(ρT ) −
1
α
∂xu = 0.

(39)
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We will refer to (39) as the pressure system. The second sub-system is composed of the remaining terms that pertain
to transport effects ponderated by 1/1 − α, it reads

∂t(ρφ) +
1

1 − α
∂x(uρφ) = 0, φ ∈ {1, u, E,Π}

∂t(ρT ) +
1

1 − α
∂xu = 0,

(40)

and will be called the advection system.
The pressure system (39) is hyperbolic and involves the characteristic velocities {± 1

α
a/ρ, 0, 0, 0} that are all as-

sociated with linearly degenerate fields. The advection system (40) is only weakly hyperbolic as its Jacobian matrix
admits (1−α)u as multiple eigenvalues but is not diagonalizable. Nevertheless, let us underline that the algorithms we
will consider for approximating the solutions of (40) will verify a local maximum principle under a CFL condition so
that stability will be ensured for the advection step (see section 5.2).

Before continuing, let us comment on equations (39) and (36). The factors α and 1 − α that appear in the fluxes
and source terms of these equations correspond to the case N = 2 of the flux splitting stability argument presented at
the beginning of section 4.

Then, although the trivial equation stationary (37) is now split into two non-stationary parts within (39) and (39),
the overall scheme will indeed guarantee that (ρT )n

j = 1 for j ∈ Z and n ∈ N.

5.2. The convex combination

We propose the following discretization strategy:

1. Compute UP
j as the update of the initial state Un

j by approximating the solution of (39):

ρP
j = ρ

n
j ,

(ρu)P
j = (ρu)n

j −
1
α

∆t
∆x

(
Π
∗,θ
j+1/2 − Π

∗,θ
j−1/2

)
−

1
α
∆t {ρ∂xϕ}

n
j ,

(ρE)P
j = (ρE)n

j −
1
α

∆t
∆x

(
Π
∗,θ
j+1/2u∗j+1/2 − Π

∗,θ
j−1/2u∗j−1/2

)
−

1
α
∆t {ρu∂xϕ}

n
j ,

(ρΠ)P
j = (ρΠ)n

j −
1
α

∆t
∆x

(
a2

j+1/2u∗j+1/2 − a2
j−1/2u∗j−1/2

)
,

(ρT )P
j = 1 +

1
α

∆t
∆x

(
u∗j+1/2 − u∗j−1/2

)
.

(41)

2. Compute UA
j as the update of the initial state Un

j by approximating the solution of (40): for φ ∈ {1, u, E,Π}
(ρφ)A

j = (ρφ)n
j −

1
1 − α

∆t
∆x

(
u∗j+1/2(ρφ)n

j+1/2 − u∗j−1/2(ρφ)n
j−1/2

)
,

(ρT )A
j = (ρT )n

j −
1

1 − α
∆t
∆x

(
u∗j+1/2 − u∗j−1/2

)
.

(42)

3. Evaluate Un+1
j as the convex combination of UP

j and UA
j :

Un+1
j = αUP

j + (1 − α)UA
j (43)

It can be verified that the update in (43) is equivalent to the FSLP scheme in (31), for any value of α ∈]0, 1[. This
means that the flux of the FSLP scheme can be expressed as an arbitrary convex combination of the fluxes involved in
the update. As explained at the beginning of section 4, this interpretation allows us to choose α optimally in order to
obtain the least restrictive CFL condition, given by (33).
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5.3. Stability of the pressure step
In this section, we prove the stability of the pressure step. We chose to move all the derivations in the appendix

as the arguments we use are already present in [16] in the proof of the stability of the acoustic step (12) of the OSLP
method (19). We introduce the CFL condition associated with the pressure step.

1
α

∆t
∆x

max
j∈Z

(
max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2

)
≤

1
2
, (44)

It is identical to the acoustic CFL (20) but 1/α times as restrictive.

Proposition 5.1. Suppose that a is chosen large enough so that (17) is verified and that both T ∗L > 0, T ∗R > 0 from
(B.11e) are positive. Suppose also that the low-Mach correction θ is chosen large enough so that (C.7) is valid. Under
the CFL condition (44) we have that:

1. the density and the internal energy verify ρP
j > 0 and eP

j > 0, for all j,

2. the discretization (41) satisfies the entropy inequality

ρP
j sEOS(T P

j , e
P
j ) − ρn

j s(1/ρn
j , e

n
j ) +

1
α

∆t
∆x

(qn
j+1/2 − qn

j−1/2) ≥ 0, (45)

with qn
j+1/2 = q∆(Un

j ,U
n
j+1), where q∆ is a flux function consistent with 0 as ∆t,∆x→ 0.

Proof. The positivity of the internal energy and the entropy inequality of (45) are direct consequences of the approx-
imate Riemann solver properties of proposition Appendix C.2 and the consistency in the integral sense [61].

The condition (C.7) is identical to the OSLP low-Mach stability condition (22) but with the surrogate density T
instead of 1/ρ. In practice, conditions for stability for the pressure update are strictly the same as for the acoustic step
(12) from [32] apart from the factor 1/α in the CFL condition.

5.4. Stability of the advection step
We introduce the CFL condition associated with the advection step.

1
1 − α

∆t
∆x

max
j∈Z

((
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)
< 1, (46)

It is identical to the transport CFL (21) but 1/1 − α times as restrictive.

Proposition 5.2. Under the CFL condition (46), the discretization (42) of the advection subsystem verifies the follow-
ing properties.

1. UA
j is a positive linear combination of Un

j−1, Un
j and Un

j+1.

2. Under the CFL conditions (46): bA
j is a convex combination of bn

j−1, bn
j and bn

j+1 for b ∈ {u, E,T }.

3. Under the CFL conditions (46): if en
j > 0 for all j ∈ Z then eA

j > 0 for all j ∈ Z,

4. The discretization (42) satisfies the entropy inequality

ρA
j sEOS

(
T A

j , e
A
j

)
− ρn

j s
n
j +

1
1 − α

∆t
∆x

(
u∗j+1/2ρ

n
j+1/2sn

j+1/2 − u∗j−1/2ρ
n
j−1/2sn

j−1/2

)
≥ 0 (47)

Proof. The advection scheme (42) can be recast into

UA
j = −

1
1 − α

∆t
∆x

u∗,−j+1/2 Un
j+1 +

1
1 − α

∆t
∆x

u∗,+j−1/2 Un
j−1 +

[
1 −

1
1 − α

∆t
∆x

(u∗,+j+1/2 − u∗,−j−1/2)
]

Un
j , (48)

which proves 1. One can also write
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(
U
ρ

)A

j
= λ(+1)

j

(
U
ρ

)n

j+1
+ λ(0)

j

(
U
ρ

)n

j
+ λ(−1)

j

(
U
ρ

)n

j−1
, (49)

with

λ(+1)
j = −

1
1 − α

∆t
∆x

u∗,−j+1/2

ρn
j+1

ρA
j

, λ(0)
j =

[
1 −

1
1 − α

∆t
∆x

(u∗,+j+1/2 − u∗,−j−1/2)
]  ρn

j

ρA
j

, λ(−1)
j =

1
1 − α

∆t
∆x

u∗,+j−1/2

ρn
j−1

ρA
j

.
(50)

By (48) we have that

ρA
j = −

1
1 − α

∆t
∆x

u∗,−j+1/2 ρ
n
j+1 +

1
1 − α

∆t
∆x

u∗,+j−1/2 ρ
n
j−1 +

[
1 −

1
1 − α

∆t
∆x

(u∗,+j+1/2 − u∗,−j−1/2)
]
ρn

j , (51)

so that λ(+1)
j + λ(0)

j + λ
(−1)
j = 1, which proves that bA

j is a convex combination of bn
j−1, bn

j and bn
j+1 for b ∈ {u, E}. Let us

now consider the case of T A. By (42), we have that

T A
j = T

n
j

ρn
j

ρA
j

−
1

1 − α
∆t
∆x

u∗,+j+1/2
1
ρA

j

−
1

1 − α
∆t
∆x

u∗,−j+1/2
1
ρA

j

+
1

1 − α
∆t
∆x

u∗,+j−1/2
1
ρA

j

+
1

1 − α
∆t
∆x

u∗,−j−1/2
1
ρA

j

. (52)

However, since we chose ρn
jT

n
j = 1 for all i ∈ Z, We can write that

T A
j = T

n
j

ρn
j

ρA
j

−
1

1 − α
∆t
∆x

u∗,+j+1/2

ρn
j

ρA
j

T n
j −

1
1 − α

∆t
∆x

u∗,−j+1/2

ρn
j+1

ρA
j

T n
j+1 +

1
1 − α

∆t
∆x

u∗,+j−1/2

ρn
j−1

ρA
j

T n
j−1 +

1
1 − α

∆t
∆x

u∗,−j−1/2

ρn
j

ρA
j

T n
j

(53)

= λ(+1)
j T

n
j+1 + λ

(−1)
j T

n
j−1 + λ

(0)
j T

n
j . (54)

Consequently T A
j is also a convex combination of T n

j−1, T n
j and T n

j+1, which proves 2. For statement 3, we consider
the concave function K introduced in the proof of lemma Appendix A.1, and we have that eA

j = K(uA
j , E

A
j ). Thanks

to statement 2. we can thus write that.

eA
j = K

 ∑
k=0,±1

λ(k)
j un

j+k,
∑

k=0,±1

λ(k)
j En

j+k

 ≥
∑

k=0,±1

λ(k)
j K

(
un

j+k, E
n
j+k

)
=

∑
k=0,±1

λ(k)
j en

j+k > 0, (55)

which proves statement 3.
Now using the lemma Appendix A.1, we have that

s(T A
j , e

A
j ) = U(T A

j , u
A
j , E

A
j ) = U

 ∑
k=0,±1

λ(k)
j T

n
j+k,

∑
k=0,±1

λ(k)
j un

j+k,
∑

k=0,±1

λ(k)
j En

j+k

 (56)

≥
∑

k=0,±1

λ(k)
j U

(
T n

j+k, u
n
j+k, E

n
j+k

)
=

∑
k=0,±1

λ(k)
j s(T n

j+k, e
n
j+k). (57)

This inequality also reads

s(T A
j , e

A
j ) ≥ sn

j

ρn
j

ρA
j

−
1

1 − α
∆t
∆x

u∗,+j+1/2

ρn
j

ρA
j

sn
j −

1
1 − α

∆t
∆x

u∗,−j+1/2

ρn
j+1

ρA
j

sn
j+1 +

1
1 − α

∆t
∆x

u∗,+j−1/2

ρn
j−1

ρA
j

sn
j−1 +

1
1 − α

∆t
∆x

u∗,−j−1/2

ρn
j

ρA
j

sn
j .

(58)
If the CFL condition (46) is met then ρA

j ≥ 0 and by multiplying (58) by ρA
j we get (47).
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5.5. Stability of the FSLP method

Proposition 5.3. If the following conditions are met

1. The CFL condition (33) is met,

2. the parameter a is large enough so that (17) is verified and T ∗L > 0, T ∗R > 0 in (B.11e) for all j ∈ Z,

3. both density and internal energies are positive, i.e. ρn
j > 0 and en

j > 0 for all j ∈ Z,

4. the parameter θ is large enough so that (C.7) is valid at each interface,

then the flux-splitting update (31)

(b) preserves positivity for both density and internal energy i.e. ρn+1
j > 0 and en+1

j > 0 for all j ∈ Z,

(c) is endowed with the following entropy inequality:

ρn+1
j s(1/ρn+1

j , e
n+1
j ) − ρn

j s(1/ρn
j , e

n
j ) +
∆t
∆x

(
Q j+1/2 − Q j−1/2

)
≥ 0, (59)

with Q j+1/2 = u∗j+1/2ρ
n
j+1/2sn

j+1/2 + qn
j+1/2.

Proof. (a) Let us start by ensuring that the CFL conditions (44), (46) are satisfied so that the advection and pres-

sure steps are stable. By choosing α so that αc j = (1 − α)v j = v j + c j where v j =

((
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)
and

c j = 2 max
[
max

(
1/ρn

j−1, 1/ρ
n
j

)
a j−1/2,max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2

]
, it is straightforward that (44), (46) are equivalent

and corresponds to (33). This choice of α seems local as it depends on the characteristic speed of each cell consid-
ered. However, it can be chosen globally as the minimizer of f (α) = max

j
(αc j, (1− α)v j) = ci + vi where i is the index

of the cell with the largest speed sum of the simulation domain.
Thanks to the propositions 5.2 and 5.1 we have ρA > 0, ρP > 0, eA > 0 and eP > 0 thus, the positivity

is straightforward for the density as ρn+1
j = (ρA

j + ρ
P
j )/2 > 0. For the internal energy, we consider the function

Λ((ρ, ρu, ρE)) = (ρE) − (ρu)2

2ρ , that is proven to be concave in Appendix A.1. We have that:

(ρe)n+1
j = (ρE)n+1

j −
((ρu)n+1

j )2

2ρn+1
j

= Λ(ρn+1
j , (ρu)n+1

j , (ρE)n+1
j )

= Λ
(
(1 − α)ρA

j + αρ
P
j , (1 − α)(ρu)A

j + α(ρu)P
j , (1 − α)(ρE)A

j + α(ρE)P
j

)
≥ (1 − α)Λ

(
ρA

j , (ρu)A
j , (ρE)A

j

)
+ αΛ

(
ρP

j , (ρu)P
j , (ρE)P

j

)
= (1 − α)(ρe)A

j + α(ρe)P
j > 0. (60)

by concavity.
For (b): propositions 5.2 and 5.1 ensure that both entropy inequalities (45) and (47) are satisfied. We then use

the concavity of the function η(ρ, ρT , ρu, ρE) = ρs
(
ρT
ρ
, (ρE)
ρ
−

(ρu)2

2ρ2

)
that is proven in Appendix A.1 and the fact that

(ρT )n+1
j = α(ρT )P

j + (1 − α)(ρT )A
j = 1. Noting αP = α and αA = 1 − α, we have:

ρn+1
j s(1/ρn+1

j , e
n+1
j ) = ρn+1

j s

 1
ρn+1

j

,
(ρE)n+1

j

ρn+1
j

−
1
2

 (ρu)n+1
j

ρn+1
j

2 = η(ρn+1
j , 1, (ρu)n+1

j , (ρE)n+1
j )

= η(ρn+1
j , (ρT )n+1

j , (ρu)n+1
j , (ρE)n+1

j ) = η

 ∑
k=A,P

αkρk
j,

∑
k=A,P

αk(ρT )k
j,

∑
k=A,P

αk(ρu)k
j,

∑
k=A,P

αk(ρE)k
j

. (61)

ρn+1
j s(1/ρn+1

j , e
n+1
j ) ≥

∑
k=A,P

αkη
(
ρk

j, (ρT )k
j, (ρu)k

j, (ρE)k
j

)
=

∑
k=A,P

αkρk
j s
(
T k

j , e
k
j

)
. (62)
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by concavity. Using (45) and (47), we get:

ρn+1
j s

(
1/ρn+1

j , e
n+1
j

)
≥ ρn

j s
(
1/ρn

j , e
n
j

)
−
∆t
∆x

(qn
j+1/2 − qn

j−1/2) −
∆t
∆x

(u∗j+1/2ρ
n
j+1/2sn

j+1/2 − u∗j−1/2ρ
n
j−1/2sn

j−1/2), (63)

which proves (b).

6. Low Mach behavior, extension to multi-dimensional and higher order of accuracy

In this section, we briefly address the behavior of the scheme in the low Mach regime and propose simple means
to extend the FSLP method to multi-dimensional problems and improve its accuracy with higher-order techniques.

6.1. Low Mach behavior

Many simulation cases involve flows in which the material velocity is relatively low compared to the sound veloc-
ity. A common way to characterize this situation is to consider the numbers L, t0, ρ0, u0, p0, u0 = p0ρ0, c0 =

√
p0/ρ0

and (∂xϕ)0 that are the characteristic magnitudes for length, time, density, velocity, pressure, sound velocity, and ∂xϕ,
respectively. We then introduce the following non-dimensional variables: x̃ = x/L, t̃ = t/t0, ρ̃ = ρ/ρ0, ũ = u/u0,
ẽ = e/e0, p̃ = p/p0, (̃∂xϕ) = ∂xϕ/(∂xϕ)0, and we define the Mach number Ma and the Froude number Fr by
Ma = u0/c0 and Fr = u0/

√
L(∂xϕ)0. Following [38, 97], we consider a particular flow regime such that Ma = Fr

so that the system (1) takes the following non-dimensional form

∂t̃ρ̃ + ∂x̃(ρ̃ũ) = 0, ∂t̃(ρ̃ũ) + ∂x̃(ρ̃ũ2) +
1

Ma2

(
∂x̃ p̃ + ρ̃(̃∂xϕ)

)
= 0, ∂t̃(ρ̃Ẽ) + ∂x̃(ρ̃Ẽũ + p̃ũ) = −ρ̃ũ(̃∂xϕ). (64a)

Thanks to system (64), one can see that in the limit Ma → 0, a singularity may appear in the momentum equation.
Supposing now that Ma ≪ 1, this suggests to distinguish two cases similarly as in [32]: in the first case the term
∂x̃ p̃ + ρ̃(̃∂xϕ) will always remain of magnitude O(Ma2), so that ρ̃, ũ and Ẽ will also remain of order O(Ma0). In
this case, we will say that the system is in the low Mach regime. In the second case, the term ∂x̃ p̃ + ρ̃(̃∂xϕ) will not
remain of magnitude O(Ma2) in such way that ρ̃ũ, may experience large variations from O(Ma2) to O(Ma0), yielding
significant growth of Ma and thus a change in the Mach regime. These variations characterize all-regime flows with
respect to the Mach number. Let us remark that the finer definition of well-prepared initial conditions used in [38]
verifies the looser notion of low Mach regime considered in this work.

As it was mentioned earlier, the behavior of the Euler equations in the low Mach regime and adapted simulation
strategies raise issues that have been intensively investigated for many years and are still very actively studied (see
[25, 26, 43, 27, 44, 29, 31, 28, 36, 37, 30, 32, 33, 34, 35, 34, 38, 39, 40, 41, 42, 45, 49, 46, 47, 48] and the references
therein). In this work, we propose transposing the low-Mach error analysis of the OSLP method presented in [32]
to the FSLP scheme. This task is straightforward, although it requires lengthy and tedious calculations. Therefore,
for the sake of brevity, we only recall the main points of this approach. We consider a non-dimensional expression
of the FSLP solver for a one-dimensional problem and evaluate the truncation error obtained with a smooth solution
of (64) that satisfies the low Mach regime hypothesis. ∂x̃ p̃ + ρ̃(̃∂xϕ) = O(Ma2). Similarly to the OSLP scheme,
the magnitudes of the resulting truncation error estimates are uniform with respect to Ma except for the momentum
equation that features an error term of order O(θ∆x/Ma). Consequently , choosing θ = O(Ma) when Ma ≪ 1 will
help the scheme preserve a uniform truncation error with respect to Ma. A well-known consequence of this choice is
that in regions where Ma ≪ 1, the non-centered part of the pressure term Π∗,θj+1/2 will be moderated.

The numerical tests proposed in sections 8.3, 8.6 and 8.7 show that this simple correction work similarly for
both FSLP OSLP methods: in the low Mach regime, both schemes provide accurate results. Nevertheless, we need
to emphasize that the modification of the scheme induced by θ is not flawless and should be considered with care.
Spurious oscillations may occur [58, 59] and the inequality (C.7) that ensures the entropy property of the scheme may
not be verified in the limit Ma→ 0.

Let us finally highlight that as in [32, 1] the present approach is rather pragmatic and does not provide reliable
analysis and explanation for the low Mach issues. Indeed, we do not study the delicate question of the asymptotic
regime Ma → 0 [36, 37, 34, 38, 39, 40, 41, 42], we neither address the strong time step limitation due to the CFL
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conditions (44) when Ma ≪ 1 that can be circumvented by using Implicit-Explicit strategies[32, 45, 46, 47, 48].
Moreover, the present lines are derived within a one-dimensional setting that does not allow fully expressing issues
related to low Mach flows.

6.2. Extension to higher order

The FSLP algorithm can be implemented thanks to a simple single-step evaluation of numerical fluxes. This
enables the use of classical high-order enhancements that are available in the literature for finite volume methods such
as MUSCL-Hancock [89, 90, 91, 92, 98, 53], (W)ENO [93, 94] or MOOD [95, 96]. For the sake of simplicity, in this
paper, we will only show numerical results with the MUSCL method for which the positivity can be proven under a
half CFL condition. Let us consider a linear reconstruction of the primitive variables V = (ρ, u, p) in each cells

Ṽn
j (x) = Vn

j + (x − x j)pn
j

where the slopes pn
j = pn(Vn

j−1,V
n
j ,V

n
j+1) are obtained using a standard slope limiter such as the minmod function

[99]. Let us introduce the function H : V 7→ U that converts a state’s conservative representation into its correspond-
ing set of primitive variables. The reconstruction provides a second-order evaluation of the conserved quantities at
each interface with

Un,HO
j+1/2,− = H(Ṽ j

n(x j+1/2)), Un,HO
j−1/2,+ = H( ˜V j−1

n(x j−1/2)), (65)

that we use to evaluate the FSLP flux function (34) at each interface by setting:

Un+1
j − Un

j +
∆t
∆x

(
FFSLP(Un,HO

j+1/2,−,U
n,HO
j+1/2,+) − FFSLP(Un,HO

j−1/2,−,U
n,HO
j−1/2,+)

)
= ∆tS j(Un,HO

j+1/2,−,U
n,HO
j+1/2,+,U

n,HO
j−1/2,−,U

n,HO
j−1/2,+).

(66)
The gravity source term can also be computed with the same formula as in the first-order method by replacing cell-
averaged values with the high-precision face-centered values:

S j(Un,HO
j+1/2,−,U

n,HO
j+1/2,+,U

n,HO
j−1/2,−,U

n,HO
j−1/2,+) =


0

{ρ∂xϕ}
n,H0
j

{ρu∂xϕ}
n,HO
j



{ρ∂xϕ}

n,H0
j =

(ρ∂xϕ)H0
j+1/2+(ρ∂xϕ)H0

j−1/2

2

{ρu∂xϕ}
n,H0
j =

u∗,H0
j+1/2(ρ∂xϕ)H0

j+1/2+u∗,H0
j−1/2(ρ∂xϕ)H0

j−1/2

2

(ρ∂xϕ)HO
j+1/2 =

ρn,H0
j+1/2,−+ρ

n,H0
j+1/2,−

2 (∂xϕ)HO
j+1/2

(67)

where (∂xϕ)HO
j+1/2 is a second-order accurate evaluation of the derivative of the gravitational potential at the interface

x j+1/2. Note that if the potential is known explicitly, it can be computed exactly at the interfaces. The extension
of the well-balanced property is not straightforward and beyond the scope of this paper. Second-order well-balanced
methods can be found in [97]. The second-order extension (66) of the FSLP scheme is positive for density and internal
energy as long as it is ensured that:

∆t
∆x

max
j∈Z

(
2 max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2 +

(
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)
<

1
2

(68)

The stability of the second-order method under the conditions above is a direct consequence of the stability of the
first-order method. For the second-order extension in time, one can use either the SSP-RK2 method [100, 101] or a
classical Hancock update [92].
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6.3. Multidimensional extension
Before going any further, let us introduce the notations for our 2D space discretization: we consider two strictly

increasing sequences (xi+1/2)i∈Z and (y j+1/2) j∈Z and divide the real plane into cells where the i jth cell is the interval(
xi−1/2, xi+1/2

)
×
(
y j−1/2, x j+1/2

)
. The space steps of the i jth cell are ∆x = xi+1/2−xi−1/2 > 0 and ∆y j = y j+1/2−y j−1/2 > 0.

We consider a discrete initial data U0
i j defined by U0

i j =
1

∆xi∆y j

∫ xi+1/2

xi−1/2

∫ y j+1/2

y j−1/2
U0(x, y)dxdy, for (i, j) ∈ Z2. Let us introduce

the Euler equations of gas dynamics in two dimensions of space:

∂tU + ∂xF(U) + ∂yG(U) = S(U, ϕ), for (x, y) ∈ R2, t > 0, (69)

with U = (ρ, ρu, ρv, ρE)T , F(U) = (ρu, uρu + p, uρw, uρE + pu)T , G(U) = (ρv, vρu, vρw + p, vρE + pv)T , and
S(U, ϕ) = −ρ∂xϕ(0, 1, 0, u)T − ρ∂yϕ(0, 0, 1, v)T where v is the velocity in the y direction and ϕ is smooth enough so
that we can consider that ∂xϕ, ∂yϕ are also regular and bounded. We take advantage of the rotational invariance of the
2D Euler system and discretize the fluxes direction by direction:



ρn+1
i, j = ρ

n
i, j +

∆t
∆x

(
u∗i+1/2, jρ

n
i+1/2, j − u∗i−1/2, jρ

n
i−1/2, j

)
+
∆t
∆y

(
v∗i, j+1/2ρ

n
i, j+1/2 − v∗i−1/2, jρ

n
i−1/2, j

)
,

(ρu)n+1
i, j = (ρu)n

i, j +
∆t
∆x

(
u∗i+1/2, j(ρu)n

i+1/2, j + Π
θx,∗
i+1/2, j − u∗i−1/2, j(ρu)n

i−1/2, j − Π
θx,∗
i−1/2, j

)
+
∆t
∆y

(
v∗i, j+1/2(ρu)n

i, j+1/2 − v∗i, j−1/2(ρu)n
i, j−1/2

)
− {ρ∂xϕ}

n
i j,

(ρv)n+1
i, j = (ρv)n

i, j +
∆t
∆x

(
u∗i+1/2, j(ρv)n

i+1/2, j − u∗i−1/2, j(ρv)n
i−1/2, j

)
+
∆t
∆y

(
v∗i, j+1/2(ρv)n

i, j+1/2 + Π
θy,∗
i, j+1/2 − v∗i, j−1/2(ρv)n

i, j−1/2 − Π
θy,∗
i, j−1/2

)
− {ρ∂yϕ}

n
i j,

(ρE)n+1
i, j = (ρE)n

i, j +
∆t
∆x

(
u∗i+1/2, j(ρE)n

i+1/2, j + Π
θx,∗
i+1/2, ju

∗
i+1/2, j − u∗i−1/2, j(ρE)n

i−1/2, j − Π
θx,∗
i−1/2, ju

∗
i−1/2, j

)
+
∆t
∆y

(
v∗i, j+1/2(ρE)n

i, j+1/2 + Π
θy,∗
i, j+1/2v∗i, j+1/2 − v∗i, j−1/2(ρE)n

i, j−1/2 − Π
θy,∗
i, j−1/2v∗i, j−1/2

)
− {(ρu∂x + ρv∂y)ϕ}ni j.

(70)

with 

u∗i+1/2, j =
un

i+1, j+un
i, j

2 − 1
2ai+1/2, j

(
pn

i+1, j − pn
i, j +

ρn
i+1, j+ρ

n
i, j

2 (ϕi+1, j − ϕi, j)
)
,

v∗i+1/2, j =
vn

i, j+1+vn
i, j

2 − 1
2ai, j+1/2

(
pn

i, j+1 − pn
i, j +

ρn
i, j+1+ρ

n
i, j

2 (ϕi, j+1 − ϕi, j)
)
,

Π
∗,θx

i+1/2, j =
pn

i+1, j+pn
i, j

2 − θx
i+1/2, j

ai+1/2, j

2

(
un

i+1, j − un
i, j

)
,

Π
∗,θy

i, j+1/2 =
pn

i, j+1+pn
i, j

2 − θ
y
i, j+1/2

ai, j+1/2,

2

(
un

i, j+1 − un
i, j

)
,

(71)

as well as the source terms discretization:

{ρ∂xϕ}
n
i, j =

(ρ∂xϕ)i+1/2, j+(ρ∂xϕ)i−1/2, j

2 ,

{ρ∂yϕ}
n
i, j =

(ρ∂yϕ)i, j+1/2+(ρ∂yϕ)i, j−1/2

2 ,

{ρu∂xϕ}
n
i, j =

u∗i+1/2, j(ρ∂xϕ)i+1/2, j+u∗i−1/2, j(ρ∂xϕ)i−1/2, j

2 ,

{ρu∂yϕ}
n
i, j =

v∗i, j+1/2(ρ∂yϕ)i, j+1/2+v∗i, j−1/2(ρ∂yϕ)i, j−1/2

2 ,

(ρ∂xϕ)i+1/2, j =
ρn

j+1+ρ
n
i, j

2
ϕi+i, j−ϕi, j

∆x ,

(ρ∂yϕ)i, j+1/2 =
ρn

i, j+1+ρ
n
i, j

2
ϕi, j+i−ϕi, j

∆y .

(72)

7. flux-splitting as a relaxation approximation

The goal of this section is to highlight the connection between the FSLP flux-splitting approach and a relaxation
approximation. In the previous sections, we concluded that the FSLP approach could be expressed as an averaging
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procedure (43) where UP
j and UA

j are defined as approximate solutions of two systems (39) and (40) that respectively
only account for the pressure and the advection effects. We propose to translate that three-step process thanks to a
relaxation approximation. Suppose that α ∈ (0, 1) is a constant and let ν be a positive parameter, we consider the
system

∂t



ρP

ρPuP

ρPEP

ρPΠP

ρPT P

ϕ


+

1
α
∂x



0
ΠP

ΠPuP

a2uP

−uP

0


+

1
α



0
ρP

ρPuP

0
0
0


∂xϕ = ν



αρP + (1 − α)ρA − ρP

αρPuP + (1 − α)ρAuA − ρPuP

αρPEP + (1 − α)ρAEA − ρPEP

pEOS(1/ρP, eP) − ΠP

1 − ρPT P

0


, (73aν)

∂t


ρA

ρAuA

ρAEA

ρAΠA

ρAT A

 +

(
1

1 − α

)
∂x


ρAuP

ρAuAuP

ρAEAuP

ρAΠAuP

uP

 = ν


αρP + (1 − α)ρA − ρA

αρPuP + (1 − α)ρAuA − ρAuA

αρPEP + (1 − α)ρAEA − ρAEA

pEOS(1/ρA, eA) − ΠA

1 − ρAT A

 . (73bν)

The system (73ν) features a pair of duplicate conservative variables (UP,UA) and 4 other variables: ΠP, ΠA, T A and
T P. The variables ΠP and ΠA are surrogate for the thermodynamical pressure, while T A and T P play the role of a
pseudo-specific volume. It is possible to view (73ν) as a Suliciu relaxation approximation with a separation of the
acoustic and transport operators. Indeed, (73ν) implies that

∂t

 αρP + (1 − α)ρA

αρPuP + (1 − α)ρAuA

αρPEP + (1 − α)ρAEA

 + ∂x

 ρAuP

ρAuAuP + ΠP

ρAEAuP + ΠPuP

 =
 0
−ρP

−ρPuP

 ∂xϕ (74a)

∂t

[
αρPΠP+(1 − α)ρAΠA

]
+ ∂x

(
ρAΠAuP+a2uP

)
= ν

[
αpEOS

(
1
ρP , e

P
)
+(1−α)pEOS

(
1
ρA , e

A
)
−αΠP−(1−α)ΠA

]
, (74b)

∂t

[
αρPT P + (1 − α)ρAT A

]
= ν

[
1 − αρPT P − (1 − α)ρAT A

]
. (74c)

Taking the limit ν → +∞ formally enforces that UP = UA = U = (ρ, ρu, ρE)T and ΠA = ΠP = pEOS(1/ρ, e), so
that (74a) enables to retrieve the Euler system (1). This suggests that we can use the relaxation system (73ν) as an
approximation of (1) in the limit ν → +∞. The equation (74b) plays here a similar role as the surrogate pressure
equation in the classic Suliciu approximation [60, 62, 63]. The sole purpose of equation (74c) is to ensure that
αρPT P+(1−α)ρAT A = 1 in the regime ν→ ∞. In our discretization strategy, we classically mimic the ν→ ∞ regime
for t ∈ [tn, tn+1), by enforcing (UP,ΠP,T A,UA,ΠA,T A)(t = tn) = (U, pEOS(1/ρ, e), 1/ρ,U, pEOS(1/ρ, e), 1/ρ)(t = tn)
and by solving the relaxation off-equilibrium system (73ν=0). The properties of the off-equilibrium system (73ν=0)
are briefly summarized in the following proposition whose proof is given in Appendix D.

Proposition 7.1. The system (73ν=0) is hyperbolic with a set of characteristic velocities given by:
uP

1 − α
(with an

algebraic multiplicity 4), 0 (with an algebraic multiplicity 5) and ±
a
αρP . Moreover, (73ν=0) only involves linearly

degenerate fields.

The relaxation formulation (73ν) sheds some more light on the similarities between the flux-splitting we propose
here and the acoustic/transport operator splitting strategy presented in [1]. Indeed, the source term and pressure effects
can be treated separately from the advection terms. The difference is that although the operators are separated, they
are re-distributed within a larger single system instead of two separate systems.

By discretizing the pressure and advection parts of (9) identically than in section 5.2, we re-obtain the same update
formula (31), which yields the FSLP scheme (34). Finally, let us mention that it is possible to build an alternate flux-
splitting method for the system (1) by seeking the solution of the Riemann problem for (73ν=0). This option is not
studied in the present work.
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8. Numerical experiments

In this section, we consider that the fluid is a perfect gas with the EOS p = (γ − 1)ρe and that the potential ϕ takes
the form ϕ(x, y) = −gy for tests that involve the source term.

We will present numerical experiments with the FSLP method and the HLLC Riemann solver [92] using first and
second-order discretizations. The second-order accuracy is achieved using a MUSCL-Hancock strategy [92] for both
the HLLC and FSLP solvers. Let us mention that the slope reconstruction is performed on the primitive variables with
a minmod slope limiter [54, 53, 92]. For the OSLP method. Noting (a/ρ) j+1/2 = max

(
1/ρn

j , 1/ρ
n
j+1

)
a j+1/2, the time

steps ∆t is computed as follows:

∆t = CCFL ∆x
1

max j∈Z

[
max

{
2 max

[
(a/ρ) j−1/2, (a/ρ) j−1/2

]
,
((

u∗
j− 1

2

)+
−

(
u∗

j+ 1
2

)−)}] , (75)

For the FSLP method, it is computed as follows:

∆t = CCFL ∆x
1

max j∈Z

[
2 max

[
(a/ρ) j−1/2, (a/ρ) j−1/2

]
+

((
u∗

j− 1
2

)+
−

(
u∗

j+ 1
2

)−)] , (76)

where the parameter CCFL is given by the table 1 so that the CFL conditions (20) and(21) for the OSLP method, (33)
for the first-order FSLP method and (68) for the second-order FSLP method are all checked. For the HLLC solver,
the standard CFL from [102] is used.

Numerical scheme first-order second-order
OSLP 1.0 N.A.
FSLP 1.0 1/2
HLLC 1.0 1/2

Table 1: Values for CCFL used in the simulations.

The parameter θ related to the low Mach correction is defined at each interface (i + 1/2, j) and (i, j + 1/2) by

θx
i+1/2, j = max

(
ui, j/ci, ui+1, j/ci+1, j

)
, θ

y
i, j+1/2 = max

(
vi, j/ci, ui, j+1/ci, j+1

)
. (77)

8.1. Sod shock tube test case

We consider here the classical Sod shock tube test case [103, 92]: we set γ = 1.4 and the initial conditions are:

(ρ, u, p)(x, t = 0) =

(1, 0, 1) if x < 0.5,
(0.125, 0, 0.1) if x > 0.5

The goal of this test is to study the ability of our solver to handle different wave types. The initial discontinuity
generates three waves: a leftward going rarefaction, a contact discontinuity, and a shock that both travel towards the
right of the computational domain. Figure 1 shows the profile obtained at t = 0.2s with five different solvers: OSLP,
FSLP/HLLC for the first and second-order methods. At first order, the HLLC solver provides the sharpest resolution
of the shock and contact discontinuity. The differences between the FSLP and OSLP methods are hardly visible. None
of the schemes suffers from spurious oscillations and both the position and the amplitude of the waves match the exact
solution.
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Figure 1: Sod shock tube test case. Profile at t = 0.2s of the density (top left), velocity (top right), pressure (bottom left), and specific internal
energy (bottom right). The results are obtained with the OSLP method, first and second-order FSLP method, first and second-order HLLC scheme,
and the exact solution on a 100-cell grid.
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Figure 2: Two-rarefaction test case. Profile at t = 0.1s of the density (top left), velocity (top right), pressure (bottom left), and specific internal
energy (bottom right). The results are obtained with the OSLP method, the first and second-order FSLP method, and the exact solution on a 100-cell
grid.

8.2. Two-rarefaction test case

We now consider the two-rarefaction test proposed by Einfeldt [104, 92] for a perfect gas with γ = 1.4. The initial
conditions are

(ρ, u, p)(x, t = 0) =

(1, −2, 0.4), if x < 0.5,
(1, 2, 0.4), if x > 0.5.

The resulting wave pattern features two rarefaction waves that split from the position x = 0.5, traveling towards each
end of the computational domain. As a result, a near vacuum region presenting low densities and pressures appears in
the middle of the domain.

Figure 2 shows that all methods are robust enough to preserve positivity for mass, pressure, and energy so that
they are able to reach the end of the simulation. Moreover, none of the numerical schemes exhibit entropy-related
issues like the apparition of nonphysical shocks within the wave pattern.

8.3. The Gresho Vortex

The Gresho vortex [105] involves a a stationary vortex that can be parameterized by the maximum value of the
Mach number Ma across the computational domain. Therefore this test is very useful for studying the performance of
numerical schemes in the low-Mach regime. We consider a perfect gas with γ = 1.4. Using polar coordinates (r, θ),
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Figure 3: Comparison of the final velocity magnitude map for the Gresho vortex test case with Ma = 10−1 obtained with the FSLP, OSLP, and
HLLC solvers on a 128 × 128-cell grid at t = 0.1s.

the initial conditions read:

ρ(r, θ, t = 0) = 1, (78a)

(ur, uθ) (r, θ, t = 0) =


(0, 5r) if 0 ≤ r < 0.2,
(0, 2 − 5r) if 0.2 ≤ r < 0.4,
(0, 0) if 0.4 ≤ r,

(78b)

p(r, θ, t = 0) =


p0 + 12.5r2 if 0 ≤ r < 0.2,
p0 + 12.5r2 + 4 − 20r + 4 ln(5r) if 0.2 ≤ r < 0.4,
p0 − 2 + 4 ln 2 if 0.4 ≤ r,

(78c)

where p0 =
1
γM2

a
. For the simulations, we will use three different values for the reference Mach number: Ma ∈

{10−1, 10−3, 10−5}. We will compare the distributions of the velocity magnitude obtained at t = 10−2s with the initial
conditions.

Figures 3, 4, 5 give us the final velocity magnitude map for the Gresho vortex obtained with different solvers
and Mach numbers. For Ma = 10−1, we can see in figure 3 that on all three simulations, the initial velocity ring
is preserved. Figure 4 displays the results for Ma = 10−3: one can see that the FSLP and OSLP methods can both
preserve the velocity ring thanks to the low Mach correction while the HLLC methods fail to do so. The same behavior
is observed for Ma = 10−5 (see figure 5). In order to measure the effect of the solver’s numerical diffusion, we evaluate
the ratio ekin/e0

kin of the kinetic energy obtained at the final instant and the initial instant with

ekin =
∑

j

1
2
ρn

j

(
(un

j )
2 + (vn

j )
2
)
∆x2, e0

kin =
∑

j

1
2
ρ0

j

(
(u0

j )
2 + (v0

j )
2
)
∆x2. (79)

The results are displayed in table 2. They show that both FSLP and OSLP solvers better preserve the kinetic energy
than the HLLC method in the low Mach regime.

8.4. Two-dimensional Riemann problems
We now intend to study the ability of the FSLP method to capture more complex wave patterns in a two-

dimensional setting, including shocks and rarefaction waves. To that end, we consider the popular 2D Riemann prob-
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Figure 4: Comparison of the final velocity magnitude map for the Gresho vortex test case with Ma = 10−3 obtained with the FSLP, OSLP, and
HLLC solvers on a 128 × 128-cell grid at t = 0.1s.
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Figure 5: Comparison of the final velocity magnitude map for the Gresho vortex test case with Ma = 10−5 obtained with the FSLP, OSLP, and
HLLC solvers on a 128 × 128-cell grid at t = 0.1s.
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Table 2: Gresho vortex test case: evaluation of the kinetic energy in the computational domain for different values of the Mach number Ma.
Ma = 10−1 Ma = 10−3 Ma = 10−5

ekin/e0
kin (at t = 10−2) — OSLP scheme 0.9966 0.9966 0.9966

ekin/e0
kin (at t = 10−2) — FSLP scheme 0.9966 0.9966 0.9966

ekin/e0
kin (at t = 10−2) — HLLC scheme 0.9762 0.5262 0.5167
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Figure 6: 2D Riemann problem. Mapping of the Mach number as t = 0.8s. The reference simulation is obtained with a second-order HLLC method
on a 384 × 384-cell mesh.

s

lem of the literature referred to as Configuration 3 in [106]. The computational domain is the rectangle [0, 1] × [0, 1],
with the initial conditions

(ρ, u, v, p)(x, y, t = 0) =


(0.138, 1.206, 1.206, 0.029) if x < 0.8, y < 0.8 (bottom left)
(0.5323, 0.0, 1.206, 0.3) if x > 0.8, y < 0.8 (bottom right)
(0.5323, 1.206, 0.0, 0.3) if x < 0.8, y > 0.8 (top left)
(1.5, 0.0, 0.0 1.5) if x > 0.8, y > 0.8 (top right).

(80)

We impose homogeneous Neumann conditions at the boundaries. We compute a reference solution thanks to a second-
order HLLC method on a 384 × 384-grid. The waves at play produce a jet that propagates along the diagonal x = y
creating an important low Mach region in the center and the top right part of the domain (see figure 6).

Figure 7 shows a mapping of the density obtained with the OSLP (first-order), the FSLP (first and second-order),
and the HLLC (first and second-order) schemes using a 128×128-cell mesh. One can see that the overall wave pattern
is rendered successfully by all numerical schemes. The results of the FSLP, OSLP and HLLC schemes for first-order
methods are similar. second-order methods all better succeed in capturing the shape of the jet as depicted in figure 8.
Nevertheless, we can note that spurious oscillations appear in the simulation performed with the second-order FSLP
scheme with low-Mach correction. These spurious waves propagate along the x and y axes in the top right part of
the domain. We believe they are caused by the lack of numerical dissipation around the low-Mach shocks due to the
combination of the low-Mach correction and the second-order reconstruction. A more careful choice of θ than (77) is
required to ensure the discrete entropy inequality (see (22)). Improving the second-order discretization for the FSLP
scheme would, for example, require proposing a better choice for θ but such a task is beyond the scope of the present
work.

8.5. Hydrostatic equilibrium test
In order to challenge the well-balanced ability of the FSLP scheme, we consider the atmosphere at rest test (see,

for example [1]). It involves a fluid column of a perfect gas in a rectangular [0, 2] × [0, 1] domain. For this test, the

22



−0.4−0.20.00.20.4

−0.4

−0.2

0.0

0.2

0.4

−0.4−0.20.00.20.4

−0.4

−0.2

0.0

0.2

0.4

Reference result FSLP method (order 1)

−0.4−0.20.00.20.4

−0.4

−0.2

0.0

0.2

0.4

−0.4−0.20.00.20.4

−0.4

−0.2

0.0

0.2

0.4

HLLC method (order 1) OSLP method (order 1)

Figure 7: 2D Riemann problem. Mapping of the density number as t = 0.8s. The reference simulation is obtained with a second-order HLLC
method on a 384 × 384-cell mesh. The other simulations are performed on a 128 × 128-cell grid with the first-order FSLP method (top right), the
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gravity acceleration is set to g = −1 so that ϕ(x, y) = −y. For the EOS of the fluid, we set γ = 5/3 and cv = 1, where cv

is the heat capacity at constant volume so that the temperature T of the gas is given by e = cvT . We consider periodic
boundary conditions for the left and right sides of the domain. At the top and bottom of the domain, wall boundaries
are imposed for the normal velocity, while the temperature is linearly extrapolated. The initial condition is built by
imposing a linear temperature profile as follows

T (x, y = 0, t = 0) = 3.78565, ∇T (x, y, t = 0) = (0,−1.2)T , (81a)

ρ(x, y = 0, t = 0) = 1, ∇(cv(γ − 1)ρT )(x, y, t = 0) = (0, ρg)T . (81b)

The computational domain is discretized over a 100 × 50 on which we let the solver evolve the profile for t ∈
[0, 100s]. Table 3 displays the value of the maxi, j |vn

i, j| at t = 100s and shows that both the OSLP and the FSLP
first-order methods preserve the velocity magnitude at zero-machine precision.

Table 3: Hydrostatic equilibrium test. Measure of the velocity magnitude at t = 100s
Solver OSLP FSLP

Average speed 1.342 × 10−14 2.056 × 10−14

It is important to mention that a direct second-order extension of the well-balanced method, as presented in sec-
tion 6.2 will fail to preserve the hydrostatic equilibrium. This question of designing a well-balanced high-order method
has been successfully investigated in the literature [19, 22, 24]. Adapting these techniques to the FSLP scheme is be-
yond the scope of this paper.

8.6. Rayleigh-Taylor instability
We now consider the Rayleigh-Taylor test performed in [1]: the computational domain is [−1/4, 1/4]×[−3/4, 3/4]

and the fluid is a perfect gas with γ = 5/3. At t = 0 a dense layer of fluid lies on top of a lighter layer so that the
configuration is unstable. The gravity acceleration is g = −0.1 thus ϕ(x, y) = −0.1× y. The initial conditions are given
by

ρ(x, y, t = 0) =

1 for y < 0,
2 for y ≥ 0,

(82a)

p(x, y, t = 0) = −ρϕ, (82b)

(u, v)(x, y, t = 0) =
(
0,

C
4

(1 + cos (4πx)) (1 + cos (3πy))
)
. (82c)

The initial velocity (82c) imposes a single-mode perturbation of magnitude C = 0.01 that will break the hydrostatic
equilibrium.

This test allows measuring and comparing the effect of the numerical diffusion of each method as it tends to limit
the development of high-frequency modes in the instability. Figure 10 and 9 respectively show the density and Mach
number of a reference second-order HLLC simulation obtained with a 200 × 600-cell mesh. We observe a sharp
transition between both fluid layers, and the interface presents lateral arms with secondary rolls.

Figure 10 shows simulations ran with both the FSLP solver and the HLLC solver on a coarse 50 × 150-cell
mesh obtained with first and second-order methods. The HLLC method presents an important amount of numerical
diffusion: it only shows a single mode growth, and no lateral arm is created. On the other hand, The FSLP method
with low-Mach correction can produce the arms that appear on the reference HLLC simulation. It shows that our new
method can better capture high-frequency flow features with much lower resolution than the classic HLLC solver,
similar to OSLP. This is due to the low-Mach nature of this test: as displayed in figure 9 one can indeed see that
Ma ∈ [0, 0.165]. Therefore the low-Mach correction at play in the FSLP solver has an important effect on the
result. Note, however how this correction does not fix the important amount of numerical diffusion that appears at
the interface between both layers with the FSLP solver. At second-order, the HLLC solution shown in figure 10 does
present lateral arms, similar to the first-order FSLP method. The second-order FSLP method presents many secondary
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Figure 9: Rayleigh-Taylor instability: mapping of the Mach number profile for reference solution obtained with a second-order HLLC method on
a 200 × 300-cell mesh at t = 12.4s.

rolls both on the front of the main mode and on the lateral arms. This agreement with the reference solution displayed
in figure 10 shows the higher accuracy of the second-order FSLP method. Finally, let us mention that the results
obtained with the OSLP in figure 10 resemble the first-order FSLP simulation of figure 10.

8.7. The stationary vortex in a gravitational field

The stationary vortex in a gravity field test [97] is a modified version of the Gresho vortex [105] where a grav-
itational field and a background hydrostatic equilibrium state are added. It allows testing the low-Mach properties
of numerical methods. We consider the sub-case of the setup proposed in [97] with Fr = Ma,RT = 1/Ma, and an
adiabatic index γ = 5/3. The potential and the initial conditions are given by:

Φ(r) =


12.5r2 if r ≤ 0.2
0.5 − ln(0.2) + ln(r) if 0.2 < r ≤ 0.4
ln(2) − 0.5 rc

rc−0.4 + 2.5 rc
rc−0.4 r − 1.25 1

rc−0.4 r2 if 0.4 < r ≤ rc

ln(2) − 0.5 rc
rc−0.4 + 1.25 r2

c
rc−0.4 if r > rc.

.

with rc = 0.5. The density is given by:
ρ = exp

(
−Ma2Φ

)
, (83)

The radial velocity is null, and the tangential velocity is given by

uθ(r) =
1
ur


5r if r ≤ 0.2
2 − 5r if 0.2 < r ≤ 0.4
0 if r > 0.4

(84)

The pressure is p = ρ/Ma2 + p2 with:

p2(r) =
1
u2

r


p21(r) if r ≤ 0.2
p21(0.2) + p22(r) if 0.2 < r ≤ 0.4
p21(0.2) + p22(0.4) if r > 0.4

(85)

where ur = 0.4π and

26



−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

reference result FSLP (first-order) HLLC (first-order) OSLP (first-order)

−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

−0.250.000.25

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

FSLP (second-order) HLLC (second-order)

Figure 10: Rayleigh-Taylor instability: mapping of the density profile for: the reference results obtained with the second-order HLLC method on
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Figure 11: Comparison of the initial Mach number distribution for the Gresho vortex test case with Ma = 10−2 and Ma = 10−3 obtained with the
FSLP method with resolutions 402.

p21(r) =
(
1 − exp

(
−12.5Ma2r2

))
p22(r) =

1(
1 − Ma2) (1 − 0.5Ma2) exp

(
(−0.5 + ln(0.2))Ma2

)
(
r−Ma2 (

Ma4(r(10 − 12.5r) − 2) − 4Ma4(γ − 1)2 + Ma2(r(12.5r − 20) + 6)
)

+ exp
(
− ln(0.2)Ma2

) (
4 − 2.5Ma2 + 0.5Ma4

))
.

(86)

We consider the domain [0, 1]2 and define the radius from the center r = (x − 0.5)2 + (y − 0.5)2. The initial Mach
number distribution is shown for two configurations corresponding to Ma = 10−2 and Ma = 10−3 in figure 11. We let
the vortex evolve until t = 1 s corresponds to a full revolution and display the final Mach number distribution with
different resolutions in figures 3, 13. We also give the final to initial kinetic energy ratio in table 4. It is clear from the
figures and the table that the numerical diffusion is indeed roughly independent of the Mach regime.

Table 4: Vortex in a gravitational potential test case: evaluation of the ratio kinetic energies ekin/e0
kin at t = 1s in the computational domain for

different values of the Mach number Ma.
Ma = 10−2 Ma = 10−3

402 0.5723 0.5727
802 0.7261 0.7258

1602 0.8386 0.8388

Reproducing the numerical experiments and figures

All the simulations shown in this paper were performed with the open source code ARK2-MHD, which can be
found at https://gitlab.erc-atmo.eu/remi.bourgeois/ark-2-mhd/-/tree/test_case_unsplit_paper_
%232. All parameter files and plotting scripts can be found in the folder /test_case_unsplit_paper.

9. Conclusion

We have presented the recasting of an operator splitting Lagrange-Projection solver for gas dynamics into a corre-
sponding flux-splitting finite-volume method. This FSLP method is obtained thanks to a simple modification: it only
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Figure 12: Comparison of the Mach number distribution for the Gresho vortex test case with Ma = 10−2 obtained with the FSLP method with
resolutions 402, 802 1602 at t = 1s.
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Figure 13: Comparison of the Mach number distribution for the Gresho vortex test case with Ma = 10−3 obtained with the FSLP method with
resolutions 402, 802 1602 at t = 1s.
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differs from the OSLP method in the states used to compute the transport step. The method relies on a flux evaluation
that separates pressure-related terms from the advection terms in the spirit of [70, 82, 77, 83]. Two different interpre-
tations of this flux-splitting scheme were proposed to understand better and analyze the resulting method. First, we
showed that the FSLP discretization could be written as a convex combination of two updated states resulting from
approximating two subsystems that respectively account for pressure and advection effects. This approach allowed
us to derive the stability properties of the proposed algorithm. Second, we discussed the interpretation of the FSLP
method as the result of the discretization of a larger relaxation system that accounts separately for pressure and ad-
vection terms within a single step. We showed that the FSLP method is more computationally efficient than the OSLP
method. As a flux-based solver, the resulting FSLP method was straightforwardly extended to multiple dimensions of
space and to a high order of accuracy thanks to a standard MUSCL method.

The initial OSLP solver has several interesting numerical advantages: a well-balanced treatment of the source
term and a low Mach fix that provides a uniform truncation error with respect to the Mach number. Both properties
were preserved through the recasting process. The robustness and accuracy of our new flux-splitting method were
tested against a set of benchmark problems, including one and two-dimensional problems, high and low Mach flows
with first and second-order discretizations. The results further confirm the numerical stability of our approach.

In the future, we plan to perform a similar recasting by considering an Implicit-Explicit OSLP solver to prevent
the severe CFL limitations imposed by the sound velocity in the low Mach regime. The methods can also be extended
to several other flow models like two-phase flow models, magneto-hydrodynamics and the M1 model for radiative
transfer.
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in Mathematics. Birkhäuser, Basel Berlin, 2004.

[62] C. Chalons and J.-F. Coulombel. Relaxation approximation of the Euler equations. J. Math. Anal. Appl., 348(2):pp. 872–893, 2008.
[63] F. Coquel, E. Godlewski, and N. Seguin. Relaxation of fluid systems. Mathematical Models and Methods in Applied Sciences,

22(08):pp. 1250014, 2012.
[64] F. Liu, I. Jennions, and A. Jameson. Computation of turbomachinery flow by a convective-upwind-split-pressure (CUSP) scheme. In 36th

AIAA Aerospace Sciences Meeting and Exhibit, Reno, NV,U.S.A., 1998.
[65] D. Darracq, S. Champagneux, and A. Corjon. Time-accurate fluid-structure coupling for turbulent flows. In C.-H. Bruneau, editor, Sixteenth

International Conference on Numerical Methods in Fluid Dynamics, volume 515, pages pp. 31–36. Springer Berlin Heidelberg, 1998.
[66] S. Evje and K. K. Fjelde. Hybrid flux-splitting schemes for a two-phase flow model. J. of Comp. Phys., 175(2):pp. 674–701, 2002.
[67] H. Paillère, C. Corre, and J.R. Garcı́a Cascales. On the extension of the AUSM+ scheme to compressible two-fluid models. Computers &

Fluids, 32(6):pp. 891–916, 2003.
[68] J.R. Garcı́a-Cascales and H. Paillère. Application of AUSM schemes to multi-dimensional compressible two-phase flow problems. Nuclear

Engineering and Design, 236(12):pp. 1225–1239, 2006.
[69] J. L. Steger and R.F Warming. Flux vector splitting of the inviscid gas dynamic equations with application to finite-difference methods. J.

of Comp. Phys., 40(2):pp. 263–293, 1981.
[70] G-C. Zha and E. Bilgen. Numerical solutions of Euler equations by using a new flux vector splitting scheme. International Journal for

Numerical Methods in Fluids, 17(2):pp. 115–144, 1993.
[71] M.-S. Liou and C. J. Steffen. A new flux splitting scheme. J. of Comp. Phys., 107(1):pp. 23–39, 1993.
[72] A. Jameson. Analysis and design of numerical scheme for gas dynamics, 2: artificial diffusion and discrete shock structure. International

Journal of Computational Fluid Dynamics, 5(1-2):pp. 1–38, 1995.
[73] M.-S. Liou. Recent progress and applications of AUSM+. In Sixteenth International Conference on Numerical Methods in Fluid Dynamics,

pages pp. 302–307. Springer Berlin Heidelberg, 1998.
[74] M.-S. Liou. A sequel to AUSM, Part II: AUSM+-up for all speeds. J. of Comp. Phys., 214(1):pp. 137–170, 2006.
[75] M.-S. Liou. A Sequel to AUSM: AUSM+. J. of Comp. Phys., 129(2):pp. 364–382, 1996.
[76] F. Bouchut. Entropy satisfying flux vector splittings and kinetic BGK models. Numerische Mathematik, 94(4):pp. 623–672, 2003.
[77] E. F. Toro and M. E. Vázquez-Cendón. Flux splitting schemes for the Euler equations. Computers and Fluids, 70:pp. 1–12, 2012.
[78] B. Dubroca. Solveur de Roe positivement conservatif. Comptes Rendus de l'Académie des Sciences - Series I - Mathematics, 329(9):pp. 827–

832, 1999.
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Appendix A. A few classic convexity properties

We recall hereafter a few classic convexity/concavity properties related to admissible states, entropy, and energy
of our flow model that can be found in the literature (see for example [98]). We propose short self-contained proofs
of these properties for the sake of completeness.

Lemma Appendix A.1. We have the following properties.

(a) The function Λ : U = (ρ, ρu, ρE) ∈ [0,+∞) × R × [0,+∞) 7→ Λ(U) = (ρE) − (ρu)2

2ρ is concave.

(b) The set Ω defined by (2) is convex.

(c) The functionU : (T , u, E) 7→ s
(
T , E − u2

2

)
is strictly concave.

(d) The function η : (ρ, ρT , ρu, ρE) 7→ ρs
(
ρT
ρ
, (ρE)
ρ
−

(ρu)2

2ρ2

)
is strictly concave.

Proof. Let θ1 = 1 − θ2 ∈ [0, 1] and Uk ∈ [0,+∞) × R × [0,+∞) for k = 1, 2, we have

Λ

∑
k=1,2

θkUk

 − ∑
k=1,2

θkΛ(Uk) =
∑
k=1,2

θk(ρE)k +
θ1θ2∑

k=1,2

θkρk

[
(ρu)1

√
ρ2

ρ1
− (ρu)2

√
ρ1

ρ2

]2

≥ 0, (A.1)
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which proves (a). For (b), consider again θ1 = 1 − θ2 ∈ [0, 1] and Uk ∈ Ω, k = 1, 2. If we note U =
∑

k=1,2 θkUk,
then U ∈ Ω. Indeed, we have that

∑
k=1,2 θkρk ≥ 0, and as ρe = Λ(U) ≥

∑
k=1,2 θkΛ(Uk) =

∑
k=1,2 θkρkek ≥ 0, where

ek = Ek − (u2
k)/2. This implies that e ≥ 0.

For (c) : The function K : (u, E) 7→ E−u2/2 is strictly concave and we haveU(T , u, E) = s(T ,K(u, E)). Consider
λ ∈ [0, 1] and let us note λ = λ1 and λ2 = 1 − λ. We have that

U

∑
k=1,2

λkTk,
∑
k=1,2

λkuk,
∑
k=1,2

λkEk

 − ∑
k=1,2

λkU(Tk, uk, Ek) (A.2)

= s

∑
k=1,2

Tk,K

∑
k=1,2

λkuk,
∑
k=1,2

λkEk


 − ∑

k=1,2

λk s(Tk,K(uk, Ek)) (A.3)

= s

∑
k=1,2

Tk,K

∑
k=1,2

λkuk,
∑
k=1,2

λkEk


 − s

∑
k=1,2

Tk,
∑
k=1,2

λkK(uk, Ek)


+ s

∑
k=1,2

Tk,
∑
k=1,2

λkK(uk, Ek)

 − ∑
k=1,2

λk s(Tk,K(uk, Ek)). (A.4)

As K is concave, we get that

K

∑
k=1,2

λkuk,
∑
k=1,2

λkEk

 ≥ ∑
k=1,2

λkK(uk, Ek). (A.5)

By (3) we know that e′ 7→ sEOS(T , e′) is increasing so that

s

∑
k=1,2

Tk,K

∑
k=1,2

λkuk,
∑
k=1,2

λkEk


 − s

∑
k=1,2

Tk,
∑
k=1,2

λkK(uk, Ek)

 ≥ 0. (A.6)

We also know that s is concave therefore

s

∑
k=1,2

Tk,
∑
k=1,2

λkK(uk, Ek)

 − ∑
k=1,2

λk s(Tk,K(uk, Ek)) ≥ 0. (A.7)

By replacing (A.6) and (A.7) into (A.4) we obtain that

U

∑
k=1,2

λkTk,
∑
k=1,2

λkuk,
∑
k=1,2

λkEk

 ≥ ∑
k=1,2

λkU(Tk, uk, Ek). (A.8)

for (d): If we note again U = (ρ, ρu, ρE), by (6), we have

η(ρ, ρT , ρu, ρE) = ρs
(
ρT

ρ
,

(ρE)
ρ
−

(ρu)2

2ρ2

)
= S

(
ρ, ρT , ρE −

(ρu)2

2ρ

)
= S (ρ, ρT ,Λ(U)). (A.9)

Now we consider Uk = (ρk, ρkuk, ρkEk) ∈ Ω and Tk ≥ 0, k = 1, 2, we have

η

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkρkuk,
∑
k=1,2

θkρkEk

 − ∑
k=1,2

θkη(ρk, ρkTk, ρkuk, ρkEk)

= S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,Λ

∑
k=1,2

θkUk


 − ∑

k=1,2

θkS (ρk, ρkTk,Λ(Uk))

= S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,Λ

∑
k=1,2

θkUk


 − S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkΛ(Uk)


+ S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkΛ(Uk)

 − ∑
k=1,2

θkS (ρk, ρkTk,Λ(Uk)) (A.10)
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As Λ is concave, we have Λ
(∑

k=1,2 θkUk

)
≥

∑
k=1,2 θkΛ(Uk) and as E ′ 7→ S (ρ,V ,E ′) is increasing, we have

S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,Λ

∑
k=1,2

θkUk


 − S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkΛ(Uk)

 ≥ 0. (A.11)

Using the fact that S is concave, we also get

S

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkΛ(Uk)

 − ∑
k=1,2

θkS (ρk, ρkTk,Λ(Uk)) ≥ 0. (A.12)

Injecting (A.11) and (A.12) into (A.10) provides

η

∑
k=1,2

θkρk,
∑
k=1,2

θkρkTk,
∑
k=1,2

θkρkuk,
∑
k=1,2

θkρkEk

 ≥ ∑
k=1,2

θkη(ρk, ρkTk, ρkuk, ρkEk). (A.13)

Appendix B. Approximate Riemann solver for the pressure subsystem

In this section, we present the derivation of an approximate Riemann solver for the pressure subsystem (39),
following the lines of [32, 1]. We express (39) in the following compact form:

∂tU + 2∂x P(U) = S(U), ∂tΠ + ∂x(2a2u) = 0, ∂t(ρT ) − 2∂xuP = 0, ∂tϕ = 0. (B.1)

where P(U)T = (0,Π,Πu). Let ∆xL > 0, ∆xR > 0, we consider x̄ ∈ R and the following piecewise initial data(
U,Π,T , ϕ

)
(x, t = 0) =

(UL,ΠL,TL, ϕL) if x ≤ x̄,
(UR,ΠR,TR, ϕR) if x > x̄,

(B.2)

that verifies the equilibrium relations:

(Uk,Πk,Tk, ϕk) =
[
(ρk, ρkuk, Ek)T , pEOS

(
1
ρk
, ek

)
,

1
ρk
, ϕk

]
, k = L,R, (B.3)

with ϕL =
1
∆xL

∫ 0
−∆xL
ϕ(x̄ + x) dx and ϕR =

1
∆xR

∫ ∆xR

0 ϕ(x̄ + x) dx. We seek a self-similar function (URP,ΠRP,TRP, ϕRP)
composed of four constant states separated by three discontinuities as follows:

(URP,ΠRP,TRP, ϕRP)
( x − x̄

t
; UL,ΠL,TL, ϕL,UR,ΠR,TR, ϕR

)
=


(UL,ΠL,TL,ΦL), if x−x̄

t ≤ −
2a
ρL

,
(U∗L,Π

∗
L,T

∗
L ,ΦL), if − 2a

ρL
< x−x̄

t ≤ 0,
(U∗R,Π

∗
R,T

∗
R ,ΦR), if 0 < x−x̄

t ≤
2a
ρR
,

(UR,ΠR,TR,ΦR), if 2a
ρR
< x−x̄

t ,

(B.4)

where the intermediate states U∗k , Π∗k and T ∗k are required to satisfy the four following properties.

1. The approximate Riemann solver should be consistent in the integral sense with the pressure subsystem (B.1):
for ∆t such that 2a

min(ρL,ρR)∆t < 1
2 min(∆xL,∆xR), we have2P (UR) − 2P (UL)

2a2(u∗R − u∗L)
−(2u∗R − 2u∗L)

 = −2a
ρL

 U∗L − UL

(ρΠ)∗L − (ρΠ)L

(ρT )∗L − (ρT )L

 + 2a
ρR

 UR − U∗R
(ρΠ)R − (ρΠ)∗R
(ρT )R − (ρT )∗R

 + (∆xL + ∆xR) {S} , (B.5)

with {S} a function that is a consistent approximation of S, that is to say:

lim
ΦL,ΦR→ϕ(x̄)
∆xL,∆xR→0

(UR,ΠR),(UL,ΠL)→(Ū,pEOS(ρ̄,ē))

{S} = S(Ū, ϕ)(x = x̄). (B.6)
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2. In the case ϕL = ϕR, it should be degenerate to an approximate Riemann for the homogeneous problem obtained
with (B.1) when S = 0.

3. If UL and UR satisfy the following discrete version of the hydrostatic condition (8):

ΠR − ΠL = −
ρL + ρR

2
(ϕR − ϕL), uL = uR = 0, (B.7)

then (U∗L,Π
∗
L) = (UL,ΠL) and (U∗R,Π

∗
R) = (UR,ΠR).

Let us build the states (U∗R,Π
∗
R) and (U∗L,Π

∗
L) so that they verify the above properties. We note

Π∗R − Π
∗
L +M = 0. (B.8)

First, we impose that ρ∗L and ρ∗R are consistent with the exact solution of (B.1) by setting ρ∗L = ρL and ρ∗R = ρR. Then
we also require that the Rankine-Hugoniot jump conditions obtained in the case S = 0 are valid across the waves of
velocity −2a/ρL and +2a/ρR

2a
ρL

 U∗L − UL

(ρΠ)∗L − (ρΠ)L

(ρT )∗L − (ρT )L

 +

2P

(
U∗L

)
− 2P (UL)

2a2u∗L − 2a2uL

−2u∗L + 2uL

 = 0, −
2a
ρR

 UR − U∗R
(ρΠ)R − (ρΠ)∗R
(ρT )R − (ρT )∗R

 +

2P (UR) − 2P

(
U∗R

)
2a2uR − 2a2u∗R
−2uR + 2u∗R

 = 0 (B.9)

Finally, we postulate that the velocity is continuous across the stationary wave by setting

u∗L = u∗R = u∗, (B.10)

and we also impose that (Πu)∗k = Π
∗
ku∗k = Π

∗
ku∗, k = L,R. Then, relations (B.5), (B.9), (B.8) yield

ρ∗L = ρL, ρ∗R = ρR, (B.11a)

E∗L = EL −
1
a

(
(Π∗ +

M

2
)u∗ − ΠLuL

)
, E∗R = ER +

1
a

(
(Π∗ −

M

2
)u∗ − ΠRuR

)
, (B.11b)

u∗ = u∗R = u∗L =
uR + uL

2
−

1
2a

(ΠR − ΠL) −
M

2a
, Π∗ =

ΠR + ΠL

2
−

a
2

(uR − uL) , (B.11c)

Π∗L = Π
∗ +
M

2
, Π∗R = Π

∗ −
M

2
, (B.11d)

T ∗L =
1
ρL
+

1
a

(u∗ − uL), T ∗R =
1
ρR
−

1
a

(u∗ − uR), (B.11e)

where the jumpM can be identifed as

M =
∆xL + ∆xR

2
{ρ∂xϕ} , Mu∗ =

∆xL + ∆xR

2
{ρu∂xϕ} . (B.12)

At this point, the functions {ρ∂xϕ} and {ρu∂xϕ} are still yet to be specified. Let us consider the constraint 3: if it is
satisfied then for a state that verifies (B.7) the jumpsM andMu∗ necessarily take the valueM = −(ΠR − ΠL) and
Mu∗ = 0 . A simple choice that fulfills this requirement is

{ρ∂xϕ} = (ρL + ρR)
ϕR − ϕL

∆xL + ∆xR
, {ρ∂xϕ} = (ρL + ρR)u∗

ϕR − ϕL

∆xL + ∆xR
. (B.13a)

Relations (B.11) and (B.13a) give a complete definition of the approximate Riemann solver (B.4). This solver yields
a definition for the conservative numerical flux P∆(UL,ΠL, ϕL,UR,ΠR, ϕR) and a source term discretization (located
at the interface) S∆(UL,ΠL, ϕL,UR,ΠR, ϕR) thanks to the consistency in the integral sense. We get

P∆(UL,ΠL, ϕL,UR,ΠR, ϕR) =
P(UR,ΠR) + P(UL,ΠL)

2
−

a
2ρL

(U∗L − UL) −
a

2ρR
(UR − U∗R), (B.14a)

S∆(UL,ΠL, ϕL,UR,ΠR, ϕR) = [0,−{ρ∂xϕ},−{ρu∂xϕ}]T , (B.14b)
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so that for two neighbouring states (Un
j ,Π

n
j , ϕ j) and (Un

j+1,Π
n
j+1, ϕ j+1) across the cell interface j + 1/2 that separates

the cell j and the cell j + 1, the numerical conservative flux (0,Π∗j+1/2,Π
∗
j+1/2u∗j+1/2) is defined by

(0,Π∗j+1/2,Π
∗
j+1/2u∗j+1/2) = P∆(Un

j ,Π
n
j , ϕ j,Un

j+1,Π
n
j+1, ϕ j+1), (B.15)

and the discrete souce term S j within the cell j is given by

S j =
∆x j+1/2

2∆x j
S j+1/2 +

∆x j−1/2

2∆x j
S j−1/2, S j+1/2 = S∆(Un

j ,Π
n
j , ϕ j,Un

j+1,Π
n
j+1, ϕ j+1). (B.16)

Let us now give some properties of the approximate Riemann solver. Let us note e∗k = E∗k − (u∗k)2/2 , the following
lemma is a direct consequence of (B.9) that exhibits a reminiscent property associated with the Riemann invariants
associated of the system (B.1) when S = 0.

Lemma Appendix B.1.

e∗k −
(Π∗k)2

2a2 = ek −
(Πk)2

2a2 , T ∗k +
Π∗k

a
= Tk +

Πk

a
, k = L,R. (B.17)

The following positivity result is a direct consequence of (B.11e).

Proposition Appendix B.1.

1. If a is chosen large enough then T ∗L > 0 and T ∗R > 0.

2. T ∗L > 0 and T ∗R > 0 is equivalent to uL − aTL = uL − a/ρL < u∗ < uR + aTR = uR + a/ρR.

Following the lines of [16], we first prove two preliminary stability-related results. The differences from Lemma
1 of [16] is that the Riemann states we are dealing with here depend on theM terms and that the specific volume we
use is T instead of 1/ρ (that are different in the sub-system framework). However, the proof turns out to be almost
identical.

Proposition Appendix B.2. Consider the intermediate states defined by (B.11).
and noting sk = sEOS(Tk, sk), we have

e∗k − eEOS
(
T ∗k , sk

)
−

(
pEOS

(
T ∗k , sk

)
− Π∗k

)2

2a2 ≥ 0, (B.18)

with e∗k = E∗k −
u∗k

2

2 .

Proof. We only describe the case k = R. Consider the function:

χ(T ) = eEOS (T , sR) −
pEOS (T , sR)2

2a2 − eEOS (
T ∗R , sR

)
+

pEOS
(
T ∗R , sR

)2

2a2

+ pEOS (
T ∗R , sR

) T + pEOS (T , sR)
a2 − T ∗R −

pEOS
(
T ∗R , sR

)
a2

 . (B.19)

One can check that χ′(T ) =
(
pEOS

(
T ∗R , sR

)
− pEOS (T , sR)

) (
1 − ρ2c2 (T , sR) /a2

)
. We have ∂T p < 0 from 3, we

also assume that a is large enough. We have two different cases:

T ∗R < T < TR =⇒ χ′(T ) > 0 =⇒ χ(T ∗R ) < χ(T ) < χ(TR).
T ∗R > T > TR =⇒ χ′(T ) < 0 =⇒ χ(T ∗R ) < χ(T ) < χ(TR).

(B.20)
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As χ(T ∗R ) = 0, we have χ(TR) > 0 , in both cases. Accounting for (B.17), we get

0 < χ(TR) = eEOS (TR, sR) −
pEOS (TR, sR)2

2a2 − eEOS (
T ∗R , sR

)
+

pEOS
(
T ∗R , sR

)2

2a2

+ pEOS (
T ∗R , sR

) TR +
pEOS (TR, sR)

a2 − T ∗R −
pEOS

(
T ∗R , sR

)
a2


= e∗R −

(
Π∗R

)2

2a2 − eEOS (
T ∗R , sR

)
+

pEOS
(
T ∗R , sR

)2

2a2 + pEOS (
T ∗R , sR

) Π∗Ra2 −
pEOS

(
T ∗R , sR

)
a2


= e∗R − eEOS (

T ∗R , sR
)
−

(
pEOS

(
T ∗R , sR

)
− Π∗R

)2

2a2 . (B.21)

Similar lines can be used for k = L.

We present a result concerning the behavior of the numerical scheme in the low Mach regime defined in section 6.1:
we consider a one-dimensional smooth solution of the pressure subsystem (B.1) such that ∂x̃ p̃ + ρ̃(̃∂xϕ) = O(Ma2).
Then, we proceed as in [32] by evaluating the truncation error (in the sense of the Finite Difference) obtained by
substituting these low Mach flow parameters into the finite volume update formula derived from the fluxes (B.15). We
obtain the following results.

Proposition Appendix B.3. In the low Mach regime, the rescaled discretization of the pressure system is consistent
with

∂t̃ρ̃ = 0, ∂t̃(ρ̃ũ) +
1

Ma2 (∂x̃ p̃ + ρ̃(̃∂xϕ)) = O(∆t̃) + O
(
∆x̃
Ma

)
, ∂t̃(ρ̃Ẽ) + ∂x̃( p̃ũ) = O(∆t̃) + O(Ma∆x̃). (B.22)

If one performs a similar evaluation for the full FSLP scheme, one can see that the truncation error term O
(
∆x̃
Ma

)
that appears in the momentum equation of (B.22) will be the only error term whose magnitude is not uniform with
respect to Ma. Similarly as in [28, 32, 1, 33], this truncation error term can be traced back to the non-centered part of
Π∗j+1/2. To tackle this issue, we adopt the modification used in [32, 1] by replacing Π∗j+1/2 with

Π
∗,θ
j+1/2 =

1
2

(
Πn

j + Π
n
j+1

)
− θ j+1/2

a j+1/2

2

(
un

j+1 − un
j

)
, (B.23)

where θ j+1/2 ∈ [0, 1]. This results in the update relation (12) that is a finite approximation of (B.1) with the flux defi-
nition (15). We will see in Appendix C how this resulting modified flux can still be associated with an Approximate
Riemann solver.

Appendix C. All-regime approximate Riemann solver for the pressure subsystem

Following similar lines as in [32]: although the modified pressure scheme (15) is defined as a flux scheme, it is
possible to find an approximate Riemann solver (UθRP,Π

θ
RP,T

θ
RP) that enables to retrieve the numerical flux Pθj+1/2 =

(0,Π∗,θj+1/2,Π
∗,θ
j+1/2u∗j+1/2). We suppose that (UθRP,Π

θ
RP,T

θ
RP) has the same structure as (URP,ΠRP,TRP), we consider

(UθRP,Π
θ
RP,T

θ
RP, ϕRP)

( x − x̄
t

; UL,ΠL,TL, ϕL,UR,ΠR,TR, ϕR

)
=


(UL,ΠL,TL,ΦL), if x−x̄

t ≤ −
a
ρL

,
(U∗,θL ,Π

∗,θ
L ,T

∗,θ
L ,ΦL), if − a

ρL
< x−x̄

t ≤ 0,
(U∗,θR ,Π

∗,θ
R ,T

∗,θ
R ,ΦR), if 0 < x−x̄

t ≤
a
ρR
,

(UR,ΠR,TR,ΦR), if a
ρR
< x−x̄

t ,

(C.1)
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where Πk, Tk and Φk verify (B.3), k = L,R. The states (U∗,θk ,Π
∗,θ
k ,T

∗,θ
k ), k = L,R are yet to be defined. First, we

impose that (URP,ΠRP,TRP) verifies the consistency in the integral sense
1
α

P (UR) − 1
α

P (UL)
1
α

a2(uR − uL)
−( 1
α

uR −
1
α

uL)

 = − a
αρL


U∗,θL − UL

(ρΠ)∗,θL − (ρΠ)L

(ρT )∗,θL − (ρT )L

 + a
αρR


UR − U∗,θR

(ρΠ)R − (ρΠ)∗,θR
(ρT )R − (ρT )∗,θR

 + ∆xL + ∆xR

2


1
α {S}

0
0

 . (C.2)

We then enforce that the numerical flux resulting from (C.2) is Pθ
∆

, which boils down to require that
1
α

Pθ
∆

1
α

a2uθ
∆

− 1
α

uθ
∆

(UL,ΠL, ϕL,UR,ΠR, ϕR)=

P(UR,ΠR)+P(UL,ΠL)
a2uR + a2uL

−(uR + uL)

− a
ρL


U,θL − UL

(ρΠ),θL − (ρΠ)L

(ρT ),θL − (ρT )L

− a
ρR


UR − U,θR

(ρΠ)R − (ρΠ),θR
(ρT )R − (ρT ),θR

 . (C.3)

Choosing ρ∗,θk = ρk, k = L,R, relation (C.2) and (C.3) provide a linear system with respect to u∗,θk , Π∗,θk , T ∗,θk and E∗,θk ,
k = 1, 2 whose solution is

ρ∗L = ρL, ρ∗R = ρR, (C.4a)

E∗,θL = E∗L − (1 − θ)
uR − uL

2
u∗, E∗,θR = E∗R + (1 − θ)

uR − uL

2
u∗, (C.4b)

u∗,θL = u∗ − (1 − θ)
uR − uL

2
, u∗,θR = u∗ + (1 − θ)

uR − uL

2
, (C.4c)

Π
∗,θ
L = Π

∗
L, Π

∗,θ
R = Π

∗
R, (C.4d)

T
∗,θ
L = T

∗
L , T

∗,θ
R = T ∗R . (C.4e)

We now turn to positivity-preserving related properties. Let us note e∗,θk = E∗,θk −u∗,θk
2
/2, we have the following result.

Proposition Appendix C.1. Assuming again that a is large enough, we have

e∗,θk − eEOS
(
T
∗,θ
k , sk

)
−

(
pEOS

(
T
∗,θ
k , sk

)
− Π

∗,θ
k

)2

2a2 +
(1 − θ)2(uR − uL)2

8
≥ 0. (C.5)

Proof. Let us consider the case k = R, by (C.4) we get

e∗,θR − e∗R = E∗,θR − E∗R −
1
2

(u∗,θR
2
− u∗R

2)

= (1 − θ)
uR − uL

2
u∗ −

1
2

(
(u∗)2 + u∗(1 − θ)(uR − uL) + (1 − θ)2 (uR − uL)2

4
− (u∗)2

)
= −

1
8

(1 − θ)2(uR − uL)2. (C.6)

Using (B.18), we obtain

e∗,θR − eEOS
(
T
∗,θ
R , sR

)
= e∗,θR − e∗R + e∗R − eEOS

(
T
∗,θ
R , sR

)
= −

1
8

(1 − θ)2(uR − uL)2 + e∗R − eEOS
(
T
∗,θ
R , sR

)
≥ −

1
8

(1 − θ)2(uR − uL)2 +

(
pEOS

(
T
∗,θ
k , sk

)
− Π

∗,θ
k

)2

2a2 .

Similar lines can be used for the case k = L.

The relation (C.5) highlights the role of the inequality

1
2a2

(
pEOS(T ∗,θk , sk) − Π∗k

)2
−

(1 − θ)2 (uR − uL)2

8
≥ 0, k = L,R (C.7)

in obtaining stability properties for the modified scheme. We have the following proposition.
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Proposition Appendix C.2. Let us note: s∗,θk = sEOS(T ∗,θk , e
∗,θ
k ), if (C.7) is satisfied, then

• the modified approximate Riemann solver (C.1) preserves the positivity of the internal energy, that is to say:
e∗,θk > 0, k = R, L,

• the modified approximate Riemann solver (C.1) verifies s∗,θk ≥ sk, k = R, L,

• the modified approximate Riemann solver (C.1) is entropy satisfying in the sense that

−a(s∗,θL − sL) + a(sR − s∗,θR ) ≥ 0. (C.8)

Proof. If (Appendix C.2) is satisfied, then e∗,θk ≥ eEOS
(
T
∗,θ
k , sk

)
. By the assumption on the EOS, we have that

e∗,θk > 0. Now, considering a fixed T > 0, by (3) we know that e′ 7→ sEOS(T , e′) is increasing, thus we deduce that
sEOS(T ∗,θk , e

EOS(T ∗,θk , s
∗,θ
k )) = s∗,θk ≥ sEOS(T ∗,θk , e

EOS(T ∗,θk , sk)) = sk, k = L,R. This implies (C.8).

Appendix D. Eigenstructure of the off-equilibrium (73ν=0)

We propose in this section to study the eigenstructure of the relaxation system (73ν=0). Let us first express the
acoustic part of (73ν=0) using a change of variables: accounting for eP = EP − (uP)2/2, the evolution equations for
EP, for ΠP and T P in (73aν = 0) yield

∂t(ρPeP) + 2ΠP∂xuP = 0, 2∂xuP = ∂t(ρPΠP/a2). (D.1)

We thus obtain the stationary equations

∂t

[
eP −

(ΠP)2

2a2

]
= 0, ∂t

[
T P +

ΠP

a2

]
= 0. (D.2)

So now the acoustic subsystem (73aν = 0) takes the simple form

∂tϕ=0, ∂tρ
P=0, ∂t

[
eP−

(ΠP)2

2a2

]
= 0, (D.3a)

∂t(ρPuP) + 2∂xΠ
P + 2ρP∂xϕ

P=0, ∂t(ρPΠP) + 2a2∂xuP=0, ∂t

[
T P +

ΠP

a2

]
= 0. (D.3b)

We now turn to the advection part of (73ν=0): the subsystem (73bν = 0) takes the simple form

∂tρ
A + ∂x(2ρAuP) = 0, ∂t

[
ρAT A −

ρPΠP

a2

]
= 0, ∂tbA + 2uP∂xbA = 0, bA ∈ {uA, EA,ΠA}. (D.4)

Therefore if we set

WT =

[
uP,ΠP, ρP, ϕ, eP −

(ΠP)2

2a2 ,T
P +
ΠP

a2 , ρ
AT A −

ρPΠP

a2 , u
A,ΠA, EA, ρA

]
, (D.5)

we can see that (73ν=0) can be recast into the following quasilinear system

∂tW + M(W)∂xW = 0, M(W) =



0
2
ρP 0 2 0 0 0 0 0 0 0

2a2

ρP 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 2uP 0 0 0
0 0 0 0 0 0 0 0 2uP 0 0
0 0 0 0 0 0 0 0 0 2uP 0

2ρA 0 0 0 0 0 0 0 0 0 2uP



. (D.6)
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It is then straightforward to see that the eigenvalues of M(W) are 2uP (with an algebraic multiplicity 4), 0 (with an
algebraic multiplicity 5) and ±2a/ρP.

The eigenvectors
(
r(k)

0

)
k=1,...,3

,
(
r(k)

uP

)
k=1,...,4

and r± that are respectively associated with 0, 2uP and ±2a/ρP are

r(1)
0 = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0]T , r(2)

0 =
[
0,−ρP, 0, 1, 0, 0, 0, 0, 0, 0, 0

]T
, (D.7a)

r(3)
0 = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0]T , r(4)

0 = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0]T (D.7b)

r(5)
0 = [0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0]T , (D.7c)

r(1)
uP = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0]T , r(2)

uP = [0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0]T , (D.7d)

r(3)
uP = [0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0]T , r(4)

uP = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1]T , (D.7e)

r+ =
[
1, a, 0, 0, 0, 0, 0, 0, 0, 0,−

ρAρP

ρPuP − a

]T

, r− =
[
1,−a, 0, 0, 0, 0, 0, 0, 0, 0,−

ρAρP

ρPuP + a

]T

, (D.7f)

so that (D.6) is hyperbolic and only involves linearly degenerate fields.
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