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Abstract

In this work, we perform an in-depth analysis of the
visualisation methods implemented in two popular self-
explaining models for visual classification based on proto-
types - ProtoPNet and ProtoTree. Using two fine-grained
datasets (CUB-200-2011 and Stanford Cars), we first show
that such methods do not correctly identify the regions of
interest inside of the images, and therefore do not reflect
the model behaviour. Secondly, using a deletion metric we
demonstrate quantitatively that saliency methods such as
Smoothgrads or PRP provide more faithful image patches.
We also propose a new relevance metric based on the seg-
mentation of the object provided in some datasets (e.g.
CUB-200-2011) and show that the imprecise patch visuali-
sations generated by ProtoPNet and ProtoTree can create a
false sense of bias that can be mitigated by the use of more
faithful methods. Finally, we discuss the implications of our
findings for other prototype-based models sharing the same
visualisation method.

1. Introduction
During the last decade, the field of Explainable AI (XAI)

has progressively gained wide-spread recognition among
the scientific community [1, 9, 11, 29]. This evolution re-
flects the growing need by society for more transparent and
accountable systems, especially in critical domains (e.g. au-
tonomous driving, medical diagnosis), as demonstrated by
the recent adoption of the European General Data Protec-
tion Regulation (GDPR) and the proposal for a European
AI Regulation Act.
XAI aims at unravelling the decision-making process of an
autonomous system, and encompasses two approaches that
are sometimes conflicting [33], yet often complementary.
Post-hoc explanation methods apply to pre-existing models

(i.e. pre-trained models in the context of machine-learning)
and provide various information regarding either a partic-
ular decision (local explanation) or the general model be-
haviour (global explanation): understandable local approx-
imation [26, 32], saliency maps [10, 38, 39, 41, 43], counter-
factuals [15,24,25,45], concept-based explanations [22,48],
etc. In particular, post-hoc explanation methods can help
explain the decision-making process of Deep Neural Net-
works (DNNs), which are highly efficient yet highly com-
plex systems. In the field of computer vision for instance,
such methods can help identify the attention region of the
DNN w.r.t. a particular decision, sometimes highlighting a
possible bias in the model [32]. However, it is worth men-
tioning that this attention region does not - by itself - neces-
sarily explain the model’s decision. Indeed, a DNN might
be focusing on a relevant part of the image, and yet might
produce an incorrect decision, based on high-dimensional
features that are inherently abstract due to the network train-
ing procedure.
In order to mitigate this limitation in the explainability of
complex systems such as DNNs, a second major avenue
of research in the field of XAI consists in developing ar-
chitectures and training procedures such that the result-
ing model should be explainable-by-design (such models
are also called self-explaining or interpretable-by-design).
In computer vision, such architectures primarily use either
a cased-based reasoning mechanism [12, 16, 30, 34, 35] -
where new instances of a problem are solved using compar-
ison with examples (prototypes) extracted from the train-
ing dataset - or concept-based attribution [3, 13]. In par-
ticular, ProtoPNet [12] and ProtoTree [30] have shown that
explainable-by-design architectures can reach performance
levels on par with non-interpretable models on fine-grained
recognition tasks [47,49]. During training, both models ex-
tract reference vectors in the latent space of a deep convolu-
tional neural network (DCNN), corresponding to patches of
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(a) Upsampling. (b) Smoothgrads. (c) PRP.

Figure 1. Explanations (”This looks like that”) during inference of
a ProtoTree when using upsampling (a), Smoothgrads (b) and PRP
(c) for the visualisation of image patches. Due to the imprecision
of upsampling when visualising both the prototype (right) and the
part in the test image (left), the user might deduce that the model
is comparing tree branches, when it is actually also taking the bird
into account.

images in the training set (the so-called prototypes). During
inference, the similarity between a test image and a proto-
type is evaluated by computing the distance between their
respective representations in the latent space of the DCNN.
Finally, ProtoPNet and ProtoTree base their decision using
the prototypes that show the highest similarity with the test
image, and produce explanations by displaying patches of
the test image and their most ”similar” prototypes side-by-
side (this looks like that [12]).
However, in practice, both ProtoPNet and ProtoTree some-
times provide explanations using image patches that seem
to be focused on the background or elements unrelated to
the object itself, indicating a possible bias in the decision
(see Fig.1a). Moreover, while a patch from the test image
focusing on the background might invalidate one particular
inference, a prototype focusing on background might indi-
cate a more systemic bias in the model and seriously hinder
its practical accuracy. Although such issue may undermine
the trust in self-explaining models, there exists in reality
a fundamental imprecision in the patch visualisation meth-
ods implemented by ProtoPNet and ProtoTree to generate
explanations. In particular, [17] has shown that this im-
precision in ProtoPNet visualisation method can sometimes
hide a specific type of bias - known as the ”Clever Hans”
phenomenon - where a given class is highly correlated to
a specific visual artefact unrelated to the task at hand (e.g.
watermarking in an image). More generally, imprecise vi-
sualisation methods may suggest model bias where there is
none, while sometimes hiding systemic issues of the model.

Our contribution: In this work, we perform an analy-
sis of the visualisation methods implemented in ProtoPNet
and ProtoTree, attempting to answer the following research
questions: do these architectures generate faithful image
patches corresponding to the latent representations used in
their decision-making process? do they produce decision
based on relevant parts of the image or based on elements
of the background? Using two fine-grained datasets (CUB-
200-2011 [47] and Stanford Cars [49]) and two saliency

methods (Smoothgrads [41] and PRP [17]), we confirm the
results of [17] on ProtoPNet and show that ProtoTree also
generates imprecise visual patches. Additionally, using the
object segmentation provided in the CUB-200-2011 dataset,
we propose a new relevance metric and show quantitatively
that in both architectures, such imprecise visualisations of-
ten create a false sense of bias that is largely mitigated by
the use of more faithful methods. Finally, we discuss the
implications of our findings to other prototype-based mod-
els sharing the same visualisation method.
This paper is organized as follows: Section 2 describes the
related work; Section 3 recalls the theoretical background of
ProtoPNet and ProtoTree and introduces the metrics used to
evaluate the fidelity and relevance of prototype-based expla-
nation; Section 4 describes the results of our experiments.
Finally, Section 5 concludes this contribution and proposes
possible improvements to self-explaining models.

2. Related work
Prototype-based classifiers Due to the difficulty of quan-
tifying similarity between images in the visual space (i.e.
the space of RGB images), self-explaining image classifi-
cation models based on prototypes first encode images into
a high dimensional feature space (also called latent space)
- usually using a pre-trained DCNN (e.g. Resnet50 [19],
VGG [40]) called a backbone, assuming that such encod-
ing preserves visual cues (e.g. colour, shape) while being
insensitive to minor deformations such as rotations, shifts,
changes in scale. This latent representation can be com-
posed of a single vector summarizing the information of
the entire image, or composed of an array of vectors - cor-
responding to the output of a convolution layer - and re-
taining a form of spatial relationship between each vec-
tor and a region of the input image (see Fig. 3). Since
this spatial relationship is at the heart of this contribution,
we purposefully exclude self-explaining image classifica-
tion models that uses full images as prototypes [5, 6, 8]
from our study. Indeed, such architectures use a single
latent vector representation, resulting in a trivial relation-
ship between the full image and its latent representation.
In this contribution, we rather focus on models where each
vector in the latent space corresponds to a part of an im-
age. During training, such models extract a set of refer-
ence vectors and their visual counterparts from the train-
ing set, called part prototypes (for simplicity, we simply
use the term prototypes). Prototypes are either discrimina-
tive of a particular class [12, 16, 46] (given by the label of
the corresponding training image) or shared among multiple
classes [30,34,35]. During inference, the similarity between
a given prototype and the test image is computed using the
L2-distance (or cosine distance [46]) between their respec-
tive latent representations, under the assumption that prox-
imity between vectors in the latent space should entail simi-
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larity in the visual space. In the case of ProtoPNet [12], Pro-
toPShare [35], ProtoPool [34], Deformable ProtoPNet [16]
and TesNet [46], all similarity scores are then processed
through a fully connected layer to produce the final clas-
sification. In the case of ProtoTree [30], these similarity
scores are used to compute a path across a soft decision tree
where each leaf corresponds to one particular class.
It is important to indicate that although our study focuses on
ProtoPNet and ProtoTree, all the aforementioned methods
(ProtoPShare, ProtoPool, Deformable ProtoPNet, TesNet)
share a common code base inherited from ProtoPNet and
therefore are theoretically susceptible to the issue raised in
this contribution.

Saliency methods Such methods are among the most
commonly used building blocks for generating explanations
and aim at identifying the most important (salient) features
(pixels) of an image w.r.t. the output of a given neuron. Al-
though they are usually used to explain the decision taken
by the model (e.g. neurons from the last layer of a clas-
sifier), they can also be used to visualise the most salient
part of the image w.r.t. any intermediate result of a DCNN.
Gradient-based approaches [39] compute the partial deriva-
tive δS

δxi
of the target neuron output S w.r.t. to each in-

put pixel xi, with improvements such as Integrated Gradi-
ents [43] or SmoothGrads [41] aiming at generating more
stable explanations. In particular, Smoothgrads ”adds noise
to remove noise” by averaging gradients over noisy copies
x + ni (ni ∼ N (0, σ2)) of x. Note that in order to take
into account the sign and strength of the input [37], it is
also possible to perform an element-wise product between
the gradient and the input ( δS

δxi
⊙ x). Layer-wise Relevance

Propagation [10] (LRP) uses a set of rules in order to back-
propagate the relevance of each individual neuron from the
target back to the input, following a conservation property.
This method has several variants depending on the applied
rules [27]. In the particular context of prototype-based mod-
els, [17] proposes a variant of LRP called Prototype Rele-
vance Propagation (PRP), implementing a dedicated rule to
propagate relevance across the layer in charge of comput-
ing similarity scores, followed by LRPCOMP [23]. Inter-
estingly, [4] and [38] have shown that, for DCNNs based
on ReLU activation (as it is often the case for the networks
used for feature extraction in self-explaining models), Inte-
grated Gradients, LRP with ϵ-rule and Deep-LIFT [37] are
all equivalent to δS

δxi
⊙ X . For these reasons, in this work,

we choose to compare the original part visualisation gener-
ated by ProtoPNet and ProtoTree to visualisations generated
using Smoothgrads ⊙ input and PRP. Note that we also ex-
clude Guided-Backpropagation [42] and its application to
GRADCAM [36] due to the results of [2] which raise some
concerns regarding the relevance of the explanations based
on these methods.

We emphasize the fact that a saliency map is not an expla-
nation by itself, but is rather used to build an explanation. In
the context of self-explaining models based on prototypes,
the saliency maps of both the prototype and the test image
are cropped in order to retain only the most salient pixels
in the corresponding images. The explanation finally con-
sists in the parallel display of the selected regions in the two
images.

Evaluation metrics Explanations based on part visuali-
sation implicitly rely on the underlying method used for
generating saliency maps. Multiple metrics have been pro-
posed in order to evaluate the quality of explanations against
a set of desired properties [29]. In order to answer our
first research question (do ProtoPNet and ProtoTree gener-
ate faithful image patches corresponding to the latent rep-
resentations used in their decision-making process?), we
focus on the property known as faithfulness [3] (a.k.a. fi-
delity [44] or correctness [29]) which - in our case - quanti-
fies the adequacy between a saliency method and the model
behaviour. In this particular context, faithfulness can pri-
marily be evaluated by model parameter randomisation or
deletion/insertion methods. Parameter randomisation [2]
analyses the effect of perturbations to the model parame-
ters on the saliency map: if a method produces the same
saliency maps regardless of the changes in the model pa-
rameters, then it probably does not correctly reflect the
model behaviour. As described above, in this regard the
results obtained by [2] guide us in our choice of saliency
methods. Deletion/insertion metrics [3, 31, 44] monitor the
evolution of the target neuron’s output when the most/least
important pixels of the input image are removed incremen-
tally [31,44] or individually [3]. Such metrics aim at check-
ing the ability of a saliency method to correctly sort the im-
portance of pixels w.r.t. to a particular model output. In
particular, ”removing” the most salient pixels identified by
a saliency method faithful to the model should result in a
strong variation of the target neuron’s output, while a less
faithful method will highlight pixels whose absence after
deletion has actually no influence on the neuron’s output.
In this work, we choose to implement an incremental dele-
tion metric, limiting ourselves to 2% of the original image
in order to avoid evaluating our saliency methods using out-
of-distribution inputs [18].
Finally, [28] evaluates the relevance of prototype-based ex-
planations by applying controlled perturbations (changes in
colour hue, shape, texture, saturation, contrast) on images
and monitoring the evolution of the similarity score for each
prototype. Note that since these perturbations are applied
on the entire image, this method is incidentally indepen-
dent of the spatial location of the target image patch. In this
work, we wish to check two properties of ProtoPNet and
ProtoTree that are related to our second research question:
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after training, does each prototype correspond to a part of
the object? during inference, do the patches from the test
image that are compared to the prototypes also correspond
to parts of the object? Therefore, we propose to focus on the
intersection between the pixels highlighted by the saliency
methods and the ground-truth segmentation of the object
(when available). We do not use the popular Intersection-
over-Union (IoU) metric because our goal is not to assert
whether each prototype covers the entire object, but rather
measure the percentage of the image patch intersecting the
object segmentation.

3. Theoretical background
In this work, we consider a classification problem with a

training set Xtrain ⊂ X ×Y . Let f be a fully convolutional
neural network (fCNN) processing images inX and produc-
ing a D-dimensional latent representation of size (H,W ).
We denote Lf = RH×W×D the latent space associated
with f . For x ∈ X , we denote f (h,w)(x) ∈ RD the D-
dimensional vector corresponding to the h-th row and w-th
column of f(x).

3.1. ProtoPNet and ProtoTree

Finding similarities in the latent space For x ∈ X ,
ProtoPNet and ProtoTree compute their decision (classifi-
cation) based on similarities between the latent representa-
tion f(x) and a set of D-dimensional vectors (r1, . . . rp)
that are learned during training and act as reference points
in the latent space. More precisely, the similarity be-
tween ri and a particular vector f (h,w)(x) is defined as
s
(h,w)
i (x) = log

(
(∥f (h,w)(x) − ri∥22 + 1)/(∥f (h,w)(x) −

ri∥22 + ϵ)
)

(ProtoPNet) or s
(h,w)
i (x) = e−∥f(h,w)(x)−ri∥2

2

(ProtoTree), where ∥.∥2 denotes the L2 distance. For each
reference point ri, si(x) ∈ RH×W is called the similar-
ity map between x and ri. The model decision process d
is a function of the aggregation of high similarity scores
s(x) = (max(s1(x)), . . .max(sp(x))): weighted sum for
ProtoPNet, soft decision tree for ProtoTree. During train-
ing, the parameters (convolutional weights) of the feature
extractor f , of the decision function1 d, and the reference
points ri are jointly learned in order to minimize the cross-
entropy loss between the prediction d ◦ s(x) ∈ Y and y,
∀(x, y) ∈ Xtrain.

Prototype projection After training, the reference points
ri are ”pushed” toward latent representations of parts
of training images, in a process called prototype pro-
jection. More formally, a prototype Pi is a tuple
Pi = (pi, hi, wi, ri), computed using a projection dataset

1The details of the decision function d are not relevant to our work,
which focuses on the method used by ProtoPNet and ProtoTree to build a
saliency map out of the similarity map si(x).

Xproj ⊂ X (usually consisting of images from the training
set Xtrain), where{

pi, hi, wi = argmin
x∈Xproj ,h,w

∥f (h,w)(x)− ri∥22

ri ← f (hi,wi)(pi)
(1)

Thus, prototype projection moves each reference point -
corresponding to an abstract vector in the latent space - to
a nearby point which is, by construction, obtained from an
image pi. Although this operation may reduce the accuracy
of the system (changing the value of the reference points ri
may increase the cross-entropy loss), it allows the system to
anchor the reference points as latent representations of real
images from the projection set.

From similarity map to part visualisation Given an im-
age x and a prototype Pi, ProtoPNet generates a visualisa-
tion of the most similar image patch in x by upsampling the
similarity map si(x) ∈ RH×W to the size of x using cu-
bic interpolation, then cropping the resulting saliency map
to the 95th percentile, while ProtoTree retains only the lo-
cation of highest similarity in si(x) before upsampling (set-
ting all other locations to 0), as shown in Fig. 2. Note that
the same method is also used to visualise the prototype itself
by setting x = pi and that prototype visualisation can be
performed once and for all after projection. However, both
approaches do not factor in the size of the receptive field2 of
each neuron in the last layers of a deep CNN. Indeed, taking
into account padding and pooling layers in the architecture
of DCNNs, the value s

(h,w)
i (x) may actually depend on the

entire image x [7] rather than a localized region.

This looks like that As illustrated in Fig. 3, during infer-
ence, for an image x ∈ X , both ProtoPNet and ProtoTree
base their decision on the comparison between the latent
representation f(x) and the representatives of the proto-
types. More precisely, for each prototype Pi, the model
finds the vector in f(x) closest to ri, corresponding to the
highest score of the similarity map si(x). If this score is
above a given threshold, then it generates and shows side
by side patches of images extracted from the prototype im-
age pi and the test image x.

3.2. Generating part visualisation with PRP and
Smoothgrads

Similar to ProtoTree, for an image x ∈ X and a proto-
type Pi, we first find the coordinates and value of the highest

2This information is actually computed in the code of ProtoPNet, but
never put to use.
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Figure 2. Generating part visualisation from the similarity map.
First, a saliency method generates a saliency map from the simi-
larity map. Then, thresholding is applied to retain only the most
salient pixels. Finally the original image is cropped to produce a
part visualisation.

similarity score
hm, wm = argmax

h,w
s
(h,w)
i (x)

sm = max
h,w

s
(h,w)
i (x) = s

(hm,wm)
i (x)

(2)

Where ProtoPNet and ProtoTree directly upsample the sim-
ilarity map to the size of the original image x, in this work
we generate saliency maps identifying the most important
pixels w.r.t. the highest similarity score sm by applying
Smoothgrads or PRP on the output of the neuron s

(hm,wm)
i .

Importantly, we perform a back-propagation of the similar-
ity score through the feature extractor f in order to take into
account its architecture and parameters. Then, we obtain a
part visualisation by using the saliency map to retain only
the 2% of most important pixels from x and cropping the
image accordingly, as shown in Fig. 2. Again, the same
method is applied in order to extract a part visualisation for
each prototype.

3.3. Measuring faithfulness

As illustrated in Fig. 4, and similar to [31], we mea-
sure the faithfulness of a saliency method to the model be-
haviour by analysing the drop in similarity when incremen-
tally ”deleting” pixels of highest relevance. In practice,

Figure 3. ProtoPNet/ProtoTree inference overview. After training
and projection, a prototype Pi is composed of an image from the
training set (pi) and a latent vector (e.g. r0 = f (1,3)(p0)). Dur-
ing inference, similarity scores are computed based on the closest
distance to each prototype latent representation and used in the
decision function d to produce the prediction. Then, part visual-
isation is applied to associate each latent vector to a patch inside
of its original image. Finally, an explanation is generated by visu-
alising side by side all relevant prototypes and their most similar
image patches in x. Best viewed in colour.

for an image x ∈ X , a prototype Pi and a given saliency
method (upsampling, Smothgrads, PRP), we first generate
the saliency map from the similarity map si(x). Then, for a
target deletion area a, we measure the drop in similarity as
follows:

• We generate an image x̃ obtained after masking out the
a% most salient pixels from x (see Fig. 5).

• We compute the value s̃m = s(hm,wm)(x̃) correspond-
ing to the similarity score of x̃ at the original location
of highest similarity.

• We compute the value τ(a) = s̃m/sm measuring the
relative drop in similarity between x and x̃.

τ(a) ≈ 1 indicates that deleting these pixels has no im-
pact on the similarity score, thus that the saliency method is
not faithful to the model. On the contrary, τ(a) ≈ 0 indi-
cates that deleting these pixels has a high impact on the sim-
ilarity score, thus that the saliency method correctly identi-
fies relevant pixels w.r.t. to the similarity score and is faith-
ful to the model. Finally, we compare the faithfulness of all
saliency methods under test by computing the Area under
the Deletion Curve (AUDC) for values of a up to 2% of the
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Figure 4. Evolution of the similarity ratio when incrementally
removing the most important pixels according to the ProtoP-
Net/ProtoTree method (upsampling, in blue), Smoothgrads (red),
and PRP (yellow). In this example, removing pixels according to
upsampling has little to no effect on the similarity score, suggest-
ing that the explanation is incorrect. On the contrary, when remov-
ing only 1% of the image according to Smoothgrads, the similarity
score drops to 2% of its original value, suggesting that the explana-
tion focuses on actual regions of interest for the model. The same
result is achieved when removing only 0.5% of the image accord-
ing PRP, indicating an even more precise explanation. Moreover,
reaching a similarity ratio lower than 10% indicates that the expla-
nation method has successfully identified the most relevant pixels
of the image patch and gives an indication on the effective size of
the image patch. Best viewed in colour.

total image area (as indicated in Sec. 2, we restrict ourselves
to deleting a small portion of the original image in order to
avoid unexpected behaviours from the DCNNs [18]). Inter-
estingly, identifying the minimum deletion area leading to a
significant drop in similarity also provides an indication re-
garding the size of the effective receptive field of the model
w.r.t. to a given neuron. Indeed, as shown in Fig. 4, reach-
ing a similarity ratio τ(a) < 0.1 indicates that the deleted
pixels amount to 90% of the similarity score, thus that the
area of the effective receptive field is close to a.

3.4. Measuring relevance

In order to verify that the model is producing decisions
based on parts of the object rather than elements of the back-
ground, we measure the relevance of both prototypes and
their most similar patches in test images. As mentioned in
Sec. 2, we measure the relevance of an image patch as its in-
tersection with the object segmentation, assuming that such
information is available in the training data. In practice, for
a given saliency method, an input image x and a prototype

Figure 5. From a saliency map generated by a saliency method
(left), we progressively mask out a growing area of image x, se-
lecting the most salient pixels first, and generate perturbed images
x̃ (right). By studying the impact of perturbed images on the sim-
ilarity score, the deletion metric evaluates the faithfulness of the
saliency method.

Pi, we first identifies the 2% most salient pixels of x w.r.t.
the maximum similarity score. If few or none of these pixels
(less than 5% in practice) intersect the object segmentation,
then the image patch is considered irrelevant, as it mostly
focuses on the background. As shown in Fig. 1, different
methods lead to different saliency maps that produce image
patches with different relevance. The effective relevance of
prototypes and patches from the test image is therefore de-
pendent on the faithfulness of the chosen saliency method.

4. Experiments
Setup We perform our experiments on two popular fine-
grained datasets: the CUB-200-2011 [47] dataset (CUB)
contains 11,788 images belonging to 200 bird species - split
into 5,994 training images and 5,794 test images - and pro-
vides the object bounding box coordinates and segmenta-
tion mask for each image; the Stanford Cars [49] dataset
(CARS) contains 16,185 images belonging to 196 car mod-
els, evenly split into training and test images. Addition-
ally, for ProtoPNet, we use the cropped images of the CUB
dataset - which we denote CUB-c - during training and in-
ference. As summarized in Table 1, for both models, we
primarily use a Resnet50 [19] feature extractor (backbone),
pretrained on the iNaturalist [21] dataset (CUB) or the Ima-
geNet [14] dataset (CARS), with images of size 224× 224.
In order to compare results across different feature extrac-
tors, we also train a ProtoPNet on CUB using a VGG19 [40]
network (pretrained on ImageNet).

For saliency methods, we use the code of PRP [17]
kindly provided by the authors. For Smoothgrads [41], we
use 10 noisy samples per image and dynamically set the
value of σ using a noise ratio of 0.2 (i.e. σ = 0.2×∆x). For
both methods, we post-process the saliency map by succes-
sively averaging the gradients at each pixel location across

6



Model Backbone Dataset Accuracy

ProtoPNet
VGG19 CUB-c 75.1%

ResNet50
CUB-c 72.5%
CARS 71.4%

ProtoTree ResNet50
CUB 83.1%

CARS 83.2%

Table 1. Accuracy of the self-explaining models used in this work.
CUB-c denotes the cropped CUB-200-2011 dataset.

Model Backbone Dataset Method
Up. PRP S ⊙ I

Prototypes

ProtoPNet
VGG19 CUB-c 82/148 77/139 74/136

ResNet50 CUB-c 78/142 62/121 74/132
CARS 91/176 61/136 68/141

ProtoTree ResNet50 CUB 196/190 153/130 181/164
CARS 192/181 150/142 175/168

Table 2. Average Area Under the Deletion Curve (AUDC↓) of
prototypes (left value) and test patches (right value) generated by
ProtoPNet and Prototree when using upsampling, Smoothgrads
(S ⊙ I) and PRP. For readability, all values are rescaled by a fac-
tor 10,000, with AUDC=200 corresponding to a similarity ratio τ
maintained at 100% for all deletion areas up to 2% (see Fig. 4).

the RGB channels, taking the absolute value (putting equal
emphasis on strongly positive and negative gradients), and
applying a 5 × 5 Gaussian filter in order to avoid isolated
gradients due to max-pooling layers inside of f .

Faithfulness of patch visualisation We evaluate the
faithfulness of the saliency methods under test by measur-
ing the AUDC (as described in Sec. 3.3) when visualising
prototypes after training, but also on patches of images from
the test set during inference: for ProtoTree, we apply the
saliency method only when a positive comparison is estab-
lished between a patch of the test image and a prototype
(right branch of each decision node); for ProtoPNet, we ap-
ply the saliency method on the 10 patches of the test im-
age that are most similar to any prototype of the inferred
class. The AUDC score is measured by using deletion ar-
eas between 0% and 2%, with an increment value of 0.1%.
As shown in Table 2, in all cases, the upsampling method
used in ProtoPNet and ProtoTree leads to a higher AUDC
score than Smoothgrads or PRP. This confirms the impreci-
sion pointed out in [17] and extends the issue to ProtoTree.
Moreover, except in the case of ProtoPNet on CUB-c using
a VGG19 backbone, PRP seems to provide a more faith-
ful saliency maps than Smoothgrads (lower AUDC), at the
cost of a higher computing time due to its rules for rel-
evance propagation (on a Nvidia Quadro T2000 Mobile,
a single PRP relevance propagation is approximately 1.4
times slower than Smoothgrads with 10 noisy samples).
However, we note that the AUDC scores between upsam-
pling, Smoothgrads and PRP are fairly similar on the CUB-

Figure 6. Average similarity ratio v. deletion area when using
PRP for visualising prototypes. The average similarity ratio drops
”faster” for ProtoPNet prototypes than for ProtoTree, suggesting a
greater effective receptive field for ProtoTree prototypes.

c dataset, which is probably due to the image cropping that
increases the relative area of the bird inside of the image
and decreases the probability to miss the important pixels,
even with a random guess.

Interestingly, as shown in Fig. 6, when extending the
deletion area to 10% of the image, we note that on average,
the drop in similarity ratio (τ(a) < 0.2) occurs below 2%
for ProtoPNet prototypes when using ResNet50, and around
7% for ProtoTree prototypes or ProtoPNet using VGG19.
Since the similarity ratio eventually reaches values below
0.2, this result does not question the faithfulness of PRP
explanations. As mentioned in Sec. 3.3, this effect rather
suggests that the size of the effective receptive field of Pro-
toTree prototypes (or ProtoPNet using VGG19) is larger in
general than ProtoPNet with ResNet50, even on the same
dataset (CARS). For ProtoPNet with VGG19, this suggests
a sensitivity of the model to the underlying backbone, an
hypothesis that is reinforced by the next experiment. For
ProtoTree, this may be due to the fact that the decision tree
shares prototypes among all classes and therefore does not
focus on very small details, contrary to ProtoPNet. This ef-
fect is also present when using Smoothgrads but seems un-
correlated to the depth of the prototype inside the decision
tree (see Supplementary material). Moreover, this clarifies
the discrepancy in AUDC scores between ProtoPNet and
ProtoTree visualisations. In particular, using the same fea-
ture extractor (Resnet50) on the same dataset (CARS), Pro-
toPNet visualisation with PRP reaches significantly lower
AUDC scores (61 for prototypes, 136 for test patches) than
ProtoTree (150 for prototypes, 142 for test patches).
This first experiment confirms that the upsampling method
implemented in ProtoPNet and ProtoTree produces less
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Model Backbone Method
Up. PRP S ⊙ I

ProtoPNet VGG19 15.4% / 23.3% 10.% / 16.6% 11.35% / 19.9%
ResNet50 2.0% / 8.8% 1.3% / 8.0% 1.0% / 6.1%

ProtoTree ResNet50 35.4% / 51.9% 0.5% / 0.5% 8.7% / 14.5%

Table 3. Percentage of prototypes (left value) and test patches
(right value) with less than 5% of intersection with the object
(CUB dataset).

faithful image patches than PRP of Smoothgrads. There-
fore, the explanations provided by default in these models
do not necessarily reflect the actual behaviour of the model.

Relevance of patch visualisation In this experiment, we
use the segmentation masks provided by the CUB-200-2011
dataset (such information is not provided with the Stanford
Cars dataset). As indicated in Sec. 3.4, we measure the per-
centage of saliency masks not intersecting the object (inter-
section of less than 5%), for both prototypes and test image
patches. As shown in Table 3 and illustrated in Fig. 7, the
imprecision of the upsampling visualisation method used in
ProtoPNet and ProtoTree leads to a false sense of model
bias. In particular, when using the upsampling method,
more than a third (35.4%) of ProtoTree prototypes and half
(51.9%) of the test image patches seem to be focusing on
elements of the background rather than the bird. However,
when using a more faithful saliency method such as PRP
(or even Smoothgrads), we notice that only 0.5% of the
prototypes (i.e. a single prototype) and 0.5% of test image
patches are actually irrelevant. Note that this gap between
results is again more limited for ProtoPNet where images
from the CUB dataset are cropped (in order to achieve a
better accuracy) and where the upsampling method is less
likely to ”miss” the object entirely. Finally, when apply-
ing the PRP method on ProtoPNet, we also notice that the
percentage of biased prototypes and test image patches is
significantly more important when using VGG19 as a back-
bone, compared to using Resnet50, which raises the ques-
tion of the sensitivity of prototype-based architectures to the
underlying backbone architecture or to the pre-trained fea-
tures.
In this second experiment, we have shown that the apparent
bias of ProtoPNet and ProtoTree suggested by the use of up-
sampling is largely mitigated when using PRP and Smooth-
grads. Far from contradicting the results of [17], this mainly
confirms that the use of an unfaithful saliency method for
generating image patches provide unreliable information re-
garding the actual decision-making process of the model
and can be detrimental to the trust in self-explaining models
in general.

Figure 7. Visualisation of prototypes from a ProtoTree trained on
CUB-200-2011 using upsampling with cubic interpolation (blue),
Smoothgrads (red) or PRP (yellow). In these examples, the up-
sampling strategy misses the object, given a false sense of bias in
the model. Best viewed in colour.

5. Discussion and future work

Although case-based reasoning architectures for image
classification constitute a first stepping stone towards more
interpretable computer vision models, such architectures
still suffer from several shortcomings that may hinder their
widespread usage, especially in critical applications. In this
work, we have shown that even though such models might
produce a correct decision for the right reasons (this indeed
looks like that), they may yet fail to properly explain this
decision by incorrectly identifying appropriate parts of the
images (prototypes and test image patches). In particular,
more faithful saliency methods such as PRP and Smooth-
grads can help uncover biases [17] or - in our experiments
- disprove apparent biases of the model. As indicated in
Sec. 2, this issue is likely not restricted to ProtoPNet or Pro-
toTree, since ProtoPShare, ProtoPool, Deformable ProtoP-
Net and TesNet share a common code base inherited from
ProtoPNet that includes the upsampling method for patch
visualisation.

Additionally, in order to achieve performance (e.g. ac-
curacy) on par with non-interpretable methods, case-based
reasoning architectures rely on complex feature extractors
such as DCNNs, under the assumption that proximity in the
latent space entails similarity in the visual space. However,
as shown by [20], such assumption may not always hold.
Moreover, according to our own experiments, the relevance
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of prototypes and test image patches may vary depending
on the choice of backbone architecture (e.g. Resnet50 or
VGG19), or at least depending on the nature of the pre-
trained features used at the beginning of the training pro-
cess. Finally, proving that the model is indeed focusing on
the object to produce its decision does not imply that such
decision is based on understandable rather than abstract in-
formation. In this regard, although the work of [28] can help
shed some light on the visual cues (colour, shape, hue, etc)
used to determine similarity, some similarities between im-
age patches remain unintelligible. This suggests that case-
based reasoning architectures using DCNNs for feature ex-
traction are not actually explainable-by-design, in the sense
that a decision-making process based on distance in the la-
tent space is not sufficient to guarantee interpretability. As a
consequence, we also argue that raw performance (e.g. clas-
sification accuracy) should not be used to compare such ar-
chitectures, as it may drive the research community towards
models focusing on more abstract features.

In a future work, we first wish to extend our study
to other case-based reasoning models. In particular, Pro-
toPool [34] uses a focal similarity to ensure the locality of
prototypes and to reduce the probability of the model learn-
ing elements of the background. Using the metric described
in Sec. 3.4, this gain in prototype relevance could be quan-
tified. Finally, as stated above, there exists a dire need for
metrics for evaluating the understandability of explanations
in a systematic manner and, in the case of prototype-based
architectures, to properly quantify visual similarity.
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Figure 8. More examples of visualization of prototypes from a
ProtoTree trained on CUB-200-2011 using upsampling with cubic
interpolation (blue), Smoothgrads (red) or PRP (yellow).

Figure 9. Distributions of similarity ratios v. percentage of dele-
tion area when visualising prototypes using PRP.

6. Supplementary material
6.1. More prototype visualisation with Smooth-

grads and PRP

Fig. 8 illustrates how using more faithful visualisation
methods, such as PRP or Smoothgrads, rather than upsam-
pling can improve the trust that the user can have in the
model. In these examples, the upsampling strategy shows
image patches focused on the background and gives a false
sense of bias in the model, while PRP and Smoothgrads -
which provide more faithful saliency maps - are focusing
on elements of the bird.

6.2. Distribution of similarity ratio v. deletion area
on ProtoTree visualisation

In addition to the results presented in the paper focusing
on the average similarity ratio v. deletion area, in this sec-
tion we study the distribution of similarity ratios for a given
deletion area (here 0.5%, 1%, 1.5% and 2%). As shown in
Fig. 9, we notice a ”sandglass” effect on the distribution of

(a) Using PRP.

(b) Using Smoothgrads.

Figure 10. Distributions of similarity ratios v. percentage of dele-
tion area when visualising ProtoTree prototypes

(a) Using PRP

(b) Using Smoothgrads

Figure 11. Distributions of similarity ratios v. percentage of dele-
tion area when visualising test patches during inference.

similarity ratios for ProtoTree prototypes: for low deletion
areas (≤ 1%), the similarity ratio for all prototypes is close
to 1. Then, from 1.5% up to 4-5% (Fig.10a), the distribution
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(a) On CARS

(b) On CUB

Figure 12. Distributions of similarity ratios v. percentage of dele-
tion area when visualising ProtoTree test patches using PRP during
inference. Results are sorted by depth inside of the decision tree.

of similarity ratios slowly shifts towards 0. This suggests
that the drop in similarity does occurs uniformly for all pro-
totypes, but rather in a ”continuous” manner, i.e. that Pro-
toTree prototypes have a wider range of size for their cor-
responding effective receptive fields than ProtoPNet proto-
types. Moreover, as shown in Fig. 10b, the sandglass effect
is also present when using Smoothgrads and when visual-
ising image patches during inference (Fig. 11). Moreover,
as shown in Fig. 12, this effect is seemingly uncorrelated to
the depth of the prototype inside of the decision tree. This
suggests that ProtoTree does not necessarily focus on finer
- and smaller - details in the last stages of the decision pro-
cess.
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