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Abstract. Despite initial fears of a renewed AI winter, the current sum-
mer seems to have no end in sight. AI in general and Deep Learning in
particular are permeating a growing number of our daily applications
with an undeniable added value. As with Computer Science itself, this
increasing entanglement with our lives calls for a special attention to
safety and demands adequate verification and validation methods and
tools to assist in the development of reliable AI. In this paper, we present
the AIMOS tool as well as the results of its application to industrial use
cases. Relying on the widely used Metamorphic testing paradigm, we
show how the process of verification and validation can benefit from the
early testing of models’ robustness to perturbations stemming from the
intended operational domain.

Keywords: metamorphism · testing · artificial intelligence · neural net-
works · support-vector machines · verification and validation

1 Introduction

Advocating for the added value of AI in many industrial applications is becoming
as unnecessary as justifying the usefulness of computer science itself. Indeed,
while the jury is still out on the future of some aspects such as Artificial General
Intelligence, the stakeholders in general and the AI community in particular
seem convinced that AI winters are a thing of the past. As a matter of fact,
the recent developments, particularly in the subfield related to Neural Networks
(NN), have shown a phenomenal ability to assist humans in numerous, albeit
specific, tasks such as image recognition and some limited forms of command
and control.

While the efficiency in these tasks is far from sufficient to completely replace
all systems, they can still be of great value as subcomponents in more traditional
cyber-physical systems such as vehicles and electronic devices. In some of these
systems, reliability is more than a desirable feature, it can be a critical sine qua
non for the adoption of an AI-based component. This makes any method and
tool able to aid in the verification and validation process a useful commodity.
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In this paper, we report on one such tool, AIMOS, specialized in metamorphic
testing for AI, and its application on two industrial use cases.

1.1 Our contribution

Our contributions can be summed up by the following:

1. We propose a methodology to assess the stability of an AI system on a given
dataset based on the specification and the test of metamorphic properties.

2. We provide a model-agnostic tool that implements and automates the entire
process of applying these metamorphic properties on the inputs and outputs
of an AI model, and of comparing and compiling the result of the subsequent
test into a stability score which can then be presented in a graphical way.

3. We apply our method and tool to two industrial use cases with different
metamorphic properties to show their usefulness.

1.2 Related work

Invented by T.Y. Chen and others in a technical report in 1998, later repub-
lished [2], metamorphic testing was then applied to many domains, from embed-
ded systems [13] to bioinformatics [9], including machine learning [4]. A com-
prehensive survey [10] of these applications was conducted, closely followed by
another [3], this time by the original authors.

As traditional testing methods are inherently limited when applied to ma-
chine learning models, metamorphic testing has been considered as a viable
alternative, particularly for critical uses of AI-based components. One of the
predominant use case where metamorphic testing has been used is autonomous
driving, with [5], which focuses on identifying implementation bugs in machine
learning based applications, [12] and [14] that concentrate on deep neural net-
works for autonomous driving and [15] that uses metamorphic testing on Apollo
(Baidu’s self-driving vehicles on-board software).

From there, various other use cases have also been tackled, such as au-
tonomous drones, in [8], where metamorphic testing is used in combination with
model based testing to test autonomous drones. Another use case is neural ma-
chine translation (NMT) models, where in [?], another metamorphic testing
approach is proposed, called structure-invariant testing, specially designed for
NMT models. In [?] mutation is combined with metamorphic testing to detect
inconsistency bugs in NMT models, to provide tests for real-world machine learn-
ing translation models and repair the mistranslations found during the testing
phase.

While also based on metamorphic properties, and more specifically on ge-
ometric transformations, the work in [1], specific to neural networks, tries to
formally verify a neural network against these metamorphic transformations. By
computing linear relaxations for these transformations, they are able to prove,
by using external formal verification tools, the robustness of the model around
a set of selected inputs.
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Overall, while there are plenty methods and tools to apply metamorphic
testing to AI models, all of them have been designed either for a specific use
case or for a specific technology (e.g. deep neural networks built with Keras), and
therefore they lack adaptability for other AI systems or metamorphic properties.

In contrast to these methods, the tool presented here is self-sufficient, does
not rely on other provers and is completely task agnostic. In a sense, AIMOS
allows to rapidly test a much larger set of inputs in a much shorter time, which
offers a simple and rapid early problem detection mechanism. In layman’s terms,
our testing is useful to cover a much larger ground surface, detecting unwanted
mines, so to speak, with little cost and in little time, whereas the formal ver-
ification techniques such that of [1] can verify at a much deeper level a much
smaller space.

2 Background

2.1 AI in this document

As the aim of AIMOS is to be as agnostic as possible, the necessary background
to understand it and the work presented in this paper is henceforth quite small.
In this document, we simply consider any type of AI model to be a function
p : X → Y with X its input space and Y its output space. We call this function
the inference function of the AI model. In that sense, we consider any AI model
such as Neural Networks, Support Vector Machines (SVM), Decision Trees, ...
as a black box to be tested by AIMOS. The inherent specificities of each model
type will not impact our testing procedure.

2.2 Metamorphic property

Simply stated, the main idea behind metamorphic testing is that certain rela-
tionships (e.g., R1, R2) on some inputs (e.g., a, b, c) should induce, in a sound
software S, other relationships (e.g., R′

1, R
′
2) on the outputs. For example:

∀a, b, c, R1(a, b) ∧R2(b, c) → R′
1(S(a), S(b)) ∨R′

2(S(b), S(c))

Consider the most common example: a software S that computes the minimal
cost of travel between two points, a and b, in an undirected graph. Even if the
actual result of this operation is not known, it is possible to generate an arbitrary
number of tests using the knowledge that the result should be impervious to
symmetry. Here, the relation between the inputs (a, b) and (b, a) is the symmetry,
and the relationship on the outputs S(a, b) and S(b, a) is the equality. Such a
process can be considered a generalization of the data translations techniques
mentioned above (rotations, flip, etc.,), since they can all be mathematically
described, making them a subset of metamorphic properties. Crucially, focusing
on metamorphic properties opens the possibility of more general data generation.
Indeed, the relationships can be more complex. Consider an evolution S′ of the
software S above, that takes as input a point of origin o and a list L of points
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and computes the lowest cost for package delivery to all of them and come back
to the origin. One can generate numerous partitions of L into lists L1, L2, ...,
and the sum of the results of calls S′(o, Li) should be greater or equal than the
result of S′(o, L). (For the mathematically inclined: ∀L1, . . . , Ln, L =

⊕n
i=1 Li →

S′(o, L) ≤
∑n

i=1 S
′(o, Li), where

⊕
is the list concatenation).

To apply this concept, a metamorphic property will rely on the following set
of functions:

– the input transformation fi : X → X , (e.g., if fi is used for R1 above, then
fi(a) = b)

– the output transformation fo : Y → Y,

– and the inference transformation fpred : (X → Y) → (X → Y).

In that definition, fi will be a transformation on the input space. This can be
seen as a function that produces a perturbation on the inputs, either through
adversarial attacks, symmetries, rotations or noise. Similarly, fo represents the
expected transformation on the outputs which could be the identity, a symmetry,
etc. When checking for an unchanged classification for example, fo will be the
identity. These two functions are completed by a transformation on the inference
function of the model, as this function can also depend on the setting, as it will be
shown later with the ACAS Xu use case (Section 5.3). We note p′ = fpred(p) to
ease the notation, most of the time, however, fpred will be the identity function as
we infer the result keeping the same function. This function only targets specific
use case with multiple decision models. From there, this metamorphic property
can be applied to any given subset of X and a model as defined by its inference
function p(x).

3 Metamorphic testing

As mentioned, our approach aims at testing a given AI model on a dataset using
metamorphic properties. As such, we present a tool named AIMOS, standing for
AI Metamorphism Observing Software. This approach and tool are black-box as
we do not use in any way the intrinsic characteristics of an AI model, we are
treating the model as an inference function.

Our approach with AIMOS improves the usual approaches which only test
a model against a perturbation without considering potential change to the
output. Indeed, a transformation on the input space can also be linked to a
transformation on the output space, e.g., a symmetry on the input can mean a
symmetry on the outputs as well (e.g., a left arrow becoming a right arrow). A
rough schema of the principle behind AIMOS is shown in Figure 1.

AIMOS is implemented in Python as it is the most commonly used language
for AI nowadays to allow an easy interface with numerous AI frameworks, such
as TensorFlow/Keras, PyTorch, scikit-learn, and others. By default, AIMOS
supports different format for inputs (e.g.,.png, .jpg, .csv, etc) and for models (.h5,
.pb, .onnx, .nnet) and implements different classical metamorphic properties
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Fig. 1. AIMOS principle

(rotation, brightness, dead pixels, etc.,). It can be easily extended with specific
loader or properties with simple Python functions.

Figure 2 shows an example configuration file of AIMOS to launch a simple
test on CIFAR-10 easily. AIMOS aims to allow the user to provide a more flexible
and complete framework for property testing thus specific efforts were made in
order to simplify the various APIs in AIMOS such as this config file. In the same
figure we show a simple developed graphical interface for AIMOS, once again to
ease its usage.

Fig. 2. AIMOS user interfaces: a configuration file (left) and its GUI (right)

As we are agnostic of the model type used, AIMOS can compare different
types of models or architectures and, in turn, provide incentives for a choice
between one type or another. As such, this permits comparisons between simi-
lar models types but with different architectures (e.g., one Convolution vs two
Convolution layers) but also between very different architectures (e.g., Neural
Networks vs SVMs vs Decision Trees) in similar settings, or also of simply dif-
ferently trained models.
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The aim of this approach is to rapidly and widely test a given AI model on
a given dataset. This testing can serve to exhibit inefficiencies of the models,
compare them to gauge the most stable ones, etc. Thus, while being far from a
panacea for validation (but, indeed, no tool can pretend to that status) AIMOS
can be an important part of an AI development process, providing a framework to
facilitate and automate a rapid testing procedure. The metamorphic properties
themselves, as part of the testing procedure, should be carefully selected to
provide a good criterion of evaluation for the model when tested with AIMOS.
For instance, if the problem represented by the AI model does not present any
axe of symmetry, it would be of little value to test it against that.

4 Use cases

4.1 Welding use case

The first use case considered for the testing of AIMOS is the control of the
conformity of welds of rear axles on a vehicle production line of Renault at
a factory in Le Mans. This control is realized by the analysis of the image of
the weld by an algorithm which has been trained on weld images labelled by a
professional operator.

In Renault’s quality process, the need was expressed to test the performance
of the algorithm beyond its accuracy. To assist in this task, test cases have to
be defined in which the initial test images will be degraded following some spe-
cific criteria. These degradations were selected by Renault by analyzing their
Operational Design Domain (ODD) for this system. Defined initially in the con-
text of autonomous vehicles in the standard J3016, ODD can be extended to any
autonomous system such as this algorithm. Therefore, the ODD defines the oper-
ating conditions under which a given system is designed to function, including,
but not limited to, environmental, geographical, and time-of-day restrictions,
and any other characteristic of interest.

In Figure 3, we can see the result of Renault’s context analysis on the problem
with both the fixed input parameters (AD) and the ODD parameters to take
into account for testing.

Through the analysis with AIMOS of the algorithm results on the original
quality image and on the degraded image, Renault aims to gauge the perfor-
mance of a given model but also to define the tolerance of the system with a
confidence indicator. This tolerance will then be used in the scope of other works
in the monitoring of each characteristic of the ODD. Indeed, it bears repeating
that such metamorphic testing is far from being a comprehensive answer to any
and all validation process, and the properties it tests are not the be-all and end-
all of safety assurances. But such a process remains an essential part of software
validation and its extension to AI is actively pursued by industrial and academic
actors alike.

Two models are currently being used by Renault depending empirically on
where they achieve the best results:
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Fig. 3. ODD Renault Welding

– Models generated automatically through Google’s AutoML framework.
– Specific models created by data scientists at Renault internal research and

development lab, henceforth named RD.

These models have different architectures. The AutoML models are using
a succession of 52 convolution layers including 17 depth-wise convolution and
some residual connections. The RD models are built by combining a pre-trained
mobilnet-v1 neural network on the ImageNet dataset to work as a feature ex-
tractor and Support Vector Machine (SVM) trained on the output of the first
NN. Both models take the image as input after a resizing and have two outputs:
whether the weld is OK or it needs to be reworked.

4.2 ACAS Xu use case

The second use case we will tackle is the widely known ACAS Xu as presented
by [7] as an Airborne Collision Avoidance System for unmanned vehicles. As
opposed to regular and large lookup tables producing advisory, this system uses
a deep neural network to produce the advisory to avoid midair collisions. The
approach was partly introduced to reduce the memory requirements for hardware
of the original 2 GB tables down to 3 MB. The authors in [7] express concerns
on the certification of such a system based on neural networks and, indeed, in
such safety critical systems a basis of trust in those systems should be built.

Fig. 4. ACAS Xu setting

Figure 4 shows the different pa-
rameters of the problem. Two ad-
ditional parameters, τ (s), the time
until loss of vertical separation and
aprev (°/s) the previous advisory, com-
plete the 7 input parameters of this
use case. Five advisories are possible
for the system: ”Clear-of-Conflict”,
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”Weak right”, ”Strong right”, ”Weak left”, or ”Strong left”, corresponding re-
spectively to the heading rates 0°/s, -1.5°/s, -3.0°/s, 1.5°/s and 3.0°/s. By dis-
cretizing the last two inputs τ and aprev with respectively 9 and 5 values, 45
networks are created, one for each combination. Each network is composed of five
inputs and 6 hidden layers of 50 neurons each with ReLU activation functions.
We denote their respective inference functions as pτ,aprev

.
As mentioned, the concerns on such a system are related to certification and

how to show that the DNNs are well representing the properties of the original
problem and tables. For example, the setting and the original tables in this use
case are symmetric alongside the ownship heading direction. In that sense, we
should observe here the same symmetry on the DNNs trained from the tables.

5 Experimentation

As AIMOS does not require more than the inference function of the selected
AI model and its execution in terms of computing power, it can be run on a
similar architecture as the one normally used for the inference of the model. In
this section, all the experimentations were run on a 16 cores and 64 GB RAM
server.

5.1 Renault Welding use case

For the Renault Welding use case, we will consider 3 different production lines
called C10, C20 and C34 and their corresponding weld. As seen in Figure 5, each
weld has different characteristics such as lighting conditions or orientation. All
the images are initially Full HD images which are then resized for the inference
with the models. Our test set is composed of several hundreds of images depend-
ing on the weld (898 for C10, 1069 for C20 and 1070 for C34).

Fig. 5. Welds C10, C20 and C34 of a rear axles production line. (from left to right)

For the purpose of this use case, we compare the two available types of mod-
els on each of these production lines with five different AutoML trained models
(TFLite) and one Renault own in-house model (pickle format). The accuracy of
all models is on average over 97% and is thus sufficient to be able to correctly
consider their stability to metamorphic properties.

For each of these models, we will focus on the blur perturbation as it is
included in the ODD defined by Renault. The range chosen to test this per-
turbation is purposefully quite large to include the ODD of Renault but also
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Fig. 6. Example of blur applied on a C34 weld image. Left is original image, middle
has a kernel size of 10 and right of 20.

show results outside this zone. The resulting perturbations can thus also imply
that the image should not be recognizable by the human or the model. Follow-
ing this, the metamorphic property tested is the absence of classification change
after applying the perturbation and are defined more formally as follows:

– fi(x) = blur(x, k) where blur is a convolution by a kernel with k ∈ [1, 20]
the kernel size chosen for the blur with a step of 1.

– fo(x) = x and fpred(x) = x

5.2 Results on the Renault Welding use case

The blur modification is created using a normalized box filter which is convo-
luted to our original image through the OpenCV library. Given the size of the
chosen filter each pixel is averaged with its neighbors and thus blurred. In Re-
nault’s setting this blur can come either from the sensors themselves, i.e., the
camera settings are slightly off, or from vibrations caused by the production line
operation. For our testing, we will consider a filter size ranging from 1 to 20.
The effect on the intensity of the blur can be seen on Figure 6.

As shown in Figure 7, the different AutoML models, which have the same
architecture, present a similar trend in their response, i.e., the stability of the
model drops quickly for low perturbation then plateaus at a lower level. Some
variations can nevertheless be seen between the models, such as with the first
and third model of C20 or the fifth of C34, showing the differences here that the
training can bring even at similar accuracy.

On the contrary the RD model on each weld presents greater stability than
AutoML models up until a certain point, then drops drastically in stability.
This drop, at varying kernel sizes for each weld, shows the limit of the model
before it fails to even identify the weld and thus infers a rework is needed for
everything (here the test set presents a majority of OK labelled welds). This
clearly contrasts with the AutoML models which tend to classify everything as
OK at high blur values. After further discussion with Renault, the results of the
AutoML models is indeed problematic as it is overly robust and is not desirable
for them. Indeed, at high blur level, which are not recognizable by a human, the
default action should be to ask for a rework and not the validate the weld.

The different models’ responses between the different welds also vary in in-
tensity, showcasing that the setting of each weld can bring different responses.
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Fig. 7. Stability of the models on the C10, C20 and C34 welds for the blur property with
kernel size ranging from 1 to 20. Value points are linked only for aesthetic consideration
to improve readability as AIMOS does not perform interpolation.

C10 drops in stability are the most moderate with AutoML models staying above
90% whereas it goes down as low as 53% for C20’s fourth model and 80% for
C34’s third model. A possibility here is that the blur is more present in the
training dataset for certain production lines as it occurs more frequently there,
leading to a better stability.

With these results from AIMOS, metrics can be defined on the stability at a
given blur kernel and thus include this indicator in a quality process at Renault
to validate or not a model. This could be further linked with other results on
different perturbations such as brightness, rotation, etc. Of course, all of this
should remain coupled with some performance indicator like the accuracy of the
model to avoid selecting models outputting constant values (which would always
be stable).

As a preliminary work, further testing were also made with AIMOS to com-
pare different type of robust training for the models. Randomized smoothing or
1-Lipschitz models were thus compared to original models. Nevertheless, no clear
conclusion were found as some of them appear overly robust like the AutoML
models and other present varying degree of stability. A more complete study
should be pursued and linked to the full ODD of Renault.

Overall, the chosen perturbation for this paper was kept simple for pedagogi-
cal concerns, and more complex perturbation (rotation on top of blur, etc) could
be used. Even so, we already see here some notable differences between the vari-
ous model types and architectures in the way they respond to these metamorphic
properties. In fact, the results on these properties have shown the utility of this
tool to Renault. We are currently collaborating to extended our work on the
rest of the control elements as defined in Renault’s Operational Design Domain.
AIMOS would then be able to be integrated in Renault’s quality process.
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5.3 ACAS Xu use case

For the ACAS Xu use case, we tested the symmetry of all 45 models to a sym-
metry alongside the ownship heading axis. The models are available under the
NNet format and AIMOS is able to directly read and infer from this format.

For our tests, we defined two test scenarios on different ranges of input. The
first one is defined on the full range of the five inputs, and we pick 100 000 test
points uniformly on this range. We remarked that more than 85% of these points’
output was ”Clear-of-conflict”. As such while it should remain unchanged by the
symmetry it did not allow to fully test this transformation on the output right
and left. We then defined a second scenario and selected 100 000 uniformly on
a more restricted part of the input space. This subspace was chosen so that a
majority of the inputs in that subspace are predicted as either ”Strong right” or
”Strong left” or if τ is high as ”Clear-of-conflict”. For smaller τ , around 95% of
the inputs is for each network either ”Strong right” or ”Strong left”

Finally, as explained previously, the 45 networks were discretized through
the previous advisory as such when considering a symmetry on the system,
the previous advisory should also be symmetrized, leading to inferring the result
with a different network. This is the incentive behind the extension (mentioned in
Section 1.1) of metamorphic testing from the usual transformations on the inputs
and expected transformations on the output to include also transformations on
models themselves. In that sense, we defined the metamorphic property tested
here as follows:

– fi((ρ, θ, ψ, vown, vint)) = (ρ, −θ, −ψ, vown, vint)
– fo(a) = −a with a in °/s
– fpred(pτ,aprev

) = pτ,−aprev
.

5.4 Results on the ACAS Xu use case

Overall, the stability of the models w.r.t. to our defined symmetry metamorphic
property is quite high on the full input space as the average stability over all 45
networks is above 97%, even the worst network drops only to 94%. Nevertheless,
on a more restricted space we can see more difference w.r.t. to the previous
advisory. Indeed, on average over the previous advisory we are at 89.7% stability
with ”Clear-of-Conflict” and with Left advisories we are at 95% while we are
above 99.6% for Right advisories. This shows a clear imbalance between the
models of left and right previous advisory. On the other hand, there does not
seem to be any correlation between τ and the stability.

Figure 8 shows the differences between networks in function of τ when the
previous advisory is ”Clear-of-conflict”, where the stability is the lowest. In fact,
this comes from the 3 models with intermediate values of τ that show only 66%,
67% and 76% of stability to the symmetry. As the network should have trained on
fully symmetrical tables, this results shows a discrepancy between the networks
and the table and that further training might be necessary for these networks.

This second use case and the metamorphic property tested with AIMOS
are presenting more complex and essential properties that one can test using
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Fig. 8. Stability of the ACAS Xu models with ordered by τ with previous advisory
being ”Clear of Conflict” on the restricted space.

our tool. Indeed, such considerations, like the symmetry of the model trained,
should certainly be considered when the dataset and what it represents are also
symmetrical. In the same idea, rotation or translation properties can also be
considered by AIMOS. All these types of properties can in turn help to design a
more comprehensive dataset for further training if needed, e.g., in case some con-
figurations were underrepresented. As an additional note, such properties have
also been tested in two other settings in maritime and avionics use cases (e.g.,
with our Technip Energies partners, as a part of a larger reliability assessment,
mentioned in [11]).

6 Conclusion

We presented AIMOS, a metamorphic testing tool specialized in AI applications,
as well as the results of its usage in industrial contexts. Through these results,
we hope to advocate for the inclusion of such tools in the verification and val-
idation process of AI-based components. AIMOS will be made freely available
for teaching and research purposes as a part of an ongoing effort to increase the
awareness of reliability issues in the future generations of AI practitioners. It
will also be integrated in more holistic open-source platforms for characterizing
safety in AI systems such as CAISAR [6].

This participation in a greater effort for validation will allow AIMOS to col-
laborate more closely with other tools, such as formal provers. By integrating
in a wider platform, we also hope to facilitate the application of AIMOS to the
AI-based components of software products that also have non-AI-based compo-
nents, which is essential for system-wide verification and validation.

Further future work, more intrinsic to AIMOS, is the coverage of more trans-
formations. Several of our industrial partners have expressed the need for specific
transformations, beyond the usual ones such as rotation and luminosity. These
are related to the operational domains of our partners which prevents us from
detailing them further.

Finally, we are investigating application to another type of use cases, very
prevalent in the industry, which is time series. Here again, several partners are
particularly interested in time-series-specific transformations and this is part of
our medium-term plans.
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