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ABSTRACT
The ab initio GW plus Bethe–Salpeter equation (GW-BSE, where G is the one particle Green’s function and W is the screened Coulomb
interaction) approach has emerged as a leading method for predicting excitations in both solids and molecules with a predictive power
contingent upon several factors. Among these factors are the (1) generalized Kohn–Sham eigensystem used to construct the GW self-energy
and to solve the BSE and (2) the efficacy and suitability of the Tamm–Dancoff approximation. Here, we present a detailed benchmark study
of low-lying singlet excitations from a generalized Kohn–Sham (gKS) starting point based on an optimally tuned range-separated hybrid
(OTRSH) functional. We show that the use of this gKS starting point with one-shot G0W0 and G0W0-BSE leads to the lowest mean absolute
errors (MAEs) and mean signed errors (MSEs), with respect to high-accuracy reference values, demonstrated in the literature thus far for
the ionization potentials of the GW100 benchmark set and for low-lying neutral excitations of Thiel’s set molecules in the gas phase, without
the need for self-consistency. The MSEs and MAEs of one-shot G0W0-BSE@OTRSH excitation energies are comparable to or lower than
those obtained with other functional starting points after self-consistency. Additionally, we compare these results with linear-response time-
dependent density functional theory (TDDFT) calculations and find GW-BSE to be superior to TDDFT when calculations are based on the
same exchange-correlation functional. This work demonstrates tuned range-separated hybrids used in combination with GW and GW-BSE
can greatly suppress starting point dependence for molecules, leading to accuracy similar to that for higher-order wavefunction-based theories
for molecules without the need for costlier iterations to self-consistency.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0097582

I. INTRODUCTION

Electronic excitations in organic molecules are central to
diverse areas of study, including the development of clean energy
technologies, such as organic electrodes in batteries,1 dye-sensitized
solar cells,2 and photocatalysis in light-harvesting nanomaterials.3
Decades of work have resulted in an increasingly large tool-set
of single- and multireference wavefunction-based computational

methods and a concomitant ever-expanding library of detailed
benchmark studies.4–13 These studies report on the accuracy of
methods for predicting singlet and triplet excited states, low-
and high-lying singly and multiply excited states that are local,
extended, charge-transfer, or Rydberg in small- and medium-sized
molecules.

In parallel to advances in wavefunction-based methods,
the linear-response time-dependent density functional theory
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(TDDFT)14–18 approach within adiabatic approximations remains
the most popular excited state method in use today for neutral
excitations in molecules. It is efficient and versatile, with a formal
𝒪 (N3

) or 𝒪 (N2
) scaling with system size,19 the ability to couple

to environmental models20,21 to produce excited state potential
energy surfaces, and to treat spin-relativistic effects,22 all with
average excitation energy errors approaching 0.2 eV.23 However,
the good general performance of TDDFT is not unqualified and
its limitations, such as inaccurate description of charge-transfer
states, are well documented in the literature.24–27 Additionally, while
the inclusion of asymptotic long-range exact exchange in hybrid
functionals is well known to improve the singlet energies,28 it can
lead to significant underestimations of triplet energies, resulting in
improper state ordering or triplet instabilities,29 a deficiency that
can be partially remedied by the Tamm–Dancoff approximation
(TDA).30

In recent years, the ab initio GW plus Bethe–Salpeter equation
(GW-BSE) approach based on many-body perturbation theory
(MBPT)13–33,42,44,98 formalism has emerged as a method that can be
accurate and efficient for charged excitations while possessing
similar or greater accuracy relative to TDDFT for neutral exci-
tations of molecules.34–40 In the GW-BSE approach, charged and
neutral excitations are computed by solving approximate solutions
to Dyson-like equation for the one- and two-particle many-body
Green’s functions, respectively. The self-energies appearing in these
equations are truncated at low orders of perturbation theory and
constructed in a multistep process. First, the GW self-energy, Σ =
iGW, the result of a diagrammatic expansion in Σ to lowest order
in W, is constructed by convolving the single-particle Green’s func-
tion, G, with the frequency-dependent, screened Coulomb inter-
action W. In practice, both G and W are built with states and
energies taken from a generalized Kohn–Sham (KS) eigensystem,
with W constructed within the random-phase approximation
(RPA). The gKS eigenvalues are then perturbatively corrected to
first order in Σ, leading to a sensitivity of the resultant quasipar-
ticle eigenvalues to the underlying gKS system, a starting point
dependence that is sometimes mitigated by iteratively updating
Σ.41–44 The one-particle states are then coupled in a two-particle
BSE via the electron–hole interaction kernel. In this static limit, the
BSE is written in a form analogous to TDDFT’s Casida equations,
except the BSE is built upon GW-corrected one-particle energies
and further, in the BSE, the fxc kernel of the Casida equations is
replaced with W (Fig. 1).45–47 We then solve the BSE to yield singlet
excitations.34,41

As mentioned previously, the GW self-energy can be sensitive
to the gKS starting point. While solutions have been proposed to
address this starting point dependence, achieving a balance between
computational cost and accuracy remains challenging. One example
is a consistent starting point scheme in which the best α para-
meter in a global hybrid is chosen so that the GW correction for
the quasiparticle spectrum, not just the highest occupied molecular
orbital (HOMO), is minimized via rigid shift of all eigenvalues.48–50

Although this consistent starting point method has never been
benchmarked for G0W0-BSE neutral excitations, prior work on
organic molecules, such as pyridine, benzene, and pentacene, led
to α = 0.25–0.3.48 The global hybrid BHLYP, which has 50% exact
exchange, has been reported to perform well as a G0W0-BSE starting
point for singlet excitations relative to experiment.4,34,50 BHLYP

FIG. 1. GW-BSE workflow used in this study with variations in approximations
listed in their corresponding box. In the upper box, the outcomes of the gener-
alized Kohn–Sham DFT calculation for each Thiel set molecule with fixed nuclei
are the resulting eigenvalues (εgKS

i ) and gKS wavefunctions (ϕgKS
i ) of the gKS

eigensystem. The GW calculation in the middle box involves the construction of
the screened Coulomb interaction (W) and yields quasiparticle energies (εQP

i ).
These quantities, along with the original gKS wavefunction, are input for the BSE
calculation in the bottom box. Finally, the neutral excitation energies (Ωs) and
corresponding electron–hole amplitudes ( fs) are output from the BSE calculation.
The schematic is adapted from Bruneval et al., Comput. Phys. Commun. 208, 149
(2016).

does not perform as well for triplet excitations, however. The
functionals PBE0 and B3LYP, which have 25% exact exchange (sim-
ilar to the consistent starting point schemes) are excellent starting
points for TDDFT, as is CAM-B3LYP,51–53,54 but poor starting
points for G0W0-BSE neutral singlet and triplet excitations.

In this work, we focus on the utility of IP-tuned hybrids,
e.g., the optimally tuned range-separated hybrid (OTRSH), which
yield accurate KS-HOMO energies by design and have shown good
agreement with experiment for the whole excitation spectrum for
molecular systems.55–61 For molecules, the use of optimally tuned
range-separated hybrid functionals that enforce the IP theorem
as a starting point for G0W0, as suggested by Refaely-Abramson
et al.,55 has been shown to be successful.57–60,62,63 Additionally,
the use of the OTRSH functional in the GW-BSE framework has
also been shown to lead to accurate neutral excitation energies
in several cases.62 However, a comprehensive benchmark study of
GW-BSE@OTRSH for ionization potentials and singlet excitations
has yet to be performed against high-accuracy quantum chemistry
methods.
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In the OTRSH scheme, the Coulomb potential is partitioned
into short- and long-range interactions, with different fractions of
exact exchange in the short and long range.54,64 This partitioning
introduces three parameters, α, β, and γ and is expressed as

1
r12
=

α + β erf(γr12)

r12
+

1 − (α + β erf(γr12))

r12
. (1)

In practice, the first term is retained and the second term is
replaced with a semi-local xc functional, such as one of several
GGAs. In OTRSH, the range separation parameter, γ, is tuned such
that the ionization potential theorem65–69 is satisfied, with α fixed
to 0.2 and α + β set to unity, enforcing that the exchange potential
approaches 1

r12
as r12 goes to infinity. Two examples of OTRSH

functionals are those of Baer–Neuhauser–Livshitz (BNL),70,71 the
original OTRSH functional, and the Perdew–Burke–Ernzerhof
(PBE)-based OTRSHs.55,72,73

Here, we provide an assessment of the performance of OTRSH
as a starting point for G0W0 and G0W0-BSE calculations of organic
molecules. The OTRSH starting point in combination with the
G0W0 approach and the TDA has already been shown to yield
excellent results for triplets in a subset of 20 molecules in Thiel’s set
and for the two low-lying difficult-to-simultaneously-capture acene
singlets.62 We extend this work and evaluate G0W0 and G0W0-BSE
against multireference and coupled cluster calculations74,75 for
singlet excitations of organic molecules in Thiel’s set. We provide a
detailed analysis of the performance of the BSE approach and TDA
for this starting point, and compare them with the computationally
less expensive TDDFT@OTRSH calculations.

We find that OTRSH is an exceptional starting point for
single-shot G0W0 and G0W0-BSE, and the use of OTRSH can
greatly suppress starting point dependence for neutral excitations of
Thiel’s set molecules, leading to accuracy similar to that of higher-
order wavefunction-based theories at reduced computational cost
without the need for several GW-BSE calculations to iterate to
self-consistency. The dataset and subsequent analysis presented
in this work complement GW-BSE@OTRSH calculations that
have already been performed on chromophores and compared to
experimental excitation energies.76,99

The structure of this paper is as follows: In Sec. II, we will
discuss the benchmark set of molecules and the origins of the best
theoretical estimates (BTEs) used in this study and the details of
the DFT and GW-BSE calculations performed on these molecules.
In Sec. III, we will discuss the performance of G0W0-BSE for the
GW100 set with different starting points and various formulations
of GW-BSE in predicting singlets. We will then compare the
performance of G0W0-BSE to TDDFT in the prediction of singlets
in comparison to BTE for these excitations. We will also discuss the
performance of G0W0-BSE and evGW-BSE for Thiel’s set of organic
molecules.

II. METHODS AND COMPUTATIONAL DETAILS
A. Benchmark molecules and their excitations

In this work, we use two well-known sets to explore charged
and neutral excitations.

First, the GW100 set40 consists of 100 small molecules selected
to cover a large variety of chemical bond types and environments.
References values for the 100 ionization potentials have been
obtained through total energy differences with high-level coupled
cluster, CCSD(T), by Krause and co-workers.77 Recently, these refer-
ence values have been updated in Ref. 78, acknowledging the strong
dependence of CCSD(T) upon the Hartree–Fock solution.

Then, for neutral excitations, we use Thiel’s set of established,
high-level quantum chemistry excitation energies of small molecules
to benchmark the OTRSH functional as a starting point for GW-BSE
calculations. Thiel’s benchmark set74,75 consists of 103 singlet and 63
triplet excitation energies on 28 small- and medium-sized molecules,
including unsaturated aliphatic hydrocarbons, aromatic hydrocar-
bons and heterocycles, aldehydes, ketones, amides, and nucleobases
(Fig. 2).

B. Computational details
Our calculation workflow is illustrated in Fig. 1. The work-

flow starts with a self-consistent DFT calculation for a molecule
with fixed nuclei. Starting from the output of our DFT calcula-
tions, and using the MOLGW package,41 we then construct the GW
self-energy and compute one- and two-particle excitation energies
with the GW and GW-BSE approaches, respectively. The underlying
theory is explained in more detail elsewhere.41,44,81,82 As discussed
in prior work,34,35 GW calculations are sensitive to the general-
ized Kohn–Sham starting point and to whether self-consistency is
used. Here, we evaluate one such starting point, G0W0@OTRSH,
against G0W0@B3LYP (single-shot GW on top of B3LYP,79 which
has 20% exact exchange), G0W0@BHLYP (single-shot GW on top
of BHLYP),50 G0W0@CAM-B3LYP (single-shot GW on top of
CAM-B3LYP)54—a range-separated hybrid with 25% short-range
exact exchange, and eigenvalue self-consistent GW (evGW)—in
which the quasiparticle energies are updated (in both G and the
polarizability) one or more times prior to calculating the final
self-energy corrections.80

These xc functionals are chosen for the following reasons.
B3LYP and PBE0 are among the most popular choices for TDDFT
calculations, while BHLYP has demonstrated good performance as
a starting point for GW-BSE. CAM-B3LYP is an untuned range-
separated hybrid that can be compared to OTRSH, and PBE is
a representative non-hybrid. With these six functionals, we span
the range from 0% to 100% HF exchange in the long range for
OTRSH.

In our GW-BSE calculations with the MOLGW package, the
frequency dependence of the GW nonlocal self-energy Σ(r, r′, ω) is
treated analytically with the spectral decomposition method; hence,
it is exact for a given basis set.41 We use standard approximations to
solve the BSE: Vertex corrections are neglected,78,81 the polarizability
and other matrix elements are constructed using GW eigenvalues
and DFT wavefunctions, the screened Coulomb interaction is
evaluated in the random-phase approximation (RPA),82 and a static
limit is taken for the screened electron–hole interaction kernel.45 We
use the cc-pVTZ for TDDFT calculations and aug-cc-pVTZ basis
sets for GW-BSE calculations83 as employed previously;62 the latter
ensures convergence better than 0.1 eV for the excitation energies
shown here. Following prior work,62 we use the resolution-of-the-
identity in the Coulomb metric84 as implemented in MOLGW,41

J. Chem. Phys. 157, 074103 (2022); doi: 10.1063/5.0097582 157, 074103-3

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

FIG. 2. Molecules from Thiel’s set examined in this study, including the optimally tuned range separation parameters (γ) in units of bohr−1 determined in this work.

with the auxiliary basis sets of Weigend,85 which are consistent with
Dunning basis sets.

We use the MP2/6-31G(d) ground state geometries for Thiel’s
set,74,75 and we have taken BTEs for the singlet and triplet states
from Schreiber et al.74 For GW100, we compare with the CCSD(T)
calculations of Bruneval et al.78 The BTEs for Thiel’s set excitations
are constructed as follows: Whenever available, highly correlated
ab initio calculations with large basis sets were used as BTEs; in
the absence of such data, coupled cluster response theory methods
were used for systems where the ground state is well described by
a single determinant and the excited states are dominated by single
excitations. CASPT2 was used for multireference systems where the
ground state consists of several determinants with large weights.
Basis set convergence depended on the nature of the excitations and
the methods involved.74

The wavefunctions for molecules with inversion symmetry are
analyzed for parity via the transition matrix and identified as either
gerade or ungerade. The identification of singlet states is based on
parity symmetry, similarity of oscillator strength magnitudes, and
overlap of the orbitals involved in the transition with a reference set
of orbitals obtained with the G0W0-BSE@PBE. Oscillator strength
error is reported in the supplementary material. Orbital overlap was
determined by calculating the dot product between corresponding
wavefunction density entries from volumetric data cube files. We
disregarded singlets that were not able to be positively identified for

certain molecules or methods. Excitations and oscillator strengths
that are discussed here are listed in the supplementary material.

C. OTRSH
For our OTRSH calculations, we use the range separation form

of Eq. (1) and set α = 0.2, which leads to β = 0.8, and fixes the amount
of short-range Fock exchange to 20%. Prior works have tuned both α
and γ and found limited impact on the optimal α parameter, which
remained in the 0.2–0.25 range.55,72 This choice for α maintains
consistency with other global hybrid functionals and prior work on
small gas-phase molecules.55,56,86,87 The OTRSH functional used in
this work is built with PBE as the underlying GGA contribution.

As in prior work, the range separation parameter γ is varied
to enforce the ionization potential theorem of DFT65,66,69,88 through
minimization of a target function J2

(γ),

J2
(γ) = [IPγ

(N) + εγ
HOMO(N)]

2
+ [IPγ

(N + 1) + εγ
HOMO(N + 1)]2,

(2)

where the ionization potential of the neutral species with N elec-
trons, IPγ

(N), is determined from DFT via a ΔSCF approach from
total energy differences as IPγ

(N) = Eγ
tot(N − 1) − Eγ

tot(N). Here,
Eγ

tot(N) and Eγ
tot(N − 1) are total energies of the neutral and cation

species, respectively. This procedure enforces the DFT ionization
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potential theorem,65,66,69,88 i.e., the energy of the Kohn–Sham highest
occupied molecular orbital (HOMO) is equal to the negative of
the first ionization potential (IP). For molecules with an unbound
N + 1 anionic state, only the first of these two terms is minimized,
following previous work.63 The hexatriene, benzoquinone, octate-
traene, and tetrazine molecules were found to have a bound anionic
state within Thiel’s set, with all other molecules found to have an
unbound anionic state. The optimal parameters obtained within this
framework for the molecules studied are given in Fig. 2.

III. RESULTS AND DISCUSSION
A. Ionization potentials from the GW100 set

Here, we investigate the quality of the G0W0@OTRSH
ionization potential, or gKS HOMO eigenvalue, against CCSD(T)
reference values for the GW100 set.

It is important to first assess the ionization potentials because
the G0W0-corrected gKS eigenvalues are a key ingredient in the
subsequent BSE step of the calculation. The results of our OTRSH
and G0W0@OTRSH calculations for each molecule appear in the
supplementary material. In Table I, we summarize the overall
performance of each method with the MSE and MAE.

Most of the molecules in the GW100 set do not have a
bound N + 1 anionic state; therefore, the screening parameter γ was
optimized using the first term of Eq. (2) as explained above (IP
theorem). The range of γ obtained with this procedure is rather
wide due to the variety of chemical specifies present in the set. For
instance, the rare-gas atoms minimize J2

(γ) for very large values of
γ, the maximum being the helium atom with γ = 0.92 bohr−1.

For G0W0 based on OTRSH, we obtain a MSE of 0.04 eV
and a MAE of 0.12 eV for the ionization potential (the negative of
the HOMO energy). As a comparison, the MAE of G0W0@HF is
0.30 eV.78 In Ref. 78, the lowest MAE is 0.15 eV, which is obtained
with a global hybrid based on PBE0 with a fixed content of exact
exchange, 75%.

As a simplification of OTRSH, we also use an optimization of
γ inspired by Atalla et al.:89 Select the γ range-parameter at which
the G0W0@OTRSH HOMO energy is equal to the OTRSH HOMO
energy. This procedure has the advantage of avoiding the N − 1
cationic state calculation. The obtained MAE is similar to the one
obtained in the regular approach, 0.12 eV. These are the lowest
MAEs in the literature reported so far, and suggest BSE calculations

TABLE I. Mean signed error (MSE) and mean absolute error (MAE) for the ionization
potentials of the GW100 set with respect to CCSD(T) reference. The OTRSH para-
meters have been obtained in two ways: by either imposing the fulfillment of the IP
theorem or imposing the equality between the OTRSH and GW HOMO energies.

MSE (eV) MAE (eV)

OTRSH (IP theorem) 0.12 0.22
GW@OTRSH (IP theorem) 0.04 0.12
GW@OTRSH (HOMO equality) 0.04 0.12

GW@PBEh (0.75)a 0.04 0.15
GW@HFa 0.26 0.30
aReference 78.

on top of G0W0@OTRSH will be accurate, as we now show for the
Thiel’s set.

B. Neutral excitations from Thiel’s set
In what follows, we compare GW-BSE results for OTRSH

starting points for a subset of the Thiel’s set singlets against wave-
function theory-based BTEs of excitation energies, extending recent
work63 to include a comprehensive analysis of the OTRSH starting
point. As mentioned, these BTEs were obtained with multi-state
multi-configurational second-order perturbation theory such as
(MS-CASPT2) and various coupled cluster theories, such as coupled
cluster with singles, doubles, and perturbative triples (CCSD(T)).74

We also consider in our analysis, for comparison, evGW and
TDDFT using OTRSH and other functionals.

The optimally tuned γ values reported in Fig. 2 are consistent
with those reported for parameter tuning for similar organic
molecules in recent literature,72,90,99 and match γ values tuned with
α = 0.2 previously reported for Thiel’s set.62 The tuned γ values span
the range of 0.22–0.36 bohr−1 across Thiel’s set. Among the unsat-
urated aliphatic hydrocarbons, γ decreases with increasing chain
length. The larger ring structures, cyclopentadiene and norborna-
diene, tune to the same γ value while the smaller ring structure,
cyclopropene, tunes to a larger value. Among the nucleobases, the
single double ring structure among the four ring structures tunes
to the smallest γ. Despite structural similarity between thymine and
uracil (with the difference of a methyl group), we find that uracil has
a larger γ than the γ parameters for thymine and cytosine. Among
aromatic hydrocarbons and heterocycles, the pattern of a smaller
γ value corresponding to a larger system holds for the one- and
two-ring structures, benzene and naphthalene, respectively. The
series of single-ring structures with nitrogen substitutions in
various locations on the ring do not exhibit a pattern between γ value
and the number of nitrogens in the ring.

Clear trends emerge between structure and optimal γ. Decreas-
ing optimal γ with increasing system size is one such pattern,
observable with increasing aliphatic hydrocarbon chain length and
increasing aromatic ring size. Previous work exploring the rela-
tionship between system size and optimal γ value attributed the
tuned γ parameter decrease with increasing system size to delo-
calization error in DFT.91,100 However, this observation does not
dominate the relationship between γ and molecular structure. Ade-
nine is a two-ring structure with multiple nitrogen substitutions, and
it has the same tuned γ as the single-ring pyridazine molecule. This
example defies the linear relationship between molecule size and γ.
This demonstrates that an explanation for the effect of molecular
structure on optimum γ requires further analysis.

Figure 3 reports the mean absolute error (MAE) and the mean
signed deviation (MSD) of singlet excitations across molecules in
Thiel’s set with respect to BTEs for G0W0-BSE and evGW-BSE
at multiple starting points, including OTRSH. Functionals are
arranged from left to right by increasing amounts of long-range
exact exchange. For single-shot G0W0 approaches, the MSDs
and MAEs reflect a strong starting point dependence, as previ-
ously reported.34 As the proportion of long-range exact exchange
increases, the MSD evolves from negative (about 1 eV for a PBE
starting point, and more than 0.6 eV for PBE0 and B3LYP) to nearly
zero for the G0W0-BSE@OTRSH approximation. Use of the TDA
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FIG. 3. Summary of MAEs and MSDs for singlets as calculated by G0W0-BSE
and evGW-BSE when comparing BTEs from high-level quantum chemistry
wavefunction-based methods, including the multireference CASPT2 technique,
and coupled cluster theories. The exchange-correlation functionals are displayed,
from left to right, in order of increasing fraction of long-range exact exchange. All
calculations utilize the aug-cc-pVTZ basis set.

modestly reduces the MAE in the single-shot case for all starting
points, although only by about 0.1 eV or less. Notably, eigenvalue
self-consistency greatly reduces both the MAE and MSD, largely
eliminating the starting point dependence and leading to similar
results for all functionals. Every functional compared in this work,
perhaps with the exception of OTRSH, yields a disparity in reported
MAE and MSD between evGW-BSE and G0W0-BSE.

The trends in Fig. 3 demonstrate that OTRSH is the superior
DFT starting point for one-shot calculations among all the
approaches considered for the selected molecules belonging to
Thiel’s set. This optimally tuned functional produced the lowest
MSDs and MAEs and exhibited remarkably similar error results
between the evGW-BSE and G0W0-BSE approaches. This perfor-
mance for neutral excitations can be attributed to the OTRSH
functional satisfying the IP theorem by system-specific tuning.
Thus, eigenvalue self-consistency leads to minimal or negligible
improvement.

The distribution of error for G0W0-BSE@OTRSH is centered
around zero (supplementary material Fig. S1). This lack of system-
atic bias in G0W0-BSE@OTRSH calculations is notable particularly

in comparison to the structurally comparable CAM-B3LYP func-
tional, which has a similar distribution of error shifted away from
zero. All functionals except for OTRSH tend to underestimate sin-
glets. The PBE starting point is most drastic in this respect, with
error concentrated around −1.3 eV. The PBE0 and B3LYP starting
points demonstrate similar error concentration around −1 eV, with
several outliers in positive error.

While GW-BSE within the TDA has not been extensively
studied for small molecules, the TDA has been shown to blue
shift excitation energies of azobenzene,92 an overestimate attributed
to the mixed exciton–plasmon character of neutral excitations in
confined systems such as molecules (therefore the need for treat-
ment of the interaction of electron–hole excitations at positive and
negative energies). More recent work has shown that the TDA can
lead to an improvement in GW-BSE singlet excitation energies in
gas-phase acene molecules when using an OTRSH starting point,62

ostensibly due to cancellation of errors. Here, consistent with
Rangel et al. (Ref. 62), for G0W0-BSE, we find that the MSD is
improved by the TDA for every starting point except OTRSH
(Fig. 3). For evGW-BSE, most starting points’ MSDs are worsened
by the TDA, including G0W0-BSE@OTRSH.

A comparison between the accuracy of G0W0-BSE@OTRSH
and TDDFT@OTRSH is presented in Fig. 4. We see that OTRSH
leads to excellent results in comparison to the BTE when used
in either formalism; however, G0W0-BSE@OTRSH is superior to
TDDFT@OTRSH for Thiel’s set. Notably, a divergence in predictive
accuracy between G0W0-BSE and TDDFT with respect to the
BTE occurs as singlet energies increase. TDDFT@OTRSH performs
better for lower energy neutral excitations (<6 eV) than it does
for higher-energy neutral excitations. G0W0-BSE@OTRSH does not
have this higher-energy error tendency. G0W0-BSE outperforms
TDDFT in terms of overall error when combined with OTRSH
and BHLYP; however, TDDFT results in less overall error than

FIG. 4. Comparison of correlation plots for TDDFT and G0W0-BSE predictions
for singlet energies as compared to BTE singlet energies. In this comparison,
G0W0-BSE has qualitatively superior prediction accuracy to TDDFT, though both
methods perform well.
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G0W0-BSE when used with PBE, PBE0, B3LYP, or CAM-B3LYP.
This trend is further examined in Figs. 5 and 6. The divergence
of TDDFT@OTRSH from the BTE seen in Fig. 4 is reflected in
larger MAE and MSD for TDDFT@OTRSH than G0W0-BSE. The
decreasing error for G0W0-BSE result across functionals suggests
G0W0-BSE has more dependence on the starting point than
TDDFT.34,35 The use of G0W0-BSE with any functional produces
an MSD that tends toward negative values. No similar trend in
MSD holds for TDDFT. Figure 6 examines the MSD and MAE
by splitting all examined singlets into three overlapping subsec-
tions: (1) all singlets corresponding to BTE values below 4.0 eV in
dataset, (2) all singlets corresponding to BTE values below 6.0 eV
in the dataset, and finally (3) all singlets in the examined dataset.
This analysis shows that the MAE is energy-dependent for both
TDDFT@OTRSH and G0W0-BSE@OTRSH. Through the lens of
MSD, G0W0-BSE@OTRSH has far greater accuracy than TDDFT
when considering singlets of high and low energies.

Previous studies reporting calculations performed on organic
systems have reported TDDFT with OTRSH to overestimate

FIG. 5. Summary of MAEs and MSDs of singlets when compared to
BTEs from high-level quantum chemistry wavefunction-based methods for both
G0W0-BSE and TDDFT approximations. The exchange-correlation functionals are
listed in order of increasing HF exact exchange. Error from TDDFT@PBE,93

TDDFT@PBE0,93 TDDFT@BHLYP,75 TDDFT@B3LYP,75 and TDDFT@CAM-
B3LYP93 was sourced from respective citation publications.

FIG. 6. Breakdown of MAEs and MSDs between TDDFT and G0W0-BSE with
the use of the OTRSH functional for singlet excitations. Singlet excitations are
analyzed in three categories: The first comprises of all excitations corresponding
to a BTE value of below 4.0 eV, the second comprises of all excitations below a
BTE value of 6.0 eV, and the third is the entire set of singlets.

excitation energies with respect to GW-BSE.76,94 Increasing dis-
crepancy with excitation energy was not captured, however, among
calculations on Thiel’s set between TDDFT and G0W0-BSE@PBE0,
which instead reported error without an energy-dependent trend.95

Further investigation into the role of functional and singlet charac-
ter in excitation energy differences between TDDFT and GW-BSE is
warranted.

The strong performance of OTRSH as a starting point for
GW-BSE suggests, as has been shown for related approaches such
as Koopmans’ compliant functionals and localized orbital scaling
corrections, that the GW step may be passed in certain cases if
accurate quasiparticle energies can be obtained via an alternative
route.96,97

IV. CONCLUSIONS
In this work, we have reported a benchmark study on ioniza-

tion potentials from the GW100 set of small but diverse molecules
and on neutral singlet excitations belonging to Thiel’s set of small
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organic molecules. The neutral excitations have been calculated with
both TDDFT and two formulations of GW-BSE: G0W0-BSE and
evGW-BSE. Our calculations indicate that OTRSH is a superior
starting point for G0W0 and for G0W0-BSE and the use of OTRSH
minimizes starting point dependence for calculations performed
on small molecules. Results obtained from these calculations have
appropriate accuracy with respect to higher-order wavefunction-
based theories while requiring reduced computational expense.
When compared to TDDFT results for the same singlet excitations,
G0W0-BSE produces more accurate singlet results, most notably for
higher excitation energies. Future studies investigating multicompo-
nent systems and evaluating the OTRSH starting point beyond the
gas phase would be of significant interest.

SUPPLEMENTARY MATERIAL

The supplementary material includes singlet excitations for
Thiel’s set and a plot correlating the MSD in BSE calculations with
the GW HOMO–LUMO gap, as discussed in Sec. III.
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