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Abstract—Visual-inertial simultaneous localization and mapping methods (SLAM) process and store large amounts of data based on image sequences to estimate accurate and robust real-time trajectories. Real-time performances, memory management and low power consumption are critical for embedded SLAM with restrictive hardware resources. We aim at reducing the amount of injected input data in SLAM algorithms and, thereby, the memory footprint while providing improved real-time performances. Two decimation approaches are used, constant filtering and adaptive filtering. The first one decimates input images to reduce frame rate (from 20 to 10, 7, 5 and 2 fps). The latter one uses inertial measurements to reduce the frame rate when no significant motion is detected. Applied to SLAM methods, it produces more accurate trajectories than the constant filtering approach, while further reducing the amount of injected data up to 85%. It also impacts the resource utilization by reducing up to an average of 91% the peak of memory consumption.

Index Terms—SLAM, localization, embedded systems, real-time, data reduction, memory management.

I. INTRODUCTION

Autonomous and mobile systems such as service robots, micro air vehicle and augmented/virtual reality devices require real-time performances, memory management and low power consumption for embedded systems. A large number of embedded platforms with restrictive resources [1] are available to implement advanced perception functions with simultaneous localization and mapping/visual-inertial odometry (SLAM/VIO) methods. Several embedded SLAM are implemented and aim to reduce the number of performed operations to minimize resource consumption while maintaining real-time processing. The implementation on resource-constrained systems includes trade-offs between resources usage and localization accuracy characterized by reducing the number of features per frame and the size of the optimization sliding window [2]. In [3], the co-design (between software and hardware) process of a VIO system on FPGA based on algorithmic, implementation and parameters choices is presented.

Our work aims to reduce the resource utilization of real-time localization methods based on input images and inertial measurements. Our main contribution is a smart data reduction relying on an adaptive filtering approach, based on embedded system motion estimation, to decrease the input frame rate. The goal is to show that 1/ the accuracy of SLAM methods is similar to the baseline with constant 20 fps and 2/ the memory consumption is drastically reduced.

II. ADAPTIVE FILTERING APPROACH

The adaptive filtering (AF) approach is a decimation strategy to control the input frame rate for SLAM/VIO algorithms as shown in Figure 1. Motion is estimated in a fast and simple way from data provided by the inertial measurement unit (IMU) to modulate input image stream through the stream reduction: the lower the measured speed, the lower the input image bandwidth. The more movements there are, the more images are forwarded. When no motion is detected, a minimum frame rate is applied to capture other scene changes such as variations in luminosity. Here, we will apply a constant threshold for motion estimation.

III. EXPERIMENT AND RESULTS

To measure the impact of our approach on the accuracy of the trajectory estimation and memory consumption, we identified and selected four SLAM methods, KimeraVIO [4],
TABLE I
PERFORMANCES OF AF ON EUROC\textsuperscript{1} AND TUMVI\textsuperscript{1} SEQUENCES.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Baseline (input 20 fps)</th>
<th>Adaptive filtering (AF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ATE (m)</td>
<td>(MB)</td>
</tr>
<tr>
<td>KimeraVIO</td>
<td>[0.05-0.39]</td>
<td>1700</td>
</tr>
<tr>
<td>ORBSLAM3</td>
<td>[0.01-0.10]</td>
<td>730.12</td>
</tr>
<tr>
<td>VINSFusion</td>
<td>[0.12-0.54]</td>
<td>1330</td>
</tr>
<tr>
<td>OpenVINS</td>
<td>[0.05-0.22]</td>
<td>45.18</td>
</tr>
</tbody>
</table>

Fig. 2. Localization error of SLAM methods with input data reduction.

ORBSLAM3 [5], VINSFusion [6] and OpenVINS [7] for their localization accuracy, their computational complexities and their local and/or global optimization of 3D poses. To evaluate the performances of AF, we compare it to the constant filtering (CF) approach. It decimates the input data at a constant rate, regardless of the camera movement. For our comparisons, we reduced the input 20 fps baseline frame rate to 10, 7, 5 and 2 fps. The accuracy is defined by the absolute translation error (ATE) with the $SE(3)$ Umeyama alignment. We used the heaptrack heap memory profiler tool to evaluate the impact on memory consumption. Two datasets are used to assess the performances of the localization methods with the input data reduction: Euroc for drone sequences [8] and TUMVI for handheld sequences [9]. Each one has been pre-processed with CF and AF, and then injected to each SLAM/VIO methods. To overcome the variability due to the non-deterministic nature of SLAM methods, we use the median of the estimated trajectory ($\hat{E}$) accuracy over 5 runs.

Figure 2 plots the localization error of $\hat{E}$ with respect to the reduction of the input data for all tested SLAM algorithms and sequences. The first important conclusion is drawn from the results with CF: the data reduction by constant rate decimation at the input of the SLAM methods obtains a relatively good accuracy compared to the reference (0% reduction). On the Euroc dataset, for CF, the best accuracy is achieved with data down to 5-7 fps, which corresponds to a 65-75% data reduction. The results obtained on AF show that it is possible to drastically reduce the amount of injected images and, therefore, data (between 75% and 90%) while providing low localisation errors for most of the SLAM methods. Moreover, the graph shows that despite the higher difficulty of the TUMVI datasets, AF still reduces the amount of injected data while keeping the accuracy comparable to the reference, even if it is less important than the one obtained on the Euroc dataset (reduction of about 50% instead of 75% for Euroc).

Table I provides performances for baseline (input 20 fps) and AF in terms of localization error (ATE) and memory consumption (MB). The range of localization error is provided for both datasets, which highlights the impact of AF used with SLAM/VIO methods. The average memory consumption is given for Euroc and TUMVI. It shows a significant gain for KimeraVIO and VINSFusion that are using input frame buffers counters but fail to OpenVINS that do not have one. Therefore, the main impact of AF for this algorithm is the significant reduction of the number of operations due to the decimation of processed images.

IV. CONCLUSION
This work proposes to evaluate the robustness and the performances of SLAM/VIO algorithms in terms of localization error and memory consumption when applying our smart input data reduction. We proposed to modulate the input data stream using a simple motion estimation from inertial measurements. We show that the amount of injected data is drastically reduced down to 85% while the accuracy remains similar to the baseline input at 20 fps. Significant reduction of memory consumption is achieved with a decrease up to 91%.
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