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ABSTRACT
Deep neural networks have the capacity to generate textual content
which is increasingly difficult to distinguish from that produced by
humans. Such content can be used in disinformation campaigns and
its detrimental effects are amplified if it spreads on social networks.
Here, we study the automatic detection of bot-generated Twitter
messages. This task is difficult due to combination between the
strong performance of recent deep language models and the limited
length of tweets. In this study, we propose a challenging definition
of the problem by making no assumption regarding the bot account,
its network or the method used to generate the text. We devise
two approaches for bot detection based on pretrained language
models and create a new dataset of generated tweets to improve the
performance of our classifier on recent text generation algorithms.
The obtained results show that the generalization capabilities of the
proposed classifier heavily depends on the dataset used to trained
the model. Interestingly, the two automatic dataset augmentation
proposed here show promising results. Their introduction leads to
consistent performance gains compared to the use of the original
dataset alone.
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1 INTRODUCTION
Social media platforms have become important sources of informa-
tion for a very large number of people around the world. Among
these platforms, Twitter allows to spread information quickly around
its user community. Twitter posts take the form of short texts,
limited to 280 characters. This format is ideal for text generation
algorithms because short texts written by bots are more difficult
to distinguish from human-generated ones compared to longer
texts [9]. Consequently, Twitter is an interesting vehicle for bot-
powered disinformation campaigns.

Recent advances in automatic text generation enable the gener-
ation of short coherent text that imitates the style of the human-
elicited text on which the models have been trained [2, 10, 26, 33].
Potential misuse of these models includes the fast spreading of
disinformation. In the context of an increasing political polariza-
tion, this could be detrimental to democracy and carry on actions
which may cause public troubles. Methods which automatically
discriminate short texts which are generated by humans from those
generated by bots should be investigated to prevent such actions.
However, this task is very challenging when very little background
information is available for an account. Early detection is there-
fore crucial in order to stop disinformation campaigns before they
spread significantly on the network [28].

Previous research focused on the identification of bots based on
the analysis and the identification of anomalous behavior [3, 28]
or on the mining of profile information [7]. Closer to our work is
the approach proposed by Fagni et al. [6]. They collected original
tweets from human accounts (accounts the content of which is
written by a person) and their fake bot counterparts maintained by
people on the Twitter platform (accounts the content of which is
written by text generation algorithms). They analyzed the perfor-
mance of several classification models according to the technology
used for tweet generation. They show that RoBERTa [17], a pre-
trained language model based on the transformer architecture [31]
obtains the best performance across all configurations. The au-
thors retrieved 23 bot accounts and 17 human accounts through
the platform API. Although individual tweets are different in both
train and test datasets, accounts are not unique in either part. This
prevents from evaluating the generalization capabilities of their
approach. Moreover, the authors highlight that tweets generated
by GPT-2 [26] are more difficult to detect than tweets generated
by older methods (e.g. AWD-LSTM). These approaches assume a
significant amount of background information or of automatically-
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and human-generated text is available for each account. They do
not enable the early detection of bot accounts, while detection is
most useful before accounts start spreading misinformation.

We generalize the approach introduced in Fagni et al. [6] by
proposing a method which detects bot-generated accounts after
the occurrence of a single tweet by relying only on the text itself.
We do not take into account the factuality of what is being exposed
in the tweet nor the network or profile information linked to the
author. Put simply, our method aims to detect bots after only one
tweet and has the potential to counter disinformation campaign in
an effective manner. Our main contributions are the following:

• We create a new dataset for deep fake tweet detection which
contains 47 political and public personalities Twitter ac-
counts. We generate their fake counterparts using GPT-2.

• We investigate the use of the newly generated dataset to
improve the performance of a RoBERTa classifier on the
Fagni et al. [6] dataset.

• We investigate the generalization capabilities of a classifi-
cation algorithm across Twitter accounts by creating a new
dataset based on TweepFake.

• We develop a newmethod for bot-generated Twitter account
detection that use only one single tweet.

The experimental results indicate that it is difficult to generalize
beyond training accounts, especially for bots that are using pow-
erful deep language models, such as GPT-2. The automatic data
augmentation approaches introduced in this paper have a positive
effect on the obtained performance. However, the obtained accu-
racy is far from optimal and strong progress is needed in order to
automate the bot detection task in a reliable manner. This is partic-
ularly true since the task is likely to become even more difficult if
new and more complex language models are used to power Twitter
bots.

2 RELATEDWORK
Pretrained Language Models (PLMs) have become the foundation
of most approaches developed in the NLP community [8, 24]. By
leveraging large corpora during a pretraining phase, these models
are able to encode general linguistic knowledge that is beneficial
for downstream tasks [22]. The emergence of PLMs based on the
transformer architecture [31] has further improved the modeling
capabilities of such models [5, 10].

Text generation (also referred as Natural Language Generation -
NLG), has benefited from these advances. This broad topic includes
tasks such as machine translation [4], summarization [25], open
text generation [26] or data-to-text generation [32]. In almost all
cases, recent approaches include a transformer-based model [10,
14, 26, 27]. Following the increase in quality and complexity of the
approaches developed for text generation, traditional information
extraction tasks, such as temporal information [15] or event [21]
extraction, are now investigated as text-to-text generation prob-
lems [18].

Manual and semi-automatic bot detection in Twitter were re-
cently studied by Beatson et al. [1]. The authors find that the two
methods have complementary results since they do not focus on
the same features. This research is interesting insofar as it shows
that the manual intervention of moderators is important. A survey

of automatic Twitter bot account detection is available in Martino
et al. [19]. The authors analyze research papers which focus on
network analysis, natural language processing or a combination
of both. Intuitively, they conclude that the combination of the two
approaches optimizes bot detection performance. Such a combina-
tion is only possible if sufficient network-related data is available.
It is not adapted for the early detection of bots needed in order to
reduce the spread of disinformation on twitter.

An influential study which addresses fake tweet detection based
on content and associated metadata was proposed by Kudugunta
and Ferrara [12]. The authors combine GloVe embeddings [23] and
an LSTM layer to represent tweet content. This method is inter-
esting but needs metadata to perform reliable detection. Equally
important, the detection accuracy of non-deep embedding is lower
than that of their deep language models counterparts [29].

The method which inspired ours was introduced Fagni et al.
[6]. The authors devise a dataset which includes pairs of verified
accounts and one or several associated bots. The authors proposed
to use pretrained language models to detect whether an individual
tweet is uttered by a human or a bot. The method provides very
promising detection accuracy (≈90%). Similar results for this task
are reported by Tesfagergish et al. [30]. The authors focus on text
augmentation and hyperparameter optimization. The same detec-
tion setting was recently explored by Saravani et al. [29], where
a BiLSTM and NeXtVLAD [16] layers are combined to capture
sequential dependencies and to perform pooling. The addition of
these supplementary layers results in a performance gain of ap-
proximately 2% compared to Fagni et al. [6].

While very interesting, these approaches are biased toward the
dataset they have been trained and tested on insofar as the accounts
are similar within each corpus part. Instead, we tackle a more
generic setting in which no prior knowledge on the account is
needed. This setting is more difficult but also more realistic since it
performs bot detection from individual tweets.

Recently, Kumarage et al. [13] analyzed data generation for au-
tomatic fake news detection. They focused on COVID-19 related
news and showed that detection of news is possible even with
limited training resources. They also highlighted the role of prior
lexical analysis for the generation of good quality training data.
They conclude that the use of diversified generators is beneficial.
The result of their study is interesting but applies for long texts
and need to be verified for short ones, whose detection is more
challenging.

Fake online review detection is tackled by Kowalczyk et al. [11].
One of the main challenges of the task is that the reviews have
an arbitrary length. The authors focus on the explainability of the
process as understanding why a given piece of text is flagged as
fake is important for moderation. Explainability is also important
for tweet detection, but even more challenging due to their limited
length.

3 PROPOSED METHOD
Bot detection methods need to be as fast as possible in order to
reduce the effects of disinformation campaigns. As we discussed in
Section 2, existing methods need an important amount of informa-
tion related to the network activity and/or to the content issued by
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Human Bot Global

Model P R F1 P R F1 Acc.
Fagni et al. [6] 0.901 0.890 0.895 0.891 0.902 0.897 0.896
RoBERTa 0.922 ±0.004 0.902 ±0.008 0.912 ±0.004 0.904 ±0.007 0.924 ±0.004 0.914 ±0.003 0.913 ±0.004

RoBERTa + init. 0.922 ±0.008 0.836 ±0.012 0.877 ±0.004 0.850 ±0.008 0.929 ±0.009 0.888 ±0.002 0.882 ±0.003
RoBERTa + feat. 0.922 ±0.013 0.906 ±0.020 0.913 ±0.005 0.908 ±0.016 0.923 ±0.015 0.915 ±0.002 0.914 ±0.003

Table 1: Experiment results on the TweepFake dataset. We run 5 experiments per configuration. We report mean Precision
(P), Recall (R) and F1-score (F1) for each account type (Human vs. Bot) and the mean global accuracy (Acc.). We present also
the standard deviation for each score. In the two first lines, we report the performance obtained with our baseline, RoBERTa,
finetuned solely on the TweepFake dataset as well as the score obtained by Fagni et al. [6] with the same configuration. In the
two last lines, we report the performance obtained with our proposed approaches.

Model Global Human GPT-2 RNN Other
Fagni et al. [6] 0.89 0.87 0.74 1.00 0.95
RoBERTa 0.913 ±0.004 0.902 ±0.008 0.826 ±0.015 0.995 ±0.003 0.942 ±0.012

RoBERTa + init. 0.882 ±0.003 0.836 ±0.012 0.856 ±0.012 0.987 ±0.002 0.938 ±0.014
RoBERTa + feat. 0.914 ±0.003 0.906 ±0.020 0.820 ±0.033 0.996 ±0.003 0.942 ±0.016

Table 2: Experiment results on the TweepFake dataset. We run 5 experiments per configuration. We report mean accuracy and
standard deviation. In the two first lines, we report the performance obtained with our baseline, RoBERTa, finetuned solely on
the TweepFake dataset as well as the score obtained by Fagni et al. [6] with the same configuration. In the two last lines, we
report the performance obtained with our proposed approaches.

bots in order to detect them. Our main objective is to study whether
automatic bot detection is possible from individual tweets issued
by accounts which do not appear in the training set. We test this by
splitting the dataset so as to have no common users between train
and test subsets. Following Fagni et al. [6], we implement the bot
tweet detection method using RoBERTa [17]. If successful, such an
approach would enable early detection of bots since they would be
flagged after uttering a single message. A second important objec-
tive is to test how well detection works in absence of information
regarding the deep language model used to automatically generate
tweets. The difficulty of detection is correlated with the perfor-
mance of the backbone model used for text generation. We address
this point by analyzing the accuracy issues which occur for the
detection of GPT-2 based tweets, which are the most challenging
following Fagni et al. [6]. To improve their detection, we augment
the TweepFake dataset with a set of tweets generated with GPT-2.
These supplementary tweets are leveraged within two approaches
which differ in the way fine-tuned models are aggregated to obtain
the final prediction.

Generalization capabilities
As me mentioned in the introduction, one limitation of Fagni et al.
[6] work is that Twitter accounts are not unique in their dataset
parts. This experimental setup hinders the possibility to assess the
generalization capabilities of their approach. We address this issue
by devising a new dataset split across the human(s)-bot(s) pair
dimension. In order to limit the effect of a biased random split, we
sample 10 random datasets. We use the mapping between human
and bot accounts presented in the original paper.

Improve GPT-2 tweet detection
In their study, Fagni et al. [6] show that tweets generated with
GPT-2 are more difficult to detect than those generated with other
methods with a performance gap of almost 25 points in accuracy.
This decrease is due the quality of the tweets generated by GPT-2.
The model is larger and more complex than other types of models
(e.g. AWD-LSTM [20]) and allows to obtain natural text that look
like original tweets. We hypothesize that the performance gap can
be reduced by increasing the number of GPT-2 tweets seen during
training. Based on this assumption, we generate a new set of tweets
with GPT-2 and devise two methods to leverage them during model
training.

Tweet generation. We generate a new dataset of fake tweets using
the GPT-2 model. We collect original tweets from 47 political and
public personalities1 and split the resulting collections into two
parts, one for text generation, the other for tweet classification,
following the 50/50 ratio. The part dedicated to classification is
further divided into train, validation and test sets following the
80/10/10 ratio. Information concerning the collected tweets is pre-
sented in Table 5. We report the Twitter handle, the number of
collected tweets and their partition across dataset parts

With the first half of the collected tweets, we finetune one GPT-2
model per account and generate fake tweets that will complement
the corpus part dedicated to classification. For each account and
each corpus part, there are the same amount of original tweets and
fake tweets, resulting in a balanced dataset.

1These accounts are not present in TweepFake
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Feature extraction. We devise a first approach based on two Ro-
BERTamodels. The first model is finetuned on the generated dataset
to recognize generated from original tweets. This first RoBERTa
model is then used as a feature extraction module in our architec-
ture. For a given input, tokens are passed through both models. The
two outputs of the [CLS] token are then concatenated and fed to a
feedforward neural network which outputs the final classification
score. An overview of the proposed architecture is presented in
Figure 1.

Figure 1: Architecture overview of our feature-based ap-
proach. A RoBERTa model for fake tweet classification is
trained on our generated dataset. Themodel is then used dur-
ing training on TweepFake as a feature extraction module.
Weights remain frozen during training. A second RoBERTa
model is used in parallel in a regular fashion. [CLS] token
representations from both RoBERTa models are then con-
catenated and fed to a 2-layer feedforward neural network
which produces the classification score.

Model initialization. In our second approach, we finetune a first
RoBERTa model on our generated dataset and used its weights
to initialize a second RoBERTa model which will be finetuned on
TweepFake. We believe that the knowledge contained in the ini-
tial model could be useful during training and could improve the
performance of our classifier.

4 EVALUATION
First, we present the datasets that will be used in our experiments.
Then, we describe our experimental setup. In a third section, we
present our experimental results. In the last section, we discuss the
limitations of our work and possible research avenues.

4.1 Dataset
All our experiments and reported results are based on the Tweep-
Fake dataset, a dataset which contains 25,572 tweets (half humans,
halt bots). Tweets are generated with several algorithms. Further
information about the human accounts and their bot counterparts
is available in the original paper [6].

The newly collected dataset contains 47 accounts and 725,227
original tweets. As me mentioned earlier, we keep half of them to
finetune one GPT-2 model per account and the other half is split
into train (290,081), dev (36,260) and test sets (36,282). We generate
the same amount of fake tweets for each part of the corpus resulting
in a balanced dataset.

4.2 Experimental setup
Our classifiers are based on the RoBERTa model (small version)
to which we add a classification head. The head is composed of a
2-layer feedforward neural network whose hidden layer has the
same size as the input layer. We use tanh as activation function an
a dropout rate of 0.1 on both input and hidden layers. The classifica-
tion model is trained to minimize a Binary Cross Entropy loss. We
train for 5 epochs with a learning rate of 1𝑒−5 for the transformer
model and 1𝑒−3 for the classification head and a linear warmup of a
1/2 epoch (10%). We use AdamW as optimizer and a mini-batch size
of 16. We implement our models using the library transformers2.
We keep the best performing model on the development set (tested
at the end of each epoch) and apply it on the test set at the end of
training. To assess the robustness of our model to the random seed,
we run 5 experiments per configuration and report mean scores
along with their standard deviations.

Concerning generation, we finetune the large version of GPT-2
(774M parameters) for one epoch with a learning rate of 1𝑒−5 and
a mini-batch size of 16. We use a temperature of 0.7 during tweets
generation. Our implementation is based on the library aitextgen3.

4.3 Results
We implement the same baseline as the one presented in Fagni et al.
[6]. We train a RoBERTa classifier in the conditions mentioned
above and report its performance on the test part of TweepFake.
We report the score for comparison with other methods introduced
in the paper in Table 3, 1 and 2. We obtain a global accuracy of 0.913
with f1-scores of 0.912 and 0.914 for human and bots respectively.
We outperform the scores obtains by Fagni et al. [6] with the same
model. The performance bump is in part due to a better detection
of tweets generated with GPT-2 with a score increasing from 0.74
to 0.826. However, this score remains lower than the ones obtained
for RNN and other methods with average scores of 0.995 and 0.942
respectively.

Generalization capabilities. Performance obtained for the differ-
ent corpus splits is presented in Table 3 along with our baseline.
Depending on the random split, the global accuracy is varying
from 0.615 to 0.939 with several standard deviation going beyond
four points, suggesting that in some cases, the model encounters
difficulties to generalize across accounts. These results show that
generalization is a key issue for detecting generated tweets at an
early stage. Models and algorithms that are proposed in the lit-
erature must ensure that they are able to generalize beyond the
accounts used in their datasets.

Improving GPT-2 tweet detection. To assess the quality of our gen-
erated dataset, we sample 10 random datasets, split across the

2https://github.com/huggingface/transformers
3https://github.com/minimaxir/aitextgen
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Dataset Human Bot Global
# P R F1 P R F1 Acc.

TweepFake 0.922 ±0.004 0.902 ±0.008 0.912 ±0.004 0.904 ±0.007 0.924 ±0.004 0.914 ±0.003 0.913 ±0.004

1 0.705 ±0.018 0.854 ±0.035 0.771 ±0.010 0.816 ±0.027 0.641 ±0.043 0.716 ±0.021 0.747 ±0.011
2 0.667 ±0.020 0.788 ±0.054 0.721 ±0.016 0.743 ±0.028 0.603 ±0.059 0.663 ±0.026 0.695 ±0.010
3 0.945 ±0.018 0.809 ±0.028 0.871 ±0.010 0.834 ±0.017 0.952 ±0.018 0.889 ±0.004 0.880 ±0.007
4 0.932 ±0.009 0.822 ±0.010 0.873 ±0.003 0.841 ±0.006 0.940 ±0.009 0.888 ±0.003 0.881 ±0.003
5 0.582 ±0.033 0.837 ±0.036 0.685 ±0.017 0.705 ±0.034 0.392 ±0.096 0.498 ±0.082 0.615 ±0.036
6 0.950 ±0.018 0.928 ±0.024 0.939 ±0.009 0.930 ±0.020 0.951 ±0.019 0.940 ±0.008 0.939 ±0.008
7 0.640 ±0.021 0.764 ±0.041 0.696 ±0.008 0.708 ±0.016 0.568 ±0.059 0.628 ±0.030 0.666 ±0.011
8 0.598 ±0.018 0.897 ±0.044 0.716 ±0.011 0.799 ±0.041 0.393 ±0.068 0.522 ±0.053 0.645 ±0.019
9 0.961 ±0.013 0.850 ±0.019 0.902 ±0.010 0.866 ±0.014 0.965 ±0.013 0.913 ±0.008 0.908 ±0.009
10 0.947 ±0.018 0.848 ±0.024 0.894 ±0.007 0.863 ±0.017 0.951 ±0.018 0.905 ±0.004 0.900 ±0.000

Table 3: Results for cross-account experiments with RoBERTa on TweepFake. We split randomly the TweepFake dataset into
train, dev and test sets along the human(s)-bot(s) pair axis following the 80/10/10 ratio. We repeat this step 10 times and we run
5 experiments with each dataset. We report mean Precision (P), Recall (R) and F1-score (F1) for each account type (Human vs.
Bot) and the mean global accuracy (Acc.). We present also the standard deviation for each score. For comparison, we report a
simple RoBERTa baseline on TweepFake original split.

human(s)-bot(s) pairs, and learn one4 classification model (Ro-
BERTa) per split. Results are presented in Table 4. The performance
obtained on these datasets is higher than the one obtained on GPT-2
tweets from TweepFake, suggesting that our generated tweets are
easier to discriminate. We select the best performing model on bot
accounts (number 3 in our case) and keep model weights for the
next experiments.

Split Human Bot Global
# P R F1 P R F1 Acc.

1 0.927 0.946 0.936 0.945 0.925 0.935 0.936
2 0.935 0.946 0.941 0.946 0.935 0.940 0.940
3 0.941 0.951 0.946 0.951 0.941 0.946 0.946
4 0.953 0.899 0.925 0.904 0.955 0.929 0.927
5 0.916 0.904 0.910 0.905 0.917 0.911 0.911
6 0.945 0.912 0.929 0.915 0.947 0.931 0.930
7 0.922 0.932 0.927 0.931 0.921 0.926 0.926
8 0.970 0.914 0.941 0.919 0.972 0.944 0.943
9 0.927 0.945 0.936 0.944 0.926 0.935 0.935
10 0.928 0.907 0.917 0.909 0.930 0.919 0.918

Table 4: Results for experiments on the generated dataset.
We split randomly the TweepFake dataset into train, dev and
test sets along the human(s)-bot(s) pair axis following the
80/10/10 ratio. We repeat this step 10 times and we run 1
experiment with each dataset. We report mean Precision (P),
Recall (R) and F1-score (F1) for each account type (Human
vs. Bot) and the mean global accuracy (Acc.).

Performance for our two proposed approaches is presented in
Tables 1 and 2. Our initialized model performs worse than the
baseline in terms of accuracy. The model seems to have difficulty to

4We do not run 5 experiments per split due to low computing budget

leverage the knowledge contained in the pretrained weights. Our
feature-extraction based model is on par with the baseline (0.914 for
global accuracy). However when we look at performance according
to the type of algorithm used to generate fake tweets, we see that
the initialized model improve the recognition of GPT-2 tweets by
3 points, which is not the case for the other approach. This suggests
that our initialized model do in fact capitalize on the knowledge
contained in the pre-trained weights for this type of tweets but
failed to generalize to other methods. Scores for RNN and Other
decrease by 0.8 and 0.4 points respectively.

Figure 2: Results for cross-account experiments with Ro-
BERTa and our two proposed approaches on the TweepFake
splits. We run 5 experiments with each dataset. We report
mean F1-score (F1) for bots with its standard deviation.

We analyze the performance per account and per type of ac-
counts. We report accuracies in Figure 3. As aggregated scores
suggested, we find that bot accounts which use GPT-2 are more
difficult to detect than others. For these accounts, our proposed
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approaches seem to improve the performance of the classifier. In-
terestingly, deep_potus, a bot account generated with GPT-2, is very
easy to discriminate. This suggests that either this account is not
filtered by its maintainer or that the model is not correctly opti-
mized. For the other two categories of generation algorithms, we
observe that the performance is very high for a large majority of
accounts, with several of them reaching an accuracy of 1.0. Across
all types of accounts, our approaches based on a initialization of
RoBERTa do sometimes decrease drastically the performance (e.g.
Musk_from_Mars and UtilityLimb).

We apply our two proposed approaches (RoBERTa + init and
RoBERTa + feat) to the new TweepFake splits created in this paper.
Results are presented in Figure 2. Our approaches fail to improve
the performance for splits whose baseline score is close or beyond
0.9 of f1-score. This result is in line with our findings on the original
TweepFake split. However, both approaches are able to increase the
performance for low performing splits (i.e. splits 1, 2, 5, 7 and 8),
suggesting that the classifier is able to exploit the knowledge con-
tained in the pretrained weights. For these configurations, RoBERTa
init. gains are higher than those obtains by RoBERTa feat.

4.4 Analysis and Perspectives
Our study highlights the need for building models that generalize
better beyond the accounts and the technologies used in the training
datasets. Our experiments on random splits of TweepFake show
that performance can vary from 0.615 to 0.939 according to the
split. By generating fake tweets with GPT-2 and incorporating them
within two simple approaches, we are able to boost the classification
performance for splits with low scores.

Although our two proposed approaches seem to improve the
performance for several experimental configurations, it is difficult
to draw any conclusion for cases where the classifier is already
performing well (beyond 0.9 accuracy). The almost neutral contri-
bution of our proposed approaches could be explained by the low
quality of the generated tweets used for training the first RoBERTa
model.

Our experiments open new research avenues in the domain. First,
the quality of generated tweets needs to be improved. Finding a way
of selecting hard examples could allow us to generate tweets that
will help the classifier to take decisions. Second, results obtained
for GPT-2 tweets suggest that the use of text generation algorithm
will become more and more difficult to detect. With an increasing
number of parameters, newmodels such as T5 [27] or GPT-3 [2] will
likely be harder to detect. Finally, further research in the domain
needs to take into consideration the diversity of algorithms used
for generating tweets. Our experiments show that focusing on a
specific method (GPT-2 in our case) does improve the performance
for that particular type of tweets but decrease it for others.

5 CONCLUSION
We presented a study on the detection of fake tweets without any
knowledge on the account it has been posted. We highlight the
difficulty of detecting text that has been generated with recent
algorithms such as GPT-2. Our approaches based on the creation of
unfiltered GPT-2 tweets show promising results and needs further
investigation. Text is not the only feature that can be used to detect

bot-generated accounts. Tweet and account metadata as well as
embedded media can be used together with text to better detect
twitter bots. On the semantic level, fact checking systems could
also be used.
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Twitter Handle lm train val test

AndrewScheer 5,851 4,680 585 586
BarackObama 7,158 5,727 716 716
BernieSanders 8,312 6,650 831 832
ChuckGrassley 5,146 4,117 515 515
CoryBooker 17,476 13,981 1,748 1,748
DrJillStein 5,252 4,201 525 526
GavinNewsom 4,633 3,707 463 464
georgegalloway 19,385 15,508 1,938 1,939
HelenClarkNZ 7,416 5,932 742 742
HillaryClinton 4,831 3,865 483 484
JohnKasich 4,917 3,933 492 492
justinamash 4,129 3,303 413 413
KamalaHarris 7,509 6,008 751 751
keithellison 7,522 6,017 752 753
KremlinRussia_E 4,554 3,643 455 456
LindseyGrahamSC 4,069 3,255 407 407
marcorubio 6,153 4,923 615 616
marwilliamson 8,379 6,704 838 838
MassGovernor 4,913 3,930 491 492
MayorBowser 6,835 5,468 683 684
MikeBloomberg 5,595 4,476 559 560
NadineDorries 5,478 4,382 548 548
nenshi 4,815 3,852 482 482
newtgingrich 6,138 4,910 614 614
NickGriffinBU 8,008 6,406 801 801
NYCMayor 8,355 6,684 835 836
PeterTatchell 20,769 16,615 2,077 2,077
RandPaul 5,013 4,010 501 502
RonPaul 4,982 3,986 498 499
RonWyden 4,563 3,651 456 457
RoyalFamily 11,402 9,121 1,140 1,141
SarahPalinUSA 8,500 6,800 850 850
ScottWalker 8,999 7,199 900 900
seanhannity 8,179 6,544 818 818
SenatorLeahy 5,468 4,375 547 547
SenatorMenendez 5,766 4,613 577 577
SenatorSinema 5,820 4,656 582 583
SenBlumenthal 5,889 4,712 589 589
SenGilliBrand 8,004 6,404 800 801
SenJohnMcCain 6,007 4,805 601 601
SenRickScott 7,931 6,344 793 794
SenSchumer 7,936 6,348 794 794
SpeakerPelosi 4,584 3,667 458 459
SpeakerRyan 4,573 3,658 457 458
tedcruz 9,506 7,605 951 951
timkaine 4,827 3,861 483 483
WalshFreedom 31,057 24,845 3,106 3,106

Total 362,604 290,081 36,260 36,282
Table 5: Statistics on the 47 collected accounts.We divided the
collections into two parts, one for text generation (lm), one
for tweet classification following the 50/50 ratio. We further
divided the latter into train (train), validation (val) and test
(test) sets following the 80/10/10 ratio.
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