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Abstract

Currently, the scanning of complex industrial sites is commonly per-
formed using terrestrial LIiDAR scanners. As the quality of the result-
ing point cloud depends mainly on the number and positions of LiDAR
stations, this scanning process can be preliminarily optimized by means
of a 3D model. A previous study proposed multiobjective optimization
based on the linear scalarization of three functions to maximize coverage
and overlapping of point cloud stations while minimizing their number.
Because these objectives conflict, this study proposes the use of MO-
CMA-ES, a global multiobjective optimization algorithm, to provide a full
Pareto front and allow the user to make an informed decision. Our method
is the first to rely on realistic LIDAR simulations that operate in fully 3D
complex environments and provide point clouds with optionally noisy co-
ordinates. For performance considerations, ray-traced simulations and
objective evaluations were performed using a GPU. Furthermore, clash
detection in the proximity of station positions was also considered. Af-
ter validating our method’s behavior and demonstrating its superiority
over the conventional approach in a simple case, we conducted a study
on an industrial-grade case based on a 2.7-million-triangle model, fur-
ther demonstrating our method’s effectiveness by producing a minimal
15-station solution with optimal coverage and overlapping.

Keywords— Terrestrial LIDAR, Survey Design, 3D Point Clouds, Multiobjective
Problem, Simulation Modeling, GPU Computing.

1 Introduction

As part of the digital transition related to Industry 4.0, the creation of digital twins
at equipment and industrial sites is becoming increasingly widespread. Digital twins
can be used for a wide range of purposes, from simple visualization to verification
and validation of concepts, progress monitoring, conformity measurements, or the
training of new staff. To maximize accuracy, it is necessary to carry out 3D surveys
of the geometry and appearance of installations. Among the many types of sensors
and techniques developed for this purpose, terrestrial LIDAR scanners (TLS) remain
the sensors of choice due to their high precision, high point density, and long range.



In general, owing to their complex geometries, it is necessary to conduct surveys at
multiple positions, called LIDAR stations. The scans are then postprocessed, denoised,
colorized, registered, and merged. This process generates a potentially massive 3D
point cloud that can be analyzed by means of a screen or virtual reality (VR) headset.
It can also be used for different operations such as:

e measurement of distances to a previous point cloud or digital model as a com-
ponent of progress or conformity tests,

e triangular meshing to obtain a lighter geometrical representation better suited
to collision detection for instance,

e segmentation and idealization to reach higher-level geometric representations,
such as canonical shapes, BREP-type CADs, or BIM models, in the process of
scan2BIM,

e object detection and 6DoF pose estimation of known CAD parts.

These operations can be performed using classical methods or deep learning-based
approaches [12].

The ease of exploitation of the resulting point cloud is directly related to its quality.
In particular, occlusions must be avoided. Theoretically, every element of the site,
including all equipment, should be visible to at least one of the stations. Point density
must therefore be as homogeneous as possible, and reach a minimum threshold in
the largest possible area. Precise registration requires overlap between point clouds
issued from different stations. The noise level must be as low as possible. And finally,
to minimize the amount of raw data to process and avoid breaching potential time
constraints, the number of stations should be minimal.

Today, decisions relating to the necessary amount and placement of stations de-
pend on the knowledge and experience of operators. In this study, we propose a novel
approach for designing optimal solutions through a multiobjective optimization pro-
cess. Given a 3D model of a site or equipment to scan, along with its surrounding
environment and a 3D-accessible area for TLS stations, sets of LIDAR network simula-
tions with fixed parameter values were performed to maximize the quality of surveyed
point clouds through different criteria (coverage and overlap) while minimizing the
number of stations. A Pareto front was characterized by these conflicting objectives
to be used by an expert for informed decision-making.

Our main contributions to the LiDAR optimal positioning problem are:

e A multiobjective optimization approach is formulated in a continuous search
space to provide rich resulting information;

e A method based on fast and realistic LiDAR simulations performed in a complex
3D world;

e Objectives evaluation is entirely performed on GPU;
e Solution accounts for clash detection between LiDAR stations and the 3D model.

To the best of our knowledge, this is the only method that addresses the problem
in full 3D space and evaluates point cloud quality based on simulations. Our solution
can be used indoors, outdoors, or in a combined environment.

After a brief review of related studies in Section 2, we present the LIDAR simulation
tool in Section 3. Section 4 provides a description of the 3D model’s components,
surveyed and blocking meshes, and the search area, followed by a presentation of
the continuous search space, objective evaluations, and multiobjective strategy used.
Section 5 provides the results for simple cases as a validation and characterization of
the method’s performance followed by an analysis of complex case results. Finally,
after drawing some perspectives in Section 6, we conclude the paper in Section 7.



2 Previous work

The "art gallery problem" is a fundamental problem that entails minimizing the num-
ber of guards that collectively observe a whole art gallery. This problem has been the
subject of numerous theoretical studies and practical applications, the most impor-
tant of which relate to view-planning. The problem can be approached in two ways
depending on whether an environmental model is available. In the model-free case,
space is discovered through observation, and next best-view solutions (NBV) are com-
monly applied in an online setting. By contrast, sensor network design is generally
performed offline for cases with a known model. Recent surveys, dedicated to the
camera placement problem in surveillance applications [21] and the reconstruction of
3D CAD models of objects [26], demonstrate that most proposed solutions boil down
to solving an NP-hard set cover problem (SCP), which entails finding the smallest
sequence of positions that covers a space.

For TLS networks, the authors of [2] raised the problem of planning for scanning
(P4S) and reviewed the most recent studies. The specificity of P4S relates to the sensor
characteristics and criteria used to qualify a 3D point cloud, including coverage com-
pleteness, accuracy, spatial density, and registrability. Most previous studies [32, 19, 5]
operated in a 2D environment, where planar walls were simplified to line segments, and
the search area was discretized in a set of possible positions. These studies generally
employed a simple or modified greedy approach, which, although suboptimal, provides
reasonable local optimal solutions to the SCP problem. This approach locates an ini-
tial position with the highest coverage, and successively adds new positions with the
highest additional contributions until the global estimated quality of the point cloud
stops improving. Surface visibility, point density, accuracy, and overlap are estimated
through geometric considerations such as the line of sight, distance from position, and
incident angle to segments. Interactive approaches in which an expert contributes to
the greedy optimization process were proposed in [1]. In [9], the authors implemented
a greedy approach on a GPU with both coverage and overlap estimations. In [19],
LiDAR and artificial target positions used to ease registration were optimized using a
hierarchical strategy followed by a modified greedy method.

Of the few studies [31, 39, 25| that operated in a 3D environment, the last used
a voxel grid to estimate coverage. Its search area was a 2D regular planar grid with
candidate positions, possibly at different heights.

In [22], a deep reinforcement learning (DRL) approach was used to locate the
optimal set of view poses allowing the scanning of a 3D CAD model with a depth
camera sensor placed on a robotic arm. An agent attempted to maximize its reward
by finding successive positions that yielded the highest improvement in coverage, until
a given maximal number of poses was reached. The covered surface area was estimated
using a noisy camera simulation performed on a GPU, and a voxelized representation
of the 3D CAD model. Several DRL algorithms were compared for both discrete and
continuous search spaces. Much like the greedy approach, this method works well in
practice but yields suboptimal results.

Instead of progressively adding sensors, several studies approached the problem
by optimizing the global network sensor positions while minimizing their number.
In [6], in the context of indoor environment surveying, a set of candidate points was
distributed over a floorplan map with a 2D discrete grid, and the coverage problem was
solved with an exact approach via integer linear programming (ILP). By constraining
the connectivity of the LIDAR network graph, overlapping is solved using mixed integer
linear programming (MILP). Although this approach incurs an exponential complexity
in the worst case, it is generally applicable in practice.

Other studies employed heuristic-based optimization methods to explore the entire
search space, and did not exhibit the worst-case problem. The present study falls under
this category. In the field of video cameras, the authors of [35] proposed a two-step



method. Starting from an initial huge set of cameras with given positions, orientations,
and parameters, providing almost perfect coverage, the first step consists of finding the
minimal subset allowing 80% of the maximal observed coverage to be reached. In the
second step, the positions and orientations of a given number of cameras are allowed to
move in a continuous search space to improve coverage. Both optimization steps rely
on the modified particle swarm optimization (PSO) method. For TLS networks, in
[20], a genetic algorithm (GA) was used that finds a network with numerous positions
providing full coverage, and gradually removed positions until a minimal threshold is
reached. In [18], the performances of GA, PSO, and simulated annealing (SA) were
compared in a single given environment. Both aforementioned studies operated in a
2D world with positions spread over a discrete area.

In [4], the authors proposed the simultaneous optimization of coverage and over-
lapping while minimizing the number of stations. This multiobjective optimization
is performed by a GA method with fitness value F for a given network of stations s,
resulting from the linear scalarization of three functions, as expressed by Equation 1.

F(s) = MI(s) + Aa®(s) + A3A(s) (1)
where:

e I'(s) denotes the coverage value.

o O(s) =2 Nmawz — 1 is a function that decreases with an increase in
Nstations, the number of active stations for a given network, given all networks
having N,qq stations,

e A(s) = g where Cc is the number of connected components in the LiDAR

station visibility graph.
[ ] )\1 = Az =04 and )\3 =0.2

Because all three functions have a range of [0,1] and the sum of weights \; is 1,
F is also in the range of [0,1]. The GA seeks to maximize this fitness function by
evolving a population of station networks in a 2D continuous search space. One can
remark that the optimal solution is dependent on the three function formulations and
weights, as changes in any of these yield a new optimal solution. By contrast, the
multiobjective approach described in this paper provides the user with a Pareto front,
allowing the solution to better match the requirements. Furthermore, our approach is
based on realistic 3D LiDAR simulations that account for considerably more complex
environments.

3 LiDAR simulation
3.1 Related studies

Many LiDAR simulation tools are available today, and are commonly used to test
the performance of new sensors, benchmark point-cloud algorithms, and create rich
datasets for deep learning methods. In robotics, they can be used for sensor-based
motion planning [28]. For autonomous vehicle simulation, they enable the verification
of whether fixed or moving obstacles can be efficiently detected (see [7] and [27]).
In these fields, speed is generally favored to realism, as there is a need for online
simulations. In [24], the authors present a method that accounts for the rolling-shutter
effect of a moving vehicle carrying LiDARs, and the motion blur of moving obstacles.

However, simulation tools for time-of-flight terrestrial LIDAR are often used offline,
and they range from simple to physically-based models. Blensor [11] was an early
attempt to create a tool integrated into the Blender software that relies on ray casting.
An implementation of a similar tool with GPU computation using Nvidia Optix was
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Figure 1: LiDAR station geometry.

reported in [23]. More realistic models were implemented by Helios [37], which can
consider the laser beam divergence and emitted signal waveform. This allows for the
detection of multiple points in a single direction, corresponding to multiple signal
peaks, for time-of-flight LiDARs. Finally, in DIRSIG [10], a physical simulation code
was implemented based on complex models of source, transport, light with material
interaction, and receiver.

Because multiobjective optimization requires many simulations of station net-
works, where tens of millions of points are recorded for each station, we decided to
implement our tool on the GPU to reach an acceptable computation time. Our method
is based on a simple ray-casting approach, and provides rich results that are further
utilized on a GPU to rapidly evaluate objective values. Realism can be improved by
adding noise.

3.2 Our LiDAR simulation tool

Simulation inputs To scan the surrounding environment, a terrestrial LIDAR is
generally placed on a tripod under several geometric parameters, as shown in Figure
1. Once these parameters are set, the survey is initiated. A rotating mirror enables
the vertical deviation of the laser beam around the station in a plane, while a step-by-
step engine progressively rotates this plane. Globally, the survey samples an almost
perfectly spherical region around the station position.

The LiDAR simulation input parameters included the following:

e Positional coordinates

e Upward direction, assumed to be vertical

e Height, or distance from position to floor

e Horizontal wide angle (generally 360°)

e Vertical wide angle (generally less than 360° with an angle opening downward)
e Horizontal and vertical step angles

e Distance range [dmin, dmaa]

While simulating a network of LiDAR stations, all parameters were fixed with
the exception of LiDAR positions. The geometrical input model of the simulation
tool consisted of triangular meshes with vertex normals. These meshes can be derived
from a BREP CAD model or previous coarse point cloud scan. They can transform by



means of translation, rotation, and scaling, and have attached materials that contain
a diffuse reflection coefficient.

Simulation The implemented LiDAR model employed ray casting. The code was
based on the Nvidia Optix 7 library, allowing access to the power of ray tracing hard-
ware support. The LiDAR simulation tool was integrated into the Unity 3D platform.

A ray was launched for each laser beam direction. When the ray hit a surface, the
following results were obtained (see Figure 2):

e point position, or the first intersection point identified. It is computed in world
space but can be transformed into a local LIDAR coordinate system.

e point color: An equirectangular panoramic image is first rendered around the
current station and transferred to the GPU as a texture. Then, during the
LiDAR simulation, for each ray direction hitting a surface, a point color is
obtained by bilinear texture color interpolation.

e point normal, obtained by bilinear interpolation of the hit triangle’s vertex nor-
mals with (s,t) barycentric coordinates of intersected points. It is oriented
toward the direction of the incident ray.

o reflectivity: Following Lambertian law, it is equal to R(I - (—N)), where R is
the diffuse coefficient of the material associated with the intersecting mesh, I is
the direction of the incident ray, N is the point normal, and - is the dot product
operation

e mesh id: The ID of the triangle’s mesh, which remains at -1 if no hit occurs.

The computations of point color, normal, and reflectivity are optional. On the
GPU, different output buffers were pre-allocated to fit the number of rays.

3.3 Noise

Noise model The geometric noise of a point cloud may have several origins, such
as electronic noise on the sensor, interaction with the atmosphere, or complex inter-
action of the laser beam with a surface. In this study, we conducted realistic but
not physically-based LiDAR simulations. Therefore, we employed tables provided by
LiDAR constructors, thus allowing the evaluation of noise amplitude for perfectly ac-
curate measures (see Table 1). As can be seen, noise amplitude increases with higher
distance and lower reflectivity. By using a Lambertian diffuse law to evaluate reflec-
tivity (see Section 3.2), we reached global agreement with the increase in the incident
angle to the intersection point normal, as noted in [33].

Reflectivity \Distance 5m 10m 20m 40m 60m
Black 8% 0.5mm | 0.6mm | 0.7mm | 2.5mm | 5.0mm
Grey 21% 0.4mm | 0.5mm | 0.6mm | 0.8mm | 2.0mm
White 89% 0.3mm | 0.4mm | 0.5mm | 0.6mm | 1.0mm

Table 1: Noise amplitude of Leica RTC 360 for a single measurement, depending
on the distance and reflectivity of the obstacle.

Noise computation method During simulation, each intersection point was
randomly moved along the ray following a zero-mean Gaussian distribution, in which
the standard deviation o value was computed by interpolating the values of the con-
structor amplitude table.

For computational performance, this initial table was transformed via interpola-
tion and extrapolation into a regular oversampled table. Its inputs were normalized
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Figure 2: Simulated LiDAR scan. A madel with dimensions of 65.5 m x 50 m x
15.5 m was placed on a 100 m x 100 m surface. The model contains 17 meshes.



distance and reflectivity, both in the range of [0, 1]. We chose a sampling step of 0.01,
which allowed the creation of a 101 x 101 table that was transferred as a texture map
to the GPU for fast o evaluation by bilinear interpolation. Algorithm 1 summarizes
the methods used.

Algorithm 1 Noise computation. Operations in blue are performed on GPU.

{PRE-COMPUTATION}
From initial constructor table, create a regular oversampled noiseTable
Transfer it as texture map to GPU
{COMPUTATION}
{[dmin; dmas] is the LIDAR range}
{I is the incident ray direction; R is the diffuse reflection coefficient}
for each intersectionPoint found do
distance < Norm(lidarPosition, intersectionPoint)
normalizedDistance < %‘m
N <« Interpolated AndOrientedNormal At (intersectionPoint)
reflectivity <— R(I - (—N))
o < BilinearInterpolation(noiseTable, normalizedDistance, reflectivity)
€ + RandomValueWithGaussianDistribution(0, o)
intersectionPoint <— intersectionPoint + €/
end for

4 Optimization of LIDAR positioning

The general positioning optimization method relies on multiobjective optimization
based on LiDAR simulations computed using the proposed tool. The elements of
the method and their associated algorithms are presented in the following sections:
surveyed and blocking meshes in Section 4.1, search area in Section 4.2, clash detection
around LiDAR stations in Section 4.3, and search space in Section 4.4. The three
evaluated objectives are introduced in Section 4.5: coverage, overlap, and station
number. The basic principles of the chosen optimization methods — CMA-ES for mono-
objective problems and MO-CMA-ES for multiobjective problems — are presented in
Section 4.6.

4.1 Surveyed and blocking 3D triangular meshes

When scanning a complete site, the entire 3D model must be covered. However,
specific equipment and areas of complex industrial environments are often surrounded
by elements that limit their visibility and accessibility. For instance, a machine tool
may be surrounded by other machines or architectural elements, such as barriers or
posts. In the context of our application, the user specifies the part of the model to
be scanned. These models are referred to as surveyed meshes, whereas the remaining
models are referred to as blocking meshes. Although both mesh types can intersect
rays and be used for clash detection, only the intersection points of rays with surveyed
meshes contribute to coverage and overlapping objectives (see Section 4.5).

During the initialization step, we voxelized the surveyed meshes’ surfaces by im-
plementing the method described in [30] on a CPU. We used a cubic box whose length
corresponds to the largest extent of the bounding box of all surveyed meshes. Given
the size provided by the user, the voxel size is defined as

box _length

3 2)

voxel _size =



where d is the smallest integer such that voxel size < user size. It should be noted
that the user size should be selected so that voxelization is really surfacic. For instance,
it should be smaller than the wall thickness if both faces are visible. However, the
voxel size must not be too small, as explained in Section 4.5.1.

Any voxels that intersect triangles are stored in memory with an associative map,
whose keys are the Morton keys of an octree with constant depth d. This list of full
voxel keys (referred to as surveyed geometry voxels throughout this paper) is sorted
and stored in a GPU memory buffer.

4.2 Search area

The search area is the accessible area where LiDAR stations can be positioned. Its
surface is not intersectable, although it often coincides with a blocking surface (e.g.,
the ground), and it is a 3D triangular mesh with u;,v; coordinates attached to its
vertices. The search area can be represented by any parametric surface, and may
contain slopes, curves, bumps, holes, and similar features. The triangular mesh may
even have different connected components to represent a set of surfaces (the different
stairs of a building, for instance) as long as the u;,v; coordinates of the vertices do
not overlap.

Optimization occurs as LiDAR stations evolve in this search area. Provided a
vertical height and 2D coordinate point (u, v) with continuous values, a given station’s
position can be computed on the CPU by finding a triangle with vertex 4,7,k and
coordinates u;, vi, uj,v;, ur and vy such that

u=(1—s—1t)u; + su; + tug
v=(1—s—1t)v; + sv; + tvg

(3)

where s and ¢ are the barycentric coordinates of a point within the triangle such
that
0<s<1,0<t<land0<s+t<l1 (4)

To efficiently search this triangle and compute values of s and ¢, a quadtree is built
on the triangular mesh of the search area in the 2D (u,v) space. The quadtree spans
[Umin, Umaz] and [Umin, Umaz], corresponding to the overall search coordinates, and its
root node contains all mesh triangles. The build is recursive, as each node is subdivided
into four, and each triangle is distributed into one or more child nodes. The process
terminates for a given node when the number of triangles becomes smaller than the
maximum allowed, or a given maximum depth is reached. During the triangle search,
this enables the quick pruning of nodes that do not contain (u,v) coordinates. For the
remaining nodes, the searched triangle, if it exists, is found by inverting Equation 5
and ensuring that s and ¢ obey Equation 4. If no triangle is found, a hole is present, in
which case the LIDAR station is not simulated and does not contribute to the objective
evaluation. The inverse equations are as follows:

(v —vi)(ue — wi) — (u— ui) (Ve — vi)

(vj — vi)(uk — wi) — (uj — u;) (v — vi)
L lmu) = —w)s (0= v) = (o)~ w)s ©)

If we denote the triangle vertices as P;, P;, and Py, then the LIDAR position in 3D is
lidar Position(u,v) = (1 — s — t)P; + sP; + tPx + h up (6)

where h is the LIDAR height above the ground and up the vertical direction in world
coordinates. In our case, all terrestrial LIDARs were assumed to remain vertical. In
other contexts, a 3D triangular local normal mesh may be used.



4.3 Clash detection

LiDAR stations should not be too close, or even intersect the surveyed or blocking
geometries. In practice, an on-site operator should be able to move in the proximity of
the TLS tripod. Therefore, a cylindrical security volume is used around each station.
For simplicity, this volume is approximated by a set of two spheres, as shown in Figure
3. The first sphere is at height k1 above the ground, whereas the second is at height hs.
Both spheres have a radius of . To avoid contact with the ground, » should remain
smaller than h;. Using the Embree library from Intel, an acceleration structure is
created on a CPU containing surveyed and blocking meshes. For each LiDAR station,
the minimal distance from each sphere center C; and C2 to the meshes is computed
using an rtcPointQuery Embree function call. If one of the minimal distances is smaller
than the sphere radius, the station simulation is skipped and does not contribute to
the objective evaluation.

Figure 3: Security volume around each station. Left is front view, right is above
view.

4.4 Search space

The search space is the space in which an optimization algorithm operates. If the
number of stations N is given, as in a FIX-type problem, its dimension is 2N, as each
candidate solution of the population, or network of LiDAR stations, is represented by
a coordinate vector (u1,v1,..un,vn). The LiIDAR positions in 3D are computed on
the CPU for each station i (1 < ¢ < N) using the method described in Section 4.2.

If optimization also attempts to minimize the number of stations, as in a MIN-type
problem, then each candidate solution has a number of valid stations Nsiqtions between
two user-provided values Npin and Np,qz, which can be roughly estimated based on
the extent and complexity of surveyed geometry. Because the optimization libraries
used in our implementation (see Section 4.6) do not allow the mixing of floating-point
and integer-value coordinates, a floating value coordinate o between 0 and 1 is added
to all candidate solutions, resulting in a search space of dimension 2N,,qr + 1. The
number of stations evaluated for a given candidate is

Nstations = Tounded(Nmin + a(Nmaz - Nmzn)) (7)
If the (u,v) coordinates in the search area are bounded by [umm,umm«] and
[Umin; Umaz], then the optimizations are constrained by the following bounds:

o [(Wmin, Vmin, --Umins Umin)s (Umaz, Umaz, --Umazs Umaz )], tWo (2N) vectors for a
given number of stations,

L4 [(umin7 Umin, --Umin, Umin, 0)7 (umaz7 Umaz, --Umaz, Umaz, 1)}; two (2Nmar+1) vec-
tors in case we seek to minimize the number of stations.
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4.5 Objectives

To assess the quality of scans provided by each candidate solution, up to three param-
eters were evaluated. The following objectives must be optimized.

4.5.1 Coverage

Coverage was measured through local point density estimation in each surveyed ge-
ometry voxel cell. The user provided a density value, generally expressed as the point
spacing every n mm. Assuming that points were locally distributed on a regular grid,
which implies a surfacic density of 1 point every n?mm?, and that voxel volumes were
locally intersected by a single planar surface with area voa:el_size2, a goal density,
representing the number of points per voxel with floating point values, can be com-
puted as the ratio WSZTMRQ After each simulation, the surveyed geometry voxel
point count voxel density (denoted voxelDensityBuf in Algorithm 2) increased by
the number of points it contained. Finally, after all stations were simulated, coverage
was estimated using the following formula:
N’U

Coverage = (8)
where N, denotes the total number of surveyed geometric voxels (sg_vozels). It
should be noted that vozel size must exceed the point spacing n so that the required
number of points per voxel goal density is at least 1.

Coverage value is in the [0, 1] range, where the maximal value of 1 corresponds to
a situation where all surveyed voxel densities have reached the density goal. Coverage
measures local densities as well as the visibility of global surveyed geometry. This
formula naturally forces the optimization method to spread stations throughout the
search area. Because the ratio % is limited to 1, it penalizes solutions with
useless local over-densities that result from an excessive number of stations covering
the same area. Furthermore, as point density decreases with distance to the LiDAR
position and grazing angles, the station positions should not be too far from the
surveyed geometry, or at too large angles of incident rays with normals.

Coverage was computed on a GPU with CUDA Thrust code without transferring
point cloud data to CPU RAM. Each point coordinate was converted into a Morton
key value that was binary searched in the surveyed geometry voxel key buffer. Subse-
quently, the point keys were counted through a histogram algorithm, resulting in the
addition of a point count per voxel. Once the simulations of all LIDAR stations were
completed, coverage was computed using a simple additive reduction of the threshold
density ratios. A 3D cartography can be exported by visualizing these density ratios
using false colors.

4.5.2 Overlap

After a scanning survey of a real site, the point clouds of each LiDAR station are
registered iteratively or globally (see [15] for a recent survey regarding this topic).
When no artificial targets are added, high overlapping between scans improves the
precision of this process by increasing the number of feature-matching pairs.

The first step of the overlap estimation method for a given candidate solution
consists of evaluating the overlapping of each of its two stations ¢ and j. To ac-
complish this, a list of stations is determined for each surveyed geometry voxel. It
should be noted that a simple condition for voxel observation is to contain at least
one point from the simulated point cloud of a given station. In practice, to preserve
memory and maintain GPU efficiency, instead of building a real list, a 64-bit long inte-
ger voxel stations_ID, initially set to 0, is associated with each surveyed geometry
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voxel!. This value is denoted by voxelStationsIDBuf in Algorithm 2. For each point
within a point cloud, after determining the surveyed geometry voxel key that contains
it, vozxel _stations ID is modified as follows:

vozel _stations_ID < voxel _stations_ID OR lbs(1,i — 1) (9)

where i is the station index in [1, Nstations], and lbs is the left-bit shift operation. The
visibility of a given surveyed geometry voxel by station ¢ can then be represented by
the variable voxel wvisible;, whose value is 1 if

vozel _stations_ID AND lbs(1,1 —1) #0 (10)

and 0 otherwise.
The overlapping of stations ¢ and j is evaluated using

ng vowels VOTEl _visible; AN D vozxel _visible;

Overlap;,; = (11)

ng_wzels vozel _visible; OR voxel _wvisible;

with a real value in the range of [0, 1], where 0 corresponds to no overlap at all, and 1
corresponds to a perfect overlap.

Because of the symmetry of the formula Owerlap;; = Overlap;,;, and because
Overlap;,; = 1, only the NS‘“”""S(1\;5‘““'""“9_1) overlap couples have to be evaluated.

This generates an undirected weighted graph in which the adjacency matrix coef-
ficients are Owerlap;,;, with the exception of Overlap;,;, which are set to 0 because,
by convention, nodes are not connected to themselves. We evaluated the overlap of a
candidate solution as the average clustering coefficient of this graph. This coefficient
indicates the degree to which graph nodes are related. Intuitively, given a node triplet
(4,4, k), the coefficient indicates the probability that j and k are connected assuming
¢ is connected to both j and k.

For an unweighted graph with N nodes, where all adjacency coefficients A; ; are
either 0 or 1, the average clustering coefficient is

1 N
1

Ci = ki(k; — 1) ;Ai’in’kAj’k

(12)

where k; is the degree of node i.

Several generalizations of weighted graphs have been proposed (see [36]). We
decided to use the formula suggested in [29] because it is fast and numerically stable.
It also presents desirable properties, such as general versatility, continuity with the
unweighted formula, and robustness to noise. This leads to the following equation:

1 Nstations

Overlap Owverlap;

=1 (13)
1 >« Overlap; jOverlap;,kOverlap;,k

Nstations

Overlap; =
pi mazij(Overlapi;) 32, ;. Overlap;,jOverlap i

which is the overlap for a given candidate solution with a value in the range of [0, 1].

It should be noted that, because the notion of the clustering coefficient relies on
triplets of station connections, it contributes to the possible detection of numerous
feature matching pairs between point clouds. This should ensure robust and precise
global registration.

I Nymax can therefore not exceed 64 in our current implementation.
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In our implementation, voxel station visibility was evaluated on the GPU after each
LiDAR simulation. The adjacency matrix coefficients were computed on the CPU by
dividing the results of additive reductions performed on the GPU. The final formula
(13) was evaluated on the CPU.

4.5.3 Number of stations

In an MIN problem, the objective that minimizes the number of stations is evaluated
for each candidate solution as the value of its a coordinate. This value is bounded by
0 and 1, where 0 corresponds to Nmin and 1 corresponds to Npae (see Equation 7).

4.5.4 Optimization problem types

A global optimum must be found in the search space that corresponds to a maximum
for coverage and overlap, and a minimum for « (i.e., the number of stations). As these
objectives are all in the [0, 1] range, the problem is converted into the minimization of
1 — Coverage, 1 — Overlap, and a.

Instead of always optimizing these three objectives, we addressed four optimization
problems that correspond to different combinations: COVERAGE FIX, COVER-
AGE_OVERLAP_FIX, COVERAGE_ MIN, and COVERAGE OVERLAP_MIN.
Table 2 presents the characteristics of these problems.

Optimization problem Objectives to minimize Optimization type
1 - Coverage | 1 - Overlap | a | Mono-objective | Multiobjective
COVERAGE_FIX v v
COVERAGE_OVERLAP_FIX v v v
COVERAGE _MIN v v v
COVERAGE OVERLAP MIN v v v v

Table 2: Different optimization problem types addressed.

COVERAGE _FIX is presented in this paper primarily for pedagogical purposes,
whereas the other three problems provided the most interesting results. In practice,
as discussed in Sections 5.1.2 and 5.2, for a given test case, a variety of multiobjective
optimization steps are performed to efficiently explore the search space. Decisions to
guide the search and select the best compromise must be made after each step based
on user criteria.

It should be noted that multiobjective optimization often includes conflicting ob-
jectives. In the context of this study, an increase in coverage requires a large number
of LiDAR stations to be spread in the search area, while an increase in overlap is
associated with grouping. For MIN optimization, the number of stations should be
reduced.

4.6 Optimization methods

For the COVERAGE _FIX problem, we decided to use CMA-ES [13], which is a pow-
erful global mono-objective, derivative-free method based on an evolutionary strategy.
Each iteration updates the covariance matrix of a multivariate normal distribution
in R¥*™ where dim is the dimension of the search space. This is highly efficient
because it enables learning from a second-order model of the underlying objective
function, which is similar to the approximation of the inverse Hessian matrix in the
quasi-Newton method in classical optimization. See [14] for a comparison with other
optimization methods on a benchmark. In addition, this approach has very few param-
eters to set, namely the number of iterations, population size, and standard deviation
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sigma initial value?.

For the last three problems listed in Table 2, many multiobjective optimization
methods can be used [8], among which the most common are NGSA II, NGSA III,
and MOEA/D. Nevertheless, we selected MO-CMA-ES ([34], [17]), as it inherits the
benefits of its mono-objective version, including a rapid convergence rate and the same
number of required parameters. Furthermore, it uses the hypervolume between the
Pareto front and a reference point (the unit vector in our case) as a performance
indicator. This proves useful when it comes to knowing when to stop iterating, as
it tends to converge asymptotically to a maximum value. It should be noted here
that as the variables we seek to minimize (1 — coverage, 1 — overlap, and «) all
have minimal values of 0, the maximal theoretical hypervolume corresponds to a unit
square in the case of bi-objective optimization (COVERAGE OVERLAP_FIX and
COVERAGE_MIN), and a unit cube in the case of tri-objective optimization (COV-
ERAGE_OVERLAP_MIN).

We used libemaes [3] for the implementation of CMA-ES, and Shark [16] for that
of MO-CMA-ES. The optimizations were constrained as described in Section 4.4. For
CMA-ES, the initial population was derived from a single network of initial LiDAR
positioning provided by the user, whereas for MO-CMA-ES, it was randomly generated
in the search space.

Algorithm 2 globally sums up the LiDAR positioning optimization method em-
ployed in this study.

5 Results

5.1 Simple cases
5.1.1 Noise impact

In this first test, a LIDAR was positioned in front of three surveyed walls represented
by simple rectangles (see Figure 4). The wall material was assigned a diffuse-coefficient
value of 0.1. Two LiDAR simulations followed by coverage estimation were performed
without noise, and then performed again with noise. We used the noise parameters
listed in Table 1, and standard deviations ranged from 0.5 to 2 mm at normal incidence.
The user and voxel sizes were set to 1 cm. Point spacing was set at 1 point every 6
mm, which implies a goal density of 2.8 points per voxel.

Wwo noise | w noise

number of points 383 659 | 383 659

number of points on surface | 383 659 | 371 637
Coverage 0.308 0.299

Table 3: Evaluation results.

Table 3 indicates that the number of points found on the wall surface (i.e., in the
surveyed geometry voxels) in the presence of noise was smaller than the total number
of points. Because outliers do not contribute to coverage and overlap objective values,
simulation coverage with noise was slightly lower than that without noise. Figures 5a
and 5b denote outliers in red. Although the point density is smaller on distant walls,
these outliers are proportionally more abundant.

Adding noise to LiDAR simulations for positioning optimization introduces an
effect that tends to reinforce global trends. Solution candidates with a high noise
level — that is, with LiDAR positions too far away from the surveyed geometry, or

2For the results presented in Section 5, this value was set to 0.5.
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Algorithm 2 General Multiobjective Optimization Algorithm.
Operations in blue are performed on GPU.

{PARAMETERS}
{lidarParameters, surveyed/blocking meshes, mesh materials, computeNoise}
{userSize, pointSpacing, search area mesh, h LIDAR height}
{h1, ha,r security volume parameters around LiDAR}
{MO-CMA-ES parameters: M population size, nblterMax number of iterations, and
sigma initial standard deviation}
{N number of stations for FIX optimization, [Nmin, Nmasz] for MIN optimization}
{INIT}
Init raytracing (Nvidia Optix pipeline and acceleration structure), allocate Cuda
buffers: point cloud positions, colors, normals, reflectivities and mesh ids
if computeNoise then
Init oversampled noiseTable and transfer it onto GPU (§3.3)
end if
vozelSize < ComputeVoxelSize(surveyed meshes, userSize) (§4.1)
Voxelize surveyed meshes and transfer result as GPU Cuda Buffer voxelKeysBuf
Allocate cuda buffers voxelDensityBuf, voxelStationsIDBuf (§4.1)
Create quadtree for search area uv coordinates (§4.2)
Create acceleration structure for clash detection (§4.3)
goal Density < ComputeGoalDensity(voxelSize, pointSpacing) (§4.5.1)
{INIT Multiobjective OPTIMIZATION POPULATION}
for p=1to M do
Init solution candidates coordinates randomly (§4.6)
{nbCoordinates are 2N (u,v) (FIX) or 2Nmae (u,v) + 1 (o) (MIN) (§4.4)}
end for
{Multiobjective OPTIMIZATION}
nblter < 0
while (nblter < nblterMax) do
for p =1 to M do
Nstations < N (FIX) or Npmin + &(Nmaz — Nmin) (MIN)
voxelDensityBuf < 0, voxelStationsIDBuf + 0
for i = 1 to Nstations do
if u; and v; found in triangle T of the search area triangle mesh (§4.2),
then
lidarPosition < UVtoXYZ(T, wu;, v; , h)
C1 + IJV’EOXYZ(T7 Uiy Vi h1), Co + Ij\/tOXYvZ(T7 Uiy Vi hg)
if NOT Clash(C1, Ca, r, surveyed/blocking meshes) (§4.3), then
pointCloud < SimulationLidar(lidarPosition, lidarParameters, sur-
veyed/blocking meshes, meshes materials, computeNoise, noiseTable)
(§3.2)
voxelDensityBuf <«  ContribNbPoints(pointCloud, voxelKeysBuf)
(§4.5.1)
voxelStationsIDBuf < ContribStationID(pointCloud, voxelKeysBuf)
(§4.5.2)
end if
end if
end for
{EVALUATE OBJECTIVE VALUES FOR CANDIDATE p}
coverage, < Coverage(voxelDensityBuf, goal Density) (§4.5.1)
overlap, < Overlap(voxelStationsIDBuf) (§4.5.2)
nbStations, < « (§4.5.3)
end for
UpdatePopulation(M, sigma) (§4.6)
nblter <— nblter + 1
end while

-
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Figure 4: Scene with three walls, 5 m wide and 2.5 m high, placed at 10 m
(center) and 30 m (sides) from a LiDAR station.

(a) Outliers on wall at 10 m. (b) Outliers on wall at 30 m.

Figure 5: Impact of noise on coverage evaluation.

with grazing incident ray directions that generate small reflectivity values due to the
Lambertian model used (see Section 3.3) — are penalized.

5.1.2 Four walls test case

Presentation of the test case In the second test, the scene contained four
planar perpendicular walls placed on a surface such that they formed a hollow square
(see Figure 6). The walls were the surveyed geometry and the floor was the search
area. The surveyed mesh model contained 400 triangles.

The user size was set to 10 cm, and the computed surveyed geometry voxel size
was 7.8 cm. The point spacing was fixed at 1 point every 1 cm, which implied a
goal density of 61.3 points per voxel. The LiDAR had a 360° horizontal wide angle,
300° vertical wide angle, and step angle of 0.1°, which corresponds to more than 5
million rays launched per station. The LiDAR height was 1.5 m. All simulations were
performed without noise.

Coverage optimization for a fixed number of stations Using a COV-
ERAGE_FIX optimization based on mono-objective CMA-ES for a network of four
LiDAR stations, the best coverage reached after 200 iterations on a population of ten
candidate solutions was 0.89. The same result was obtained regardless of the initial
LiDAR position when performing several successive runs. The simulation and coverage
estimation for each candidate required approximately 16 ms, for a total computation
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(a) Scene with four walls, 10 m wide 3 m (b) Search area.
high, placed on a 40 m x 40 m floor with
four TLS.

Figure 6: Simple four-wall scene.

(a) Best coverage. (b) Coverage cartography.

Threshold voxel density ratio

0.33 0.66

Figure 7: COVERAGE _FIX optimization for four stations.

time® of 30 s. The resulting simulation for the best candidate solution is shown in
Figure 7a, and its coverage cartography is displayed in Figure 7b.

This first result was not satisfactory, as the overlap for the optimal four-station
configuration was 0, because the point clouds do not share any points on the surveyed
geometry. Therefore, the question is how many stations are necessary and sufficient
to reach almost complete coverage with more overlap.

Multiobjective optimization with a linear scalarization approach The
method proposed in [4] was implemented with the following differences to allow fair

comparisons:
e I" was evaluated using our density-based coverage estimation method (see Sec-
tion 4.5.1).

3In this study, all computations were performed on a Nvidia RTX 3090 GPU 24 GB RAM
board.
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Nmaxz—Nstation

e @, the function of the number of stations, was changed to Phi = 2 Nmae=Nmin —
1 so that Phi = 0 for Nstam’oﬂs = Nmaac and Phi =1 for Nstations = Nmzn

e The CMA-ES mono-objective method was used instead of the GA to maximize
the fitness.

Otherwise, the function A allowing the measurement of LIDAR station graph visibility,
as well as the weights \;, remained unchanged (see Section 2). Ny and Npqe were
fixed at 4 and 12 stations, respectively.

Using a population of 36 candidate solutions, the best solution found after 150
iterations performed in 75 s presented a fitness of 0.93. As shown in Figure 8, there
was a slight variation in the solution obtained previously, with four stations moving
away from the walls. Its coverage value I" was 0.83, ® was 1 as the candidate had
Nmin = 4 stations, and A was also 1 because of only one connected component as
each station is within the visual range of at least an other one. The overlap value was
still 0 because the simulated point clouds did not share any points.

(a) Candidate with best fitness. (b) Coverage cartography.

Threshold voxel density ratio

0 0.33 0.66 1

Figure 8: Candidate with best fitness found with a multiobjective linear scalar-
ization approach.

Fitness maximization enables the maximization of ® and A at the cost of a coverage
value I" lower than that obtained with our COVERAGE _FIX optimization (0.83 as
opposed to 0.89). In fact, to increase I', the optimizer needs to either bring the
stations closer to the walls, which lowers visibility and hence A, or to increase the
number of stations, which lowers ®. With the given weight values, both solution types
are discarded, as they provide suboptimal fitness. If the user requires better coverage
(almost perfect coverage, for instance), the has to increase the coverage weight A1 and
decrease all other weights, thus indirectly setting his preferences.

Our method is much more informative because it provides a Pareto front for so-
lution candidates, which allows the user to easily interpret results and determine the
best compromise. Finally, we believe that our overlap estimation objective, as formal-
ized in Section 4.5.2, is more adequate than the proposed A function for measuring
the registrability of LIDAR station point clouds.

Our multiobjective approach We proceeded in two steps. First, a COVER-
AGE _MIN multiobjective optimization was performed with Npin = 4 and Nyaz =
12. The population was set to 200 candidate solutions, and 250 iterations were per-
formed for a total computational time of 928 s. The final hypervolume reached was 0.95
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(with a maximum of 1, as shown in Section 4.6). Figure 9 illustrates the convergence
of the Pareto front.
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Figure 9: COVERAGE MIN for 4 to 12 stations.

As seen in Figure 9c, an increase in the number of stations beyond eight is not
necessary because coverage of almost 1 is already reached. Indeed, the best can-
didate solution for eight stations reached a coverage of 0.982 and overlap of 0.26.
Therefore, to find the best compromise on coverage and overlap, a second COVER-
AGE_OVERLAP_ FIX multiobjective computation was launched with a fixed number
of eight stations. The population size was again 200, and the number of iterations was
300. After computing for 1082 s, a hypervolume value of 0.97 was reached. Figure 10
shows both the hypervolume and final Pareto front.
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Figure 10: COVERAGE OVERLAP FIX for eight stations.
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As can be seen in Figure 10b, the candidate that produced the best coverage, a
point in blue on the lower-right, reached an almost perfect value of 0.99. However,
because the station positions were too scattered, the overlap was only 0.16. By con-
trast, the candidate with the best overlap of 1.00, a point in red in the upper-middle
part, reached a coverage of only 0.50 because the LiDAR positions were too grouped.
A good compromise can be reached by choosing a candidate solution on the final
Pareto front with coverage 0.98, slightly below the maximum, and an overlap of 0.75
(a reddish orange point in the upper-right part).

(a) Best coverage. (b) Coverage cartography.

Threshold voxel density ratio

0 0.33 0.66 1

Figure 11: Best compromise for eight stations.

Figure 12: Best compromise overlap weighted graph.

Figure 11 shows the LiDAR positions and cartography coverage of the candidate
solution. Figure 12 shows the overlap weighted graph drawn around the four walls.
Ounly connections with significant weights (> 0.01) are represented. All other connec-
tions are either strictly 0, as the point clouds do not share any points, or very small,
as only points in the voxels of the wall edges are shared. The graph contains two
connected components, each of which groups positions into triplets, which, as noted in
Section 4.5.2, allows for more robust and precise global registration. The two compo-
nents corresponding to the point clouds can be registered with the help of edge points
shared between positions 2 and 8, and 4 and 5.
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5.2 Complex case

The 3D model shown in Fig. 13 represents a small industrial site that contains
pipes, tanks, platforms, and relatively thin structures such as ladders, stairs, and
railings. As in the original model, closed volumes such as tanks are thick, inner
triangles were removed to avoid creating invisible voxels. The resulting model has 2.7
million triangles.

This surveyed model was placed on the ground with an embankment connected by
a slope to its central flat part. The search area was composed of nonplanar ground
together with different parts of the elevated platform model. Figures 13b and 13c
illustrate this area in 3D and 2D (u,v) coordinates, respectively. It should be noted
that in 2D parametric coordinates, the area of the ground is normalized, and the
platform element areas have the same ratios relative to the ground as in 3D coordinates.
Therefore, the (u,v) parametric coordinates encompass a rectangular area in the range
[0,1.15]x[0, 1]. The search area mesh contains 1400 triangles.

(a) Industrial site in green (15 m x 14.5 (b) Search area in 3D.
m x 4.5 m). The ground (40 m x 40 m)
has an embankment 2.3 m high.

(c) Search area in 2D (u,v) coor-
dinates.

Figure 13: Complex model.

The LiDAR simulation parameters are listed in Table 4.

Point spacing was set to 1 point every 5 mm. The horizontal and vertical step
angles allowed this spacing at a 10 m distance. More than 65 million rays were launched
per station. The user size was 1 cm, and the voxel size was 0.78 cm. The goal density
was 2.4 points per voxel. Noise was enabled for LiDAR simulations. Its parameters are
listed in Table 1. The diffuse coefficient of the surveyed mesh material was assigned
an arbitrary value of 0.24 in relation to the dark green aspect of the model.

Optimization search was performed in two steps:
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Horizontal wide angle 360°

Vertical wide angle 300°
Step angles 0.0286°

Distance range [dmin, dmaz) | 0.1 - 130 m

LiDAR height h 1.85 m
Security volume h1l 0.6 m
Security volume h2 1.35 m
Security volume r 0.5 m

Table 4: LiDAR simulation parameters.

e First, a broad phase search of type COVERAGE _OVERLAP _MIN with Np,in =
8 and Nmaz = 20
o followed by a narrower phase search of type COVERAGE_OVERLAP _FIX for

a minimal number of stations, allowing almost identical coverage to the previous
Nmax .

pervolume
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(a) Hypervolume. (b) Pareto front.

Figure 14: Complex model COVERAGE OVERLAP MIN.

For the first optimization step, 250 candidate solutions and 300 iterations were
used. As shown in Figure 14a, the hypervolume curve is yet to reach its asymptote.
Nevertheless, this provides us with the first useful insight. Each candidate evalua-
tion, which includes LiDAR 3D position computation from (u,v) coordinates, clash
detection around stations, LiDAR simulations, and objective value computation, re-
quires an average of 314 ms. With a total of 75 000 candidates estimated, the overall
computation time for this step was 23 421 s. The final Pareto front in 3D, with a
hypervolume of 0.362, is presented in Fig. 14b. Here, the blue dots correspond to
candidates with a small number of LiDAR positions. Although these points may have
a high overlap of approximately 1, their coverage remains small, at 0.410 for the best
eight positions candidate. By contrast, the red dots correspond to the highest coverage
(0.542 for a 16-station candidate), while their overlap struggles to be sufficient. As the
population no longer contains candidates with more than 19 stations (meaning they
are dominated solutions), and considering the two best 15-station candidates rank 3rd
and 5th with respective coverages of 0.520 and 0.501, while their overlap is 0.273 and
0.200, we decided to stick to 15 stations for the next step.

Subsequently, a second optimization search step was performed for 15 LiDAR
stations, with a population of 250 candidate solutions and 600 iterations. The final
Pareto front obtained in 2D (Figure 15b) reached a hypervolume of 0.441, which
appeared near the asymptotic value (Figure 15a). The average computation time for a
single candidate was 394 ms. Because 150 000 candidate solutions were evaluated
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Figure 15: Complex model COVERAGE OVERLAP_FIX for 15 stations.

in total, the total optimization time was 59 106 s, i.e., more than 16 h. Again,
a compromise was required. We chose to select the candidate with the sixth best
coverage of 0.575. Although its coverage was slightly lower than the best case of
0.578, it produced a higher overlap of 0.340 compared with the 0.304 in the optimal
coverage case. The 15 LiDAR positions and corresponding overlap-weighted graphs are
shown in Figure 16. In Figure 16b, only links with weight values larger than 0.05 are
displayed. The stations were closely connected, each with 1-6 significant overlapping
links. A maximum Overlap; ; value of 0.37 was reached for Stations 2 and 9. Station
12 is on the platform, Stations 1, 5, 8, and 14 are on the slope, and Station 13 is on
top of the embankment.

The global point cloud for this candidate solution with 15 stations reached 366.5
million points, the majority of which are on the ground. Amongst the 103.9 million
intersection points with the surveyed meshes, 102.6 were found in the surveyed geom-
etry voxels, which means there were very few outliers due to geometric noise. Figure
17 shows both the point cloud and its coverage cartography from different perspec-
tives. The main area of the site was scanned with a satisfactory point density. Thin
structures, such as ladders or railings, and small objects, such as bolts, can be clearly
identified in the scan.

However, some parts could not be scanned correctly for the following two reasons.

e Some areas have limited access. This is the case, for instance, for a platform or
between a tank and a main pipe (see Figures 18a and 18b, where the security
volume is represented by two transparent orange spheres). When clash detection
is performed, these areas correspond to very restricted and isolated areas in
the (u,v) parametric search space. Therefore, the optimization method has
difficulties reaching and exploring these places further.

e As the LiDAR height was kept constant, high (see Figure 18c) and low (see
Figure 18d) areas could not be seen.

6 Possible improvements

In our method, most LiDAR parameters were fixed for each candidate. Some of
these parameters could also be part of the optimization process. For example, LIDAR
height can vary between stations?, thus reaching areas that would otherwise remain
inaccessible, as discussed in Section 5.2. Another parameter that may vary between

4In real world, the tripod legs can be shortened. Likewise, in order to reach high viewpoints,
telescopic poles can be used.
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(b) Overlap weighted graph. Only the

(a) Top view of the 15 stations and sim- ) )
links with Overlap;,; > 0.05 are shown.

ulated point clouds.

(c) Perspective view.

Figure 16: Best positioning compromise found for 15 stations.

candidate solutions is the LIDAR step angle. Although these angles were fixed at the
beginning of the survey, smaller step angles may provide solutions with fewer LiDAR
stations.

Furthermore, in the studies presented in Section 5, the best solution was obtained
after several iterative optimization steps. This workflow can be integrated into an
interactive optimization process [38], where the user progressively chooses to focus the
computational effort on parts of the search space.

Finally, the LiDAR model could become more complex to enable more realistic
scanning. This would enable a higher quality of noise and artifacts, such as mixed
and isolated points, due to reflection and refraction. In survey cases where these
phenomena are not negligible, this should provide an interesting improvement in the
solutions.

7 Conclusion

A novel method for optimizing the positioning of a network of terrestrial LIDAR sta-
tions on an a priori known 3D triangular mesh model was presented. This method
relies on fast, GPU-based, and realistic 3D simulations that account for noise; explores
complex search areas; and detects clashes using geometry. The use of a multiobjec-
tive approach allows for final decision-making based on rich and informative results.
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(a) General view. (b) General view coverage.

(d) General view coverage (opposite
side).

(e) Close-up view. (f) Close-up view coverage.

Threshold voxel density ratio

o

0.33 0.66 1

Figure 17: Simulated point clouds and coverage cartography for selected best
candidate solution with 15 stations.

Experiments were presented on simple cases, and then on a complex industrial case,
demonstrating the effectiveness of the method.

In the future, we plan to further accelerate computations using multiple GPUs to
perform parallel evaluations of the candidate solutions for a given population at each
iteration.
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(a) Limited access to platform. Trans- (b) Limited access between pipe and
parent orange spheres are the security tank.
volume.

(c) Coverage cartography - top view. (d) Coverage cartography - bottom view.

Threshold voxel density ratio

0 0.33 0.66 1

Figure 18: Difficult areas to scan.
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