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Abstract Deductive verification typically relies on function contracts
that specify the behavior of each function for a single function call. Rela-
tional properties link several function calls together within a single spe-
cification. They can express more advanced properties of a given function
or relate calls to different functions, possibly run in parallel. However,
relational properties cannot be expressed and verified directly in the tra-
ditional setting of modular deductive verification. Recent work proposed
a new technique for relational property verification that relies on a veri-
fication condition generator to produce logical formulas that must be
verified to ensure a given relational property. This paper presents an
overview of this approach and proposes important enhancements. We
integrate an optimized verification condition generator and extend the
underlying theory to show how relational properties can be proved in a
modular way, where one relational property can be used to prove another
one, like in modular verification of function contracts. Our results have
been fully formalized and proved sound in the COQ proof assistant.

1 Introduction

Modular deductive verification [19] is used to prove that every function f of a
given program respects its contract. Such a contract is, basically, an implication:
if the given precondition is true before a call to f and the call terminatesﬂ7 the
given postcondition is true when f returns control to the caller. However, some
kinds of properties are not easily reducible to a single function call. Indeed, it
is often necessary to express a property that involves several functions, possibly
executed in parallel, or relates the results of several calls to the same function
for different arguments. Such properties are known as relational properties [6].

5 Termination can be either assumed (partial correctness) or proved separately (full
correctness) in a classical way [16]; for the purpose of this paper we can assume it.



//Command csum: | Relational property R1 between commands ¢, and ¢2:
if 1 < x2 then {

T3 1= T3 + T1; /] el /] ¢
=z + 1; 1 = 1; 1 = 0
P e} T eSS st
} else { Skip } call(ysum) Call(ysum)

Figure 1: Recursive command cgum, associated as a body with procedure name
Ysum, and relational property R between two commands, denoted ¢}, and c?,
involving a call to this procedure.

Examples of such relational properties include monotonicity (i.e. z < y =
f(z) < f(y)), involving 2 calls, or transitivity (cmp(z,y) > 0A cmp(y,z) > 0=
cmp(z, z) > 0), involving 3 calls. In secure information flow [3], non-interference
is also a relational property. Namely, given a partition of program variables
between high-security variables and low-security variables, a program is said to
be non-interferent if any two executions starting from states in which the low-
security variables have the same initial values will end up in a final state where
the low-security variables have the same values. In other words, high-security
variables cannot interfere with low-security ones.

Motivation. Lack of support for relational properties in verification tools was
already faced by industrial users (e.g. in [8] for C programs). The usual way to
deal with this limitation is to use self-composition [3I30/9], product programs [2]
or other self-composition variants [31]. Those techniques are based on code trans-
formations that are relatively tedious and error-prone. Moreover, they are hardly
applicable in practice to real-life programs with pointers like in C. Namely, self-
composition requires that the compared executions operate on completely sep-
arated (i.e. disjoint) memory areas, which might be extremely difficult to ensure
for complex programs with pointers. Modular verification of relational proper-
ties is another important feature: the user may want to rely on some relational
properties in order to verify some other ones.

Ezample 1 (relational property). Figure |l| shows an example of a recursive com-
mand (that is, program) cs,m. We clearly distinguish the name and the body of
a procedure. The procedure named ysuy is assumed to have command cqp, as
its body, so that csum recursively calls itself. Given three global integer variables
x1, xo and z3z, command cgym adds to x3 (used as an accumulator) the sum
1+ (1 + 1)+ 4 (2 — 1) if 1 < x2, and has no effect otherwise.

Figure [1] also shows an example of a relational property R; (inspired by [2])
stating the equivalence of two commands ¢, and 2 (assumed to be run on sep-
arate memory states), which assign x1 and x3 before calling ysum. The relational
property is written here in Benton’s notation [6]: tags (1) and (2) are used to
distinguish the programs linked by the property. When variables of the linked
programs have the same names, such a tag after a variable name also helps to
distinguish the instance of the variable used in the relational precondition and
postcondition (written in curly braces, resp., on the left and on the right). Prop-
erty Rq states that if zo has the same value before the execution of c}u and before



the execution of ¢2, then z3 will have the same value after their executions. In-
deed, ¢}, will compute in x5 the sum 1+2+ - -+ (x5 — 1), while ¢? will compute
in 23 thesum 04+1+2+--- 4 (22 — 1).

In this paper, we show how relational property R; can be verified using
another relational property R3 linking two runs of csu, rather than using a full
functional contract of c¢gum. More precisely, Rs (that will be formally defined
below in Fig. [5]) generalizes the situation of R; and states that the resulting
value of x3 after two runs of cgym will be the same if the initial state of the
second run is exactly one iteration of cgyy behind that of the first run. a

Approach. Our recent work [I1] proposed an alternative to self-composition that
is not based on code transformation or relational rules. It directly relies on a
standard verification condition generator (VCGen) to produce logical formulas
to be verified (typically, with an automated prover) to ensure a given relational
property. This approach requires no extra code processing (such as sequential
composition of programs or variable renaming). Moreover, no additional separ-
ation hypotheses are required. The locations of each program are separated by
construction: each program has its own memory state. This approach has been
formalized on a minimal language L, representative of the main issues relevant
for relational property verification. L is a standard WHILE language extended
with annotations, procedures and pointers. Notably, the presence of dereferences
and address-of operations makes it representative of various aliasing problems
with (possibly, multiple) pointer dereferences of a real-life language like C. An
example of a relational property for programs with pointers was given in [I1].
We formalize the proposed approach and prove its soundness in the CoQ proof
assistant [33]. Our CoQ developmemﬂ contains about 3700 lines.

Contributions. We give an overview of the VCGen-based approach for relational
property verification (presented in [I1]) and enhance the underlying theory with
several new features. The new technical contributions of this paper include:

— a CoqQ formalization and proof of soundness of an optimized VCGen for
language L, and its extension to the verification of relational properties;

— an extension of the framework allowing not only to prove relational proper-
ties, but also to use them as hypotheses in the following proofs;

— a CoqQ formalization of the extended theory.

We also provide an illustrative example and, as another minor extension, add
the capacity to refer to old values of variables in postconditions.

Outline. Section[2]introduces the imperative language L used in this work. Func-
tional correctness is defined in Section Bl The extension of functional correctness
to relational properties is presented in Section [ Then, we prove the soundness
of an optimized VCGen in Section [5 and show how it can be soundly extended
to verify relational properties in Section [6} Finally, we present related work in

Section [7] and concluding remarks in Section

" Available at https://github.com/lyonel2017/Relational-Spec/
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2 Syntax and Semantics of the Considered Language L

2.1 Locations, States, and Procedure Contracts

We denote by N = {0,1,2,...} the set of natural numbers, by N* = {1,2,...}
the set of nonzero natural numbers, and by B = {True, False} the set of Boolean
values. Let X be the set of program locations and Y the set of program (procedure)
names, and let x,z’,x1,... and y,9,91,... denote metavariables ranging over
those respective sets. We assume that there exists a bijective function N — X
so that X = {«; | i € N}. Intuitively, we can see i as the address of location ;.

Let X be the set of functions ¢ : N — N, called memory states, and let
o,0’,01,... denote metavariables ranging over X. A state o maps a location to
a value using its address: location z; has value o(i).

We define the update operation of a memory state set(o,i,n), also denoted
by o[i/n], as the memory state ¢’ mapping each address to the same value as o,
except for 7, bound to n. Formally, set(o,i,n) is defined by the following rules:

Voe X z;eX,neNuz,;, eX i=j=ofi/n|(j) =n, (1)
Voe Xz, e X,;neN,z; e X.i#j=oli/n](j) =o(j). (2)

Let ¥ be the set of functions ¥ : Y — C, called procedure environments,
mapping program names to commands (defined below), and let 1,91, ... denote
metavariables ranging over ¥. We write body,, (y) to refer to ¢/(y), the commands
(or body) of procedure y in a given procedure environment . An example of a
procedure environment gy, is given in Fig. [5f where bodyi/jsum (Ysum) = Csum-

Preconditions (or assertions) are predicates of arity one, taking as para-
meter a memory state and returning an equational first-order logic formula. Let
metavariables P, Py, ... range over the set P of preconditions. For instance, us-
ing A-notation, precondition P assessing that location x3 is bound to 2 can be
defined by P £ \o.0(3) = 2. This form will be more convenient for relational
properties (than e.g. x3 = 2) as it makes explicit the memory states on which a
property is evaluated.

Postconditions are predicates of arity two, taking as parameters two memory
states and returning an equational first-order logic formula. Its two arguments
refer to the initial and the final state. For instance, postcondition @ assessing
that location 1 was incremented (that is, 1 = old(x1) + 1) can be defined in
A-notation by Q@ £ \oo’.0'(1) = o(1) + 1. Let metavariables Q, Qo,... range
over the set Q of postconditions.

Finally, we define the set @ of contract environments ¢ : Y — P x Q, and
metavariables ¢, ¢1,... to range over @. More precisely, ¢ maps a procedure
name y to the associated (procedure) contract ¢(y) = (pre,(y), posty(y)), com-
posed of a pre- and a postcondition for procedure y. As usual, a procedure con-
tract will allow us to specify the behavior of a single call to the corresponding
procedure, that is, if we start executing y in a memory state satisfying pre,(y),
and the evaluation terminates, the pair composed of the initial and final states
will satisfy post,(y).
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Figure 2: Syntax of arithmetic and Boolean expressions and commands in L.
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Figure 3: Evaluation of expressions in L (selected rules).

2.2 Syntax for Expressions and Commands

Let E,, E, and C denote respectively the sets of arithmetic expressions, Boolean
expressions and commands. We denote by a,ay,...;b,b1,... and ¢, ¢y, ... metav-
ariables ranging, respectively, over those sets. Syntax of arithmetic and Boolean
expressions is given in Fig. [2 Constants are natural numbers or Boolean values.
Expressions use standard arithmetic, comparison and logic binary operators, de-
noted respectively op, == {+,%x,—}, op, =={<,=,...}, op, == {V,AL
Since we use natural values, the subtraction is bounded by 0, as in CoqQ: if
n’ > n, the result of n — n’ is considered to be 0. Expressions also include
locations, possibly with a dereference or an address operator.

Figure[2]also presents the syntax of commands in L. Sequences, skip and con-
ditions are standard. An assignment can be done to a location directly or after
a dereference. Recall that a location x; contains as a value a natural number,
say v, that can be seen in turn as the address of a location, namely xz,, so the
assignment *x; := a writes the value of expression a to the location x,, while
the address operation &x; computes the address i of x;. An assertion command
assert(P) indicates that an assertion P should be valid at the point where the
command occurs. The loop command while b inv P do {c;} is always annot-
ated with an invariant P. As usual, this invariant should hold when we reach the
command and be preserved by each loop step. Command call(y) is a procedure
call. All annotations (assertions, loop invariants and procedure contracts) will
be ignored during the program execution and will be relevant only for program
verification in Section [5| Procedures do not have explicit parameters and return
values (hence we use the term procedure call rather than function call). Instead,
as in assembly code [23], parameters and return value(s) are shared implicitly
between the caller and the callee through memory locations: the caller must
put/read the right values at the right locations before/after the call. Finally, to
avoid ambiguity, we group sequences of commands with { }.
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Figure 4: Operational semantics of commands in L (selected rules).

Procedure environment: Ysum = {Ysum — Coum }

Hoare triple Ra: Ysum © { True} coum { 0ld(21) > old(z2) = old(zs) = 23}
1(2)< 72(2) A

o e I N (D)~ o) {aa ()= w5(2)}
z3(1)= z3(2) + 21(2)

Figure 5: A procedure environment g, associating procedure name yg,;, with
its body csum (see Fig. , a Hoare triple Ry for command cgum, and a relational
property Rz linking two runs of csym-

2.3 Operational Semantics
Evaluation of arithmetic and Boolean expressions in L is defined by functions &,
and &,. Selected evaluation rules for arithmetic expressions are shown in Fig.
Operations *z; and &z; have a semantics similar to the C language, i.e. derefer-
encing and address-of. Semantics of Boolean expressions is standard [36].
Based on these evaluation functions, we can define the operational semantics
of commands in a given procedure environment . Selected evaluation rulesﬁ are
shown in Fig. [dl As said above, both assertions and loop invariants can be seen
as program annotations that do not influence the execution of the program itself.
Hence, command assert(P) is equivalent to a skip. Likewise, loop invariant P

has no influence on the semantics of while b inv P do {c}.

We write I+ (¢, o) % &' to denote that (c,0) % o' can be derived from

the rules of Fig. 4l Our Coq formalization, inspired by [29], provides a deep
embedding of L, with an associated parser, in files Aexp.v, Bexp.v and Com.v.

3 Functional Correctness

We define functional correctness in a similar way to the original Hoare triple
definition [I9], except that we also need a procedure environment v, leading to a
quadruple denoted v : {P}c{Q}. We will however still refer by the term “Hoare
triple” to the corresponding program property, formally defined as follows.

Definition 1 (Hoare triple). Let ¢ be a command, 1 a procedure environment,
and P and Q two assertions. We define a Hoare triple ¢ : {P}c{Q} as follows:

b {PYe{Q) 2 Vo,0’ € Z. P(o) A(F (c,0) % o') = Q(o,0").

Informally, our definition states that, for a given 1, if a state o satisfies P
and the execution of ¢ on o terminates in a state ¢/, then (o, 0’) satisfies Q.

8 Full versions of Fig. are given in Appendix



Ezample 2. Figure [5] gives an example of a Hoare triple denoted Ro. O

Next, we introduce notation CV (1, ¢) to denote the fact that, for the given
1 and ¢ every procedure satisfies its contract.

Definition 2 (Contract Validity). Let ¢ be a procedure environment and ¢
a contract environment. We define contract validity CV (¢, ¢) as follows:

CV(¥,¢) £ Vy € Y. ¥ : {pre,(y)}eall(y){post, (y)}).

The notion of contract validity is at the heart of modular verification, since it
allows assuming that the contracts of the callees are satisfied during the verifica-
tion of a Hoare triple. More precisely, to state the validity of procedure contracts
without assuming anything about their bodies in our formalization, we will con-
sider an arbitrary choice of implementations 1’ of procedures that satisfy the
contracts, like in the first assumption of Theorem [I| below. This theorem, taken
from [I, Th. 4.2] and reformulated for L in [I1], states that ¢ : { P}c{Q} holds if
we can prove the contract of (the bodies in 1 of) all procedures in an arbitrary
environment 9’ respecting the contracts, and if the validity of contracts of ¢ for
1 implies the Hoare triple itself. This theorem is the basis for modular verifica-
tion of Hoare Triples, as done for instance in Hoare Logic [T936] or verification
condition generation.

Theorem 1 (Recursion). Given a procedure environment 1 and a contract
environment ¢ such that the following two assumptions hold:

V' e w. CV (Y, ¢) = Yy € Y, 9" : {pre,(y)}body, (y){post,(y)},
CV (¥, 9) = : {P}e{Q},

we have 9 : {P}c{Q}.

We refer the reader to the CoQ development, more precisely the results
recursive_proc and recursive_hoare_triple in file Hoare_Triple.v for a
complete proof of Theorem

4 Relational Functional Correctness

Relational properties can be seen as an extension of Hoare triples. But, instead of
linking one program with two properties, the pre- and postconditions, relational
properties link n programs to two properties, called relational precondition and
relational postcondition. A relational precondition or assertion (resp., relational
postcondition) for n programs is a predicate taking a sequence of n (resp., 2n)
memory states and returning a first-order logic formula. Metavariables ﬁ, 73\’, e
(resp., @, @', ...) range over the corresponding sets. As a simple example, the
relational postcondition of Ry (written in Fig. [If in Benton’s notation) can be
stated in A-notation as follows: Ao1,09,07,0% . 01(3) = 054(3).

A relational property is a property about n programs cy, . .., ¢,, stating that if
each program ¢; starts in a state o; and ends in a state o} such that P(oq,...,0,)



holds, then @(01, ey Ony 0%, ... 00) holds, where P is a relational precondition
and @ is a relational postcondition. We formally define relational correctness
similarly to functional correctness (cf. Def. , except that we now use sequences
of commands and memory states. We abbreviate by (u;)™ a sequence of elements
(ug)p—y = (u1,...,un), where k ranges from 1 to n. If n <0, (ux)™ is the empty
sequence denoted [ ]. If n = 1, (u)! is the singleton sequence (u).

Definition 3 (Relational Hoare Triple). Let ¢ be a procedure environment,
(ck)™ a sequence of n commands (n € N*), P and Q relational pre- and post-
condition for n commands. The relational correctness of (cx)™ with respect to p

and Q, denoted 1 : {P}(cx)"{Q}, is defined as follows:
v {PHer)"{Q} £

D b
V(o)™ (o1)". P((ok)" /\ IF{ci,00) = 0”i) = Q(on)", (0%)")-
i=1
For n = 1, this notion defines a Hoare triple. It also generalizes Benton’s
notation [6] for two commands: ¢ : {P}e; ~ c2{Q}. As Benton’s work mostly
focused on comparing equivalent programs, using symbol ~ was quite natural.

FEzample 3. Relational property Rg introduced in Ex. is formalized (in Benton’s
notation) in Fig. |5l Below, we will illustrate modular verification of relational
properties by deducing R, from R3 and partial contract Ro of csym- a

We will now extend Theorem [ to relational contract environments. A re-
lational contract environment ¢ maps a sequence of program names (yx)" to
a relational contract, composed of a relational pre- and postcondition, denoted
o((yr)") = (Iﬁg((yk)n% I;Etg((yk)”) ). Practical applications require only a
finite number of properties, so the relational contract can be assumed trivial for
all except a finite number of sequences. A relational contract environment gener-
alizes a contract environment, since a standard procedure contract is a relational
contract (for a sequence of exactly one element). Notice that ¢ considers only
one relational property for a given sequence (yx)™: this is not a limitation since
several properties can be encoded in one contract. We define the set of relational
contract environments @ and metavariables (;5 gbo, (;51, ... will range over P,

We introduce notation CV,.(¢, (i)) to denote the fact that all procedures

defined in v satisfy the relational contracts in which they are involved in gg

Definition 4 (Relational Contract Validity). Let ¢ be a procedure envir-
onment and ¢ a relational contract environment. We define CV,.(¢, ¢) as follows:

CVi(1h,0) 2 V(yp)" € dom(g), n > 0 = 1 : {preg((yx)")} (call(yi))i—, {post((yx)™)}-

Theorem 2 (Relational Recursion). Given a procedure environment 1) and
a relational contract environment ¢ such that the following two assumptions hold:
W e . CV(y/,0) =
V(yr)" € dom(e), 9" : {preg((yr)™)H(bodyy (yi))i—1{postz((yx)")},



OVi(,0) = ¥ {P}(e)"{Q}
then we have 1 : {P}(cy)"{Q}.

The Coq proof (which is a straightforward extension of the proof of The-
orem [1f) is available in Rela.v, Theorem recursion relational.

5 Optimized Verification Condition Generator

A standard way [16] for verifying that a Hoare triple holds is to use a verification
condition generator (VCGen). In this section, we formalize a VCGen for Hoare
triples such that if all verification conditions that it generates are valid, then the
Hoare triple is valid according to Def. [I] The VCGen described in this section is
based on optimizations introduced in [15]. Such optimizations allow the VCGen
to return formulas whose size is linear with respect to the size of the program
itself, and are now part of any state-of-the-art deductive verification tool. The
key idea is to avoid splitting verification condition generation into two separ-
ated sub-generation at each conditional. The definition is formalized in CoQ in
the file Vcg_ Opt.v, where we also prove that the verification conditions of this
optimized VCGen imply those of the naive VCGen presented in [11]. This will
allow us to use the optimized VCGen (or more generally any VCGen satisfy-
ing the properties stated in Theorem [3| below) for the verification of relational
properties as well (see Section |§[)

5.1 Verification Condition Generator

When defining the naive VCGen in [II], we proposed a modular definition.
Namely, we divided it into three functions 7¢, 7, and 7;. Here, we follow the
same approach for the optimized VCGen, using three new functions 72, T2,
and 7}‘.>:

— function 7> generates the main verification condition, expressing that the
postcondition holds in the final state, assuming auxiliary annotations hold;

— function 7> generates auxiliary verification conditions stemming from as-
sertions, loop invariants, and preconditions of called procedures;

— finally, function 7}‘> generates verification conditions for the auxiliary pro-
cedures that are called by the main program, to ensure that their bodies
respect their contracts.

Definition 5 (Function 7> generating the main verification condition).
Given a command c, two memory states o and o', a contract environment ¢, and
a function [ taking a formula as argument and returning a formula, function
TY returns a formula defined by case analysis on ¢ as shown in Fig. @

State o represents the state before executing the command, while ¢’ rep-
resents the state after it. Intuitively, the argument that gets passed to f is the
formula that relates o and ¢’ according to c itself. Thus, if f is of the form



77 [skip] (0, 0", ¢, f) = f(o = o")
T2 [zi == a](0,0",¢, f) £ f(o" = set(0,i,&a]o))
TE [xx: := a](o, 0", 0, f) & f(o' = set(o,0(i), E[a]o))
T2 [assert(P)](o,0', ¢, f) 2 ( (o) Ao =0")
T [eoser](o, 0", 6, ) £ V0", T [eol (0,0, ¢, Apr.
7Z'>[[C1]](0 ;0’6 Ap2. f(p1 A p2)))
TZ[if b then {co} else {c1}](c,0", ¢, ) 2 T [co](o, o', b, Ap1.
72 [el(o, 0", ¢, Ap2.
F((b = True = p1) A (b = False = p2))))
T2 [call(y)](o, 0, ¢, f) £ f(pre,(y)(o) A post,(y)(o, "))
72 [while b inv inv do {c}](o,0", ¢, f) £ f(inv o Ainv o’ A =(&[b]o"))

Figure 6: Definition of function 7> generating the main verification condition.

Ap.p = Q(o,0’), as in Theorem [3| below, the resulting formula is a verification
condition for post-condition @ to hold.

For skip, which does nothing, both states are identical. For assignments, ¢’
is simply the update of o. An assertion introduces a hypothesis over o but leaves
it unchanged. For a sequence, a fresh memory state ¢” is introduced, and we
compose the VCGen. For a conditional, if the condition evaluates to True, we
select the condition from the then branch, and otherwise from the else branch.
Note that, contrary to the naive VCGen, we perform a single call to f, ensuring
the linearity of the formula.

The rule for calls simply assumes that before the call o satisfies pre,(y)
and after the call o and ¢’ satisfy posty(y). Finally, 77 assumes that, for a
loop, both the initial state o and the final one ¢’ satisfy the loop invariant.
Additionally, in ¢’ the loop condition evaluates to False. As for an assertion, the
callee’s precondition and the loop invariant are just assumed to be true; function
TY, defined below, generates the corresponding proof obligations.

Ezample 4. For ¢ £ if False then {skip} else {z; := 2} we have:

TE [el(o,0", ¢, Ap. p = 0'(1) = 2) =
(False = True = o = ') A (False = False = o’ = set(0,1,2)) = o'(1) =2. O

Lemma [1] establishes a relation between functions 7 and 7.: the formulas
generated by 7% imply the formulas generated by 7.

Lemma 1. Given a program c, a procedure contract environment ¢, a memory
state o and an assertion P, if we have Yo' € X, TP [c](o, o', ¢, Ap.p = P(o”)),
then we have T.[c](o,®, P).

Proof. By structural induction over c. ad

10



T2 [skip](
T2 [z = a]l(

TZ [*x = a](o,
T2 [assert(P)](
7o leo; 61]](

2 P(o0)
2 74 [eol (o, ¢) A

TD[[CO]}(CE o'y ¢, Ap.p = To [er](o', 8))
( ¢) £ (&[blo” = 7o [eo] (o, ¢)) A
(= (&[b)o") = 7o [e1l (0. 9))

(0,9) = prey(y)(o)

(0, 9) £ inv(o) A
(Yo', inv(o’) = &[b]o" = Ta [cl(o’, 6)) A
(Vo'a", inv(o") = TZ[c](o’,a", ¢, Ap. p = inv(c")))

Figure 7: Definition of function 7> generating auxiliary verification conditions.

TZ[if b then {co} else {c1}]

T3 [call(y)]
72 [while b inv inv do {c}]

Definition 6 (Function 7> generating the auxiliary verification condi-
tion). Given a command ¢, a memory state o representing the state before the
command, and a contract environment ¢, function T returns a formula defined
by case analysis on ¢ as shown in Fig.[7]

Basically, 72 collects all assertions, preconditions of called procedures, as
well as invariant establishment and preservation, and lifts the corresponding
formulas to constraints on the initial state o through the use of 7.

As for T2, the formulas generated by 7> imply those generated by 7.

Lemma 2. For a given program ¢, a procedure contract environment ¢, and a
memory state o, if we have T [c](o,¢), then we have T,[c](c, ).

Proof. By structural induction over c. a

Finally, we define the function that generates the conditions for verifying
that the body of each procedure defined in v respects its contract defined in ¢.

Definition 7 (Function 7}‘> generating the procedure verification con-
dition). 7}‘> takes as argument two environments v and ¢ and returns a formula:

TF (6,9) £ Vy,0,0". prey(y)(o) =
T2 [body, (y)][(o, ¢) AT [body,, (y)](e, 0", ¢, Ap.p = post,(y) (o, 0")).
Finally, the formulas generated by 7}‘> imply those generated by Ty.

Lemma 3. For a given procedure environment v, and a procedure contract en-
vironment ¢, if we have 7}‘> (p,7), then we have Tr(¢,v).

Proof. Using Lemmas [I] and 2} O

The definition of the optimized VCGen and its link to the naive version can
be found in file Vcg_ Opt.v of the CoQ development.
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5.2 Hoare Triple Verification

Using the VCGen defined in Sec. we can state the theorem establishing how
a Hoare Triple can be verified. The proof can be found in file Correct.v of the
CoQ development.

Theorem 3 (Soundness of VCGen). Assume that we have 7;?((;5,1/)) and

Vo. P(o) = T, [c](o, ),
Vo,o'. P(o) = TF[c](o, o', ¢, A\p.p = Q(o,0")).

Then we have v : {P}c{Q}.
Proof. By soundness of the naive VCGen [I1] Th. 3] and Lemmas O

6 Modular Verification of Relational Properties

In this section, we propose a modular verification method for relational proper-
ties (defined in Section |4 using the optimized VCGen defined in Section [5| (or,
more generally, any VCGen respecting Theorem [3]). First, we define the function
T for the recursive call of 7> on a sequence of commands and memory states.

Definition 8 (Function 7%). Given a sequence of commands (ci)™ and a
sequence of memory states (o)™, a contract environment ¢ and a function f
taking as argument a formula and returning a formula, function T is defined
by induction on n for the basis (n =0) and inductive case (n € N*) as follows:

T (L1 ¢, ) & f(True),
Ter ((ex)™, (ox)", (01)", 6, f) £
TZ lend(on 00, ¢y Apn- TS ((cr)™ " (00)™ Y (03)™ Y 6, Apn—1. f(pn APn-1))).

Intuitively, like in Def. |5, the argument that gets passed to f is the formula
that relates the n pre-states (ox)" to the n post-states (o},)" when all (cg)”
are executed. Again, if f is of the form Ap.p = @((ak)", (o},)™), the resulting
formula is a verification condition for the relational postcondition @ to hold.
More concretely, for n = 2, and f as above, we obtain:

7;5((017 CQ)a (017 02)7 (Ullv Ué)v ¢7 )‘pp = @((017 02)7 (Ullv Ué))) =
T2 [ea (02, 0%, &, Ap2. T [er] (01,01, &, Ap1.p2 Ap1 = Q((01,02), (07, 05)))).
We similarly define a notation for the auxiliary verification conditions for

a sequence of n commands. Basically, this is the conjunction of the auxiliary
verification conditions generated by 7> on each individual command.

Definition 9 (Function 7F). Given a sequence of commands (cx)™ and a
sequence of memory states (o)™, we define function TL. as follows:

7:5((016) (Uk N /\TD[[Cl]] O, )

=1

12



A standard contract over a single procedure y can be used directly whenever
there is a call to y. For a relational contract over (yz)", things are more com-
plicated: there is not a single program point where we can apply the relational
contract. Instead, we have to somehow track in the generated formulas all the
calls that have been made, and to guard the application of the relational contract
by a constraint stating that all the appropriate calls have indeed taken place. In
order to achieve that, we start by defining a notation for the conjunction of a
sequence of procedure calls and associated memory states:

Definition 10 (Functions P.,; and Ppreq).
Pcall(y707 0/71/1) £ I <C(lll(y), U> i} U/?
Ppred((yk)ny (Uk)na (U;c)nv w) = /\ Pcall(yiv (oF ) 027 1;[})
i=1

Then, we can define function 7, translating relational contracts into a logical
formula, using Ppreq to guard its application with tracked calls.

Definition 11 (Function 7,,).

Tor(,00) 2
v(yk)n) (Uk)n’ (02)717 n>0 = PpTed((yk)n’ (Ok)nv (U;c)n’ ¢) =
preg((yk)") (ox)" = postz((yx)™) (o)™ (7)™

We now define function £ to lift a relational procedure contract with an
associated tracked call predicate and reduce it to a standard contract.

L(,9) £ My.(Ao-preg((y))(0)', Ao’ post (1)) (0) (0)' A Pean(y, o, 0", ).

Finally, using function 7,, and £, we can define function ’7;5 for generat-
ing the verification condition for verifying that the bodies of each sequence of
procedures respect the relational contract defined in ¢: thanks to £, each call in-
struction will result in a corresponding P, occurrence in the generated formula,
so that it will be possible to make use of the relational contracts hypotheses in
Tpr when the appropriate sequences of calls occur.

Definition 12 (Function 77,).

TE(0,0) 2
V()™ (k)" (04)" 0, pres((un)") = Tor(00)) =
T2 ((body y (yk))iers (%)™, L(6,0)) A
T2 ((body , (yi))iers (%)™, (04", L(6,%), App = postz((yx)™)))-

Using functions 7.5, 7.2 and ’Tf‘i, we can now give the main result of this
paper, i.e. that the verification of relational properties with the VCGen is correct.

13



Theorem 4 (Soundness of relational VCGen). For any sequence of com-
mands (c)™, contract environment ¢, procedure environment ¢, and relational
pre- and postcondition P and @Q, if the following three properties hold:

TE(6,1), (3)

Y(ow)" ', P((ox)™) A pr@iw = TE((e)", (0)", L(6,7)),  (4)
( B ()", P((0k)") A Tor(6,9) =

T2 ()™ (%)™, <o>, L(6.0), \.p= Q((o

then we have 1 : {P}(cy)"{Q}.

k)" (1)), ()

In other words, a relational property is valid if all relational procedure con-
tracts are valid, and, assuming the relational precondition holds, both the aux-
iliary verification conditions and the main relational verification condition hold.
The corresponding CoQ formalization is available in file Rela.v, and the CoQ
proof of Theorem [4is in file Correct Rela.v.

Ezample 5. Consider ¥ = ¥gyy and (Z which encodes Ro and R3. The relational
property Ry of Fig. [I] can now be proven valid in a modular way, using Ro
and Rs, by the proposed technique based on Theorem [4| (see file Examples.v of
the CoQ development). For instance, (b)) becomes the formula of Fig. [8| There,
the relational precondition is given by (6]), while the simplified (instantiated for
sequence (Ysum,Ysum)) translation of the relational contracts 7;r($,1/)) is given
by . Finally, (8)) gives the main verification condition:

TE((cL, c2), (o1,02), (01, 0%), L(6,¢), Ap.p = 0}[3] = 05[3]), where L(¢,9') =
{Ysum — (Aa. True, Ao, o’. o[1] = o[2] = o[3] = 0’ [3] A Peatt (Ysum, 7,0, ¢")) }.

O

Long for a manual proof, such formulas are well-treated by solvers.

7 Related Work

Relational Property Verification. Significant work has been done on relational
program verification (see [27126] for a detailed state of the art). We discuss below
some of the efforts the most closely related to our work.

Various relational logics have been designed as extensions to Hoare Logic,
such as Relational Hoare Logic [6] and Cartesian Hoare Logic [32]. As our ap-
proach, those logics consider for each command a set of associated memory states
in the very rules of the system, thus avoiding additional separation assumptions.
Limitations of these logics are often the absence of support for aliasing or a
limited form of relational properties. For instance, Relational Hoare Logic sup-
ports only relational properties with two commands and Cartesian Hoare Logic
supports only k-safety properties (relational properties on the same command).
Our method has an advanced support of aliasing and supports a very general
definition of relational properties, possibly between several dissimilar commands.

14



Vo1, 02,07, 04, .
0'1(1) 20'2(1) (6)
A

(v0'170'2,0'1170'£.
Pcall (ysurrn 01, 0‘;7 w) A Pcall(ysurru g2, Ué7 w)/\
0‘2(1) < 0’2(2) N 0’1(2) = 0‘2(2)/\

7
o1(1) = 02(1) + 1 Ao1(3) = 02(3) + 02(1) @
=
1(3) = 03(3))
=
VO'// 0_/// o_// O_///
1,%1 ,92,02 .
oy = set(o1,1,1) Aot’ = set(of,3,0)A
(01(1) > 0%(2) = 0" (3) = 01 (8)) A Prctt(Woumr 0" 0% BN
oy = set(oa,1,0) Aoy’ = set(oy,3,0)A (8)
((0%"(1) = 0%"(2) = 0%"(3) = 05(3)) A Peatt (ysum, 0%, 0%, 1))
=

Figure 8: Assumption of Theorem [4] illustrated for property R, of Fig.

Self-compositon [3B0/9] and its derivations [2I3TT4] are well-known appro-
aches to deal with relational properties. This is in particular due to their flexibil-
ity: self-composition methods can be applied as a preprocessing step to different
verification approaches. For example, self-composition is used in combination
with symbolic execution and model checking for verification of voting func-
tions [5]. Other examples are the use of self-composition in combination with
verification condition generation in the context of the Java language [13] or the
C language [9/T0]. In general, the support of aliasing of C programs in these last
efforts is very limited due the problems mentioned earlier. Compared to these
techniques, where self-composition is applied before the generation of verifica-
tion conditions (and therefore requires taking care about separation of memory
states of the considered programs), our method can be seen as relating the con-
sidered programs’ semantics directly at the level of the verification conditions,
where separation of their memory states is already ensured, thus avoiding the
need to take care of this separation explicitly.

Finally, another advanced approach for relational verification is the trans-
lation of the relational problem into Horn clauses and their proof using con-
straint solving [22J34]. The benefit of constraint solving lies in the ability to
automatically find relational invariants and complex self-composition deriva-
tions. Moreover, the translation of programs into Horn clauses, done by tools
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like REVEﬂ results in formulas similar to those generated by our VCGen. There-
fore, like our approach, relational verification with constraint solving requires no
additional separation hypothesis in presence of aliasing.

Certified Verification Condition Generation. In a broad sense, this work contin-
ues previous efforts in formalization and mechanized proof of program language
semantics, analyzers and compilers, such as [2925/T8[72002TI3524IT228]. Gen-
eration of certificates (in Isabelle) for the BOOGIE verifier is presented in [28]. The
certified deductive verification tool WhyCert [18] comes with a similar soundness
result for its verification condition generator. Its formalization follows an altern-
ative proof approach, based on co-induction, while our proof relies on induction.
WhyCert is syntactically closer to the C language and the ACSL specification
language [], while our proof uses a simplified language, but with a richer ali-
asing model. Furthermore, we provide a formalization and a soundness proof for
relational verification, which was not considered in WhyCert or in [28].

Our previous work [11] presented a method for relational property verification
based on a naive VCGen. To the best of our knowledge, the present work is the
first proposal of modular relational property verification based on an optimized
VCGen for a representative language with procedure calls and aliases with a full
mechanized formalization and proof of soundness in CoqQ.

8 Conclusion

We have presented in this paper an overview of a method for modular verifica-
tion of relational properties using an optimized verification condition generator,
without relying on code transformations (such as self-composition) or making
additional separation hypotheses in case of aliasing. This method has been fully
formalized in COQ, and the soundness of recursive relational verification using
a verification condition generator (itself formally proved correct) for a simple
language with procedure calls and aliasing has been formally established.

This work opens the door for interesting future work. Currently, for relational
properties, product programs [2] or other self-composition optimizations [31] are
the standard approach to deal with complex loop constructions. We expect that
user-provided coupling invariants and loop properties can avoid having to rely
on code transformation methods. Showing this in our framework is the next step,
before the investigation of termination and co-termination [I7],[34] for extending
the modularity of relational contracts.
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Appendix

A Complete Semantics of Language L

A.1 Evaluation of Arithmetic and Boolean Expressions in L

We provide a complete list of rules for evaluation of arithmetic and Boolean
expressions in L in Fig. [} Evaluation of arithmetic and Boolean expressions
in £ is defined by functions &, and &,. As mentioned above, the subtraction is
lower-bounded by 0. Operations *z; and &x; have a semantics similar to the C
language, i.e. dereferencing and address-of. Semantics of Boolean expressions is
standard [36].

&afn]o &2 n &[true]o £ True
Eulzi]o £ o (i) &[false]o = False
Calxzi]o £ o(a(i)) &lar op, az]o £ Eafar]o op, Ealaz]o
Eu&xi]o & &[br op; ba]o £ & [bi]o op; &llb2]o
&uflar op, az]o = & ai]lo op, Eafaz]o &-blo £ =& [b]o

Figure 9: Evaluation of arithmetic and Boolean expressions in L.

A.2 Operational Semantics of Commands in L in L

We provide a complete operational semantics of commands in L in Fig.
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ala]o =n Ealalo =n

skip, o %
(skip, o) = @ =a,0) Boli/n]  (kzi=a,0) S olo()/n]

Y
(assert(P), o) Lo &[]0 = True {e1,01) = 02

(if b then {c1} else {c2},01) % o

(c1,01) g o2 (c2,02) i) o3 &v[b]o = False (c2,01) i> o2

(c1;¢2,01) % o (if b then {c1} else {c2},01) 4 oy

&[b]or = True (c1,01) % oy (while b inv P do {c}, 02) 4 oy

(while b inv P do {c},01) % o3

Y
& [b]o = False (body,(y),01) = 02

¥
(while b inv P do {c},0) Ry (call(y),o1) = o2

Figure 10: Operational semantics of commands in L.
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