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Abstract 

In this paper we describe experiments on two enriched 40K solutions to accurately determine 

decay data. The first solution was measured in 2004/2005 by means of a gamma-ray spectrometer 

with low background and a liquid scintillation (LS) counter to apply the CIEMAT/NIST efficiency 

tracing method. A combination of results yields an emission probability of the 1461 keV gamma-

rays of Pγ=0.1030(11) which is lower than current results of data evaluations. 

The activity concentration of the second solution was also determined by means of LS counting, 

but here, the CIEMAT/NIST efficiency tracing method as well as the TDCR method were applied. 

Again, the result was combined with that of independent gamma-ray spectrometry and the gamma-

ray emission probability was found to be Pγ=0.1029(9) in good agreement with the result obtained 

from the first solution. A combination of both experiments yields Pγ=0.1029(9). The spectra of a 
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TriCarb LS counter were carefully analyzed and a beta minus emission probability P −
=0.8954(14) 

was determined. The new results for Pγ and P −
 indicate that the overall probability of the decay 

via EC in recent data evaluations is overestimated. 

The LS counting efficiencies were computed with a stochastic model and up-to-date calculations 

of the beta spectrum and fractional EC probabilities were used. The final activity result of the 

second solution is combined with the outcome of a comprehensive isotopic analysis to determine 

the half-life of 40K which is found to be 1.2536(27) ·109 years. All above-stated uncertainties are 

standard uncertainties (k=1). 

 

Key words: 40K; activity standardization; liquid scintillation counting; TDCR, CIEMAT/NIST ef-

ficiency tracing; branching ratio 

 

1. Introduction 

Absolute ages of rocks, minerals and meteorites are determined using decay of long-lived radi-

oactive isotopes and accumulation of their stable decay products. For isotopic dating, the decay 

constant or half-life, must be precisely and accurately known. Uncertainty of the half-life directly 

translates into age uncertainty. Our knowledge of half-lives of many isotopes used in geochronol-

ogy lags behind the constantly improving analytical precision (Begemann et al., 2001). Uncertain-

ties in half-lives are becoming a significant, and in some cases the largest, component in total age 

uncertainty.  

Age determination based on radioactive decay of 40K by means of the 40K-40Ar method (Aldrich 

and Nier, 1948) and the 40Ar/39Ar method (Merrihue and Turner, 1966) is one of the most widely 

used isotope chronometers in earth and planetary sciences. The ongoing progress of 40K-40Ar dating 
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is backed by numerous determinations of the half-life of 40K (summarized, for example, by Be-

gemann et al. (2001) and Renne et al. (2010)), but there is a pressing need for still more precise 

and accurate determinations, to allow consistent integration of the age data produced by various 

dating methods, and enable building a unified time scale of geological, biological, and planetary 

evolution. 

Better methods of decay counting are the key to more reliable determination of half-lives of 

radionuclides significant for geochronology, in particular 40K. About 20 years ago, liquid scintilla-

tion (LS) counting in combination with the CIEMAT/NIST efficiency tracing (CNET) technique 

proved to be a robust method to determine the activity of 40K solutions and from this the total 40K 

half-life (Grau Malonda and Grau Carles, 2002; Kossert and Günther, 2004). These experiments 

were performed using potassium salts with natural isotopic composition and thus with very low 

40K content (n(40K)/n(K) = 0.01167%; see, e.g., Garner et al., 1975; Wielandt and Bizzarro 2011, 

Naumenko et al., 2013). As a consequence, the samples had to be prepared with rather high salt 

concentrations to achieve a reasonable count rate and, consequently, sample compositions differed 

significantly from the concentrations optimal for LS such as used in analyses of radionuclides with 

shorter-lived radionuclides (Broda et al., 2007). Despite the efforts to optimize/increase the K salt 

concentration, only relatively low counting rates could be achieved. Thus, long measurement times 

were required and a significant dependence on background effects remains. To determine the num-

ber of potassium atoms, Grau Malonda and Grau Carles (2002) and Kossert and Günther (2004) 

have chosen a stoichiometric approach which requires accurate weighing of salts with high purity. 

This stoichiometric approach is hindered when salts are hygroscopic. In addition, the method is 

based on the assumption that the natural 40K abundance is perfectly known and constant. The as-

sumption of a constant 40K abundance can be questioned since variabilities of the 41K/39K isotopic 
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ratio in terrestrial materials have been documented (see, e.g., Humayun and Clayton, 1995; Wang 

and Jacobsen, 2016; Morgan et al., 2018), though these variabilities are small. 

In this paper we describe two experiments using enriched solutions with a 40K abundance of 

about 3% that is about 265 times higher than in natural potassium. This allowed simplified sample 

preparations and a reduction or even elimination of various uncertainty components. 

 The first experiment was carried out in 2004/2005 using an enriched solution with a nominal 

activity concentration of about 40 Bq/g. The solution was provided by the University of Bern and, 

hereafter, this solution is referred to as the “K40-Bern” solution. The experimental study with this 

solution comprised gamma-ray spectrometry measurements with low background and LS counting 

measurements using the CNET method. A combination of the results yields a new value for the 

emission probability of the 1461- keV gamma-rays. 

The second and principal experiment was carried out using another enriched solution with an 

activity concentration of about 159 Bq/g (see below) that is four times that of the K40-Bern solu-

tion. For the measurements of this solution, the CNET method could be supplemented by measure-

ments with the triple-to-double coincidence ratio (TDCR) method which increases confidence in 

the determined activity. In several previous works, it was shown that application of both methods 

is very helpful for identifying potential problems (e.g., with beta spectrum shapes) and for reducing 

both the model dependence and the overall final uncertainty (see, e.g., Nähle and Kossert, 2011; 

Kossert and Mougeot, 2015; Kossert et al., 2018; Kossert and Mougeot, 2021). This second 40K 

solution is referred to as “K40-GSC”. The potassium isotopic composition in it was measured by 

means of total evaporation thermal ionization mass spectrometry (TE-TIMS) and incipient emis-

sion thermal ionization mass spectrometry (IE-TIMS) as described by Amelin and Merle (2021). 

These measurements yielded the isotopic composition normalized to a newly prepared gravimetric 

reference isotopic mixtures and, hence, the half-life determination in this work does neither involve 
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assumptions about the 40K abundance in natural potassium nor the corresponding atomic mass. In 

addition, potential errors due to the hygroscopic behavior of the salt have been carefully evaluated 

and accounted for. 

 

2  Computation of the 40K LS counting efficiencies and analysis of data for CIEMAT/NIST 

efficiency tracing and the TDCR method 

The activity concentrations of the 40K solutions studied in this work were determined by means 

of LS counting using the CNET method and the TDCR method (Grau Malonda, 1999; Broda et al., 

2007). Both techniques are well established in radionuclide metrology and were successfully ap-

plied to accurately measure activity of various radionuclides. 

In this section we describe specific aspects that are relevant for the calculation of 40K LS count-

ing efficiencies. These calculations are required for the subsequent analyses to determine the decay 

probabilities of various decay paths and, after this, the activity. In addition, we define a nomencla-

ture which will be used throughout this paper. 

 

2.1 The decay pathways of 40K 

Figure 1 shows the decay scheme of 40K. The dominant ( P −
=0.8925(17); Bé et al., 2010) decay 

path is a third forbidden unique beta minus transition leading to the ground state of 40Ca. The 

second important decay path is an electron-capture (EC) decay which leads to the first excited level 

of 40Ar and is directly followed by the prominent 1461 keV gamma transition. In this paper, this 

EC transition is denoted as EC0,1; and according to Bé et al. (2010) its probability is 

0,1EC 0.1055(11)P = . Engelkemeir et al. (1962) observed a weak beta plus transition and determined 
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a ratio 5/ 1.12(19) 10P P+ −

−

 
=  . Although the beta plus transition can be neglected for the LS effi-

ciency computation, its detection plays a role in evaluating a second EC transition “EC0,0” which 

directly goes to the ground state of 40Ar. Bé et al. (2010) evaluated 0.0000100(12)P +
=  and 

0,0EC 0.002(1)P = . This evaluation is based on a theoretical estimate of the PEC0,0/Pβ+ ratio. From a 

more accurate EC model, Mougeot (2018) obtained slightly different decay probabilities (

0.8923(13)P −
= , 

0,1EC 0.1055(11)P = , 
0,0EC 0.00215(27)P =  and 0.0000100(12)P +

= ). 

The above-mentioned decay probabilities of the different pathways play an essential role when 

using LS counting. While the counting efficiency of the beta minus transition is usually larger than 

99%, the counting efficiencies of the two EC branches are only in the order of 10%. Thus, the 

overall calculated counting efficiency is sensitive to the ratio of the probabilities of EC and beta 

minus decay (Schwarz et al., 2011). 

 

2.2 The beta spectrum of 40K 

The beta minus transition is of unique 3rd forbidden nature and the shape-factor function for 

this type of transition is often approximated by C(W)=p6+7(q4p2+q2p4)+q6 (see, e.g., Grau 

Malonda, 1999). In this parameterization, the λk parameters that enter in the definition of the shape 

factor are neglected (set equal to one), although they depend on the kinetic energy of the beta 

particle. The influence of such an approximation has already been studied elsewhere (Mougeot, 

2015). In this work, the beta spectrum was calculated with an updated version of the program Be-

taShape using a maximum beta energy Eβ,max= 1310.905(60) keV from the most recent atomic mass 

evaluation AME2020 (Wang et al., 2021). For the calculation, a previous model (Mougeot, 2017) 

was improved: The screening effect is precisely taken into account by the full numerical solving 

of the Dirac equation for a Coulomb potential of the nucleus that includes screened potentials 
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(Mougeot and Bisch, 2014), allowing for a more accurate shape factor than the C(W) previously 

mentioned. While the atomic exchange correction in the previous approach took only s1/2 orbitals 

into account, the new method included contributions of the p1/2 orbitals as well as a more precise 

consideration of the atomic energies (Hayen et al., 2018). The radiative corrections are now those 

considered in the high-precision study of super-allowed beta decays (Towner and Hardy, 2008; 

Czarnecki et al., 2004). The computed beta spectrum is shown in Figure 2 and exhibits slightly 

elevated probabilities at low energies due to the exchange effect. For allowed and unique forbidden 

beta transitions, the BetaShape calculations were found to be very reliable when comparing with 

spectra measured with high precision using metallic magnetic calorimeters or when applied to 

modern LS measurements (see, Kossert and Mougeot, 2021, and references therein). In the case of 

40K, the calculations are expected to be more accurate than any experimentally determined spec-

trum so far. Figure 2 also shows a beta spectrum that was computed with an experimental shape-

factor based on the measurements of Leutz et al. (1965) who measured parts of the beta spectrum 

by means of solid KI scintillation detectors. The spectrum shape is similar to the calculated one. 

The experimental spectrum was used when assessing a related uncertainty component. 

In a previous study, the K40-Bern solution was also used to obtain information on the 40K beta 

spectrum shape using LS counting (Grau Carles and Kossert, 2007). The corresponding method 

requires an energy calibration with the aid of several other beta emitters. However, since the shape 

of the beta spectra of the radionuclides used for calibration is not always well known, the outcome 

of this method cannot be regarded as very precise. 

 

2.3 Fractional EC probabilities and other decay data 
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The fractional EC probabilities were calculated with the BetaShape program (Version: 2.2, May 

2021) from Mougeot (2018, 2019, 2021). As input, the ground-state-to-ground-state transition en-

ergy (Q+= 1504.40 (6) keV) was taken from the AME2020 evaluation (Wang et al., 2021) and the 

level energy (1460.851(6) keV) was taken from Chen (2017). The calculated fractional EC proba-

bilities are listed in Table 1. While the BetaShape code provides EC probabilities for each subshell, 

the stochastic model used in this work (see next section) does not consider capture of electrons 

from shell L3. Hence, a simplification was made applying PL2´ = PL2+PL3. The probabilities for EC 

from other shells (M and higher) are calculated as PM+ = 1-PK- PL. 

The internal conversion (IC) coefficients for the γ transition were calculated with the conversion 

coefficient calculator BrIcc (v2.3S) using the “frozen orbital” approximation (Kibédi et al., 2008). 

However, IC plays a minor role (αtotal=1.028∙10-4) for this high-energetic gamma transition in a low 

Z nucleus. Internal pair production (απ=7.3∙10-5) as well as a weak positron branch 

(Pβ+=0.00100(12)%) were neglected in this work. When using the calculated values for internal 

conversion and internal pair formation, we obtain 

( )
0 1EC total1 1 00018

,
P P . P  = +  +  =  .     (1) 

The K fluorescence yield ωK=0.1199(28) was taken from Bé et al. (2010). Further atomic data 

were determined with methods and from sources as described by Kossert and Grau Carles (2008). 

 

2.4 LS Efficiency computation 

The LS counting efficiencies were computed by means of a stochastic model (Grau Carles, 

2007; Kossert and Grau Carles, 2010) which also proved to be suitable for many isotopes including 

radionuclides with complex decay schemes (see, e.g., Kossert et al., 2012; 2014, 2018). The sto-

chastic model can be used for efficiency computations that are needed to apply the CNET method 
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as well as to analyze TDCR data. This ensures that both methods are based on the same model and 

that the same decay data are used. 

The ionization quenching function Q(E) was calculated using the method described in a previ-

ous article (Kossert and Grau Carles, 2010), taking into account the respective composition of the 

used LS cocktail according to Tan and Xia (2012). The kB parameter was chosen to be 75 μm/MeV. 

When calculating the interaction of x-rays and gamma-rays, the composition of the LS cocktails 

is also required. In addition, the aqueous sample fraction with its salt content (KCl) was taken into 

account. The computation of photon interaction by means of Monte Carlo simulations within the 

MICELLE code requires a definition of the dimension of the liquid volume. In the case of high-

energy gamma-rays, interactions in the vial walls or the optical chamber can also cause backscat-

tered photons, i.e., photons that enter the sensitive LS volume again. A systematic study based on 

various Monte Carlo codes was carried out by Cassette et al. (2006) for the 835 keV gamma rays 

from the 54Mn EC decay. The relative increase of the photon interaction probability in the LS vol-

ume can be about 8% when the backscattering effect is taken into account. A precise quantification 

of this effect is difficult as it requires information about the dimension and material composition 

of a given LS counter. In addition, further secondary effects may play an important role: The 

Compton scattering process can lead to high-energy recoil electrons capable of producing Cheren-

kov light (Thiam et al., 2010); and bremsstrahlung may also play a role. 

In the case of 40K, the gamma transition is in coincidence with the transition EC0,1 which has a 

probability of about 10.29% as determined in this work. The counting efficiency of the gamma-ray 

transition alone is about 7.2%. If we assume a relative increase of 9% due to the mentioned photon 

backscattering and additional secondary effects, the overall 40K LS counting efficiency would in-

crease by about 0.066%. A corresponding correction is applied to all results presented in the fol-

lowing. Half of this correction is adopted as a related uncertainty component. A reduction of this 
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uncertainty component would require detailed Monte Carlo simulations that take the complex ge-

ometry and the compositions of materials into account. Moreover, the Cherenkov effect should be 

considered, which may also require a consideration of optical effects. It should be noted that the 

backscattering effect was not taken into account by Kossert and Günther (2004) and also Grau 

Malonda and Grau Carles (2002) did not mention such a correction. The method used here to take 

into account the photon backscattering effect has already been described in a paper on 89Zr (Kossert 

et al., 2022), where the effect plays a much larger role. 

For the analysis of the TDCR measurement data, asymmetries of the PMTs were taken into 

account by applying a minimization procedure for the stochastic model as described by Kossert et 

al. (2020). Considering this effect caused relative changes well below 0.05% in all cases. This can 

be explained by the rather high overall counting efficiency of the 40K LS samples (>91%) and the 

fact that the TDCR counters are equipped with matched photomultiplier tubes (PMT), i.e., with 

sets of PMTs that have a similar quantum efficiency. For the CNET method, a potential PMT 

asymmetry was considered in the uncertainty assessment as described by Kossert (2021). 

 

3 The 2004/2005 experiment with the K40-Bern solution 

An enriched (n(40K)/n(K) 3%) aqueous 40KCl solution with a nominal activity concentration 

of 40 Bq/g was provided by the University of Bern, Switzerland. Weighed portions of about 4 g 

were filled into two empty polyethylene vials that are usually used for LS counting measurements. 

The vials are denoted as 2004-1846 and 2004-1847 and were first measured by means of gamma-

ray spectrometry in PTB´s environmental radioactivity laboratory using a coaxial high-purity Ger-

manium (HPGe) spectrometer from the Canberra company with a relative efficiency of 50%. At 

PTB this spectrometer is referred to as “detector #6”. A brass holder was used to ensure a well-

defined geometry with high reproducibility. This geometry was also used when measuring PTB´s 
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activity standard solutions with 60Co, 88Y and 137Cs to establish an energy-dependent efficiency 

curve. Coincidence summing effects for 60Co and 88Y were taken into account (Sima et al., 2001; 

Arnold and Sima, 2004). 

The measurement times and determined activity concentrations are summarized in Table 2 and 

an assessment of the different uncertainty components for the measurements of vial 2004-1846 is 

given in Table 3. The relative deviation of the activity concentration determined from the meas-

urements of the two vials is about 1.1%. In both vials 137Cs was detected as a radioactive impurity 

with an activity ratio of A(137Cs)/A(40K) = 2.4(5)·10-4. 

After the gamma-ray spectrometry measurements, the vial 2004-1846 was opened and four LS 

sources with weighed portions of about 1 g each were prepared. To this end, 20 mL glass vials 

were first filled with 15 mL of Ultima Gold LLT scintillation cocktail before adding the radioactive 

40K solution. Small amounts of nitromethane were added to some LS samples to vary the counting 

efficiency. The LS sources were measured in a Wallac 1414 spectrometer and analyzed with the 

CNET method. It should be noted, that, at the time of this experiment, neither the TDCR method 

nor a TriCarb LS counter were available at PTB. A few more details on the Wallac counter will be 

given in the description of the principal measurements (see below). Each LS sample was measured 

8 times with a total counting time of 12 h per source. A correction was applied to allow for the 

detected 137Cs impurity. The results for the activity concentration of the individual LS samples 

were in very good agreement; the relative standard deviation of the activity concentration was de-

termined to be 0.125%. Thus, any significant systematic error due to a potential inhomogeneity of 

the solution can be ruled out. A complete uncertainty budget for this solution is shown in Table 4. 

When comparing the mean value of the activity concentration obtained from LS counting 

(40.57 Bq/g) with that of gamma-ray spectrometry for vial 2004-1846 (39.02 Bq/g) a significant 
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relative deviation of about 4% was observed. It is to be noted that a gamma-ray emission probabil-

ity Pγ = 0.1067(13) (Schötzig and Schrader, 2000) and a beta emission probability of 

0.8913(13)−
=P , and consequently a probability 

0,0EC 0.002=P , were used for these initial analyses. 

Figure 3 shows the initially determined values as well as curves that represent the results as a func-

tion of the gamma-ray emission probability Pγ (Note: These curves are not straight lines). A com-

bination of the results yields a gamma-ray emission probability Pγ = 0.1030(11). When assessing 

the uncertainty, we have also accounted for the fact that the EC transition to the ground state has 

never been observed directly, i.e., our result for Pγ and its uncertainty are also compatible with 

0 0EC 0
,

P = . 

The gamma-ray emission probability determined with the K40-Bern solution deviates signifi-

cantly from the initial value and is still lower than the value from the most recent evaluations. 

When using the decay probabilities as determined in this paper, the activity concentration of the 

K40-Bern solution is eventually found to be 40.42(11) Bq/g. 

 

4 The principal experiment with the K40-GSC solution 

4.1 The K40-GSC solution 

Enriched 40K material manufactured by ORNL/Martin Marietta was kindly provided by the Ge-

ological Survey of Canada (GSC). An aqueous KCl master solution was prepared at ANU and a 

weighed aliquot (~22.68 g) in a sealed 30-mL TeflonTM FEP vial was shipped to PTB for activity 

measurements, while other aliquots were used for the isotope analysis at ANU. The nominal activ-

ity concentration of the solution was assumed to be 150 Bq/g. This estimate is made for the purpose 

of planning experimental work and does not propagate into the results in any way. 

 

4.2  LS Sample preparation 
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At PTB, four LS samples were prepared with a 15 mL Ultima GoldTM scintillator in 20 mL low-

potassium borosilicate glass vials. About 0.5 mL of distilled water and weighed portions of about 

500 mg of the 40K solution were added to two of the samples. Two additional samples were pre-

pared with weighed portions of about 1000 mg of the 40K solution, but no distilled water was added 

to these samples. A corresponding background sample was prepared with 15 mL Ultima Gold scin-

tillator and 1 mL of distilled water. 

A second sample series was prepared in a similar manner using polyethylene vials instead of 

glass vials. The polyethylene vials were measured with TDCR counters only, whereas the glass 

vials were measured in all four counters described below. 

After completing first measurements, small amounts of nitromethane (CH3NO2) were added to 

two of the radioactive LS samples in glass vials to vary the counting efficiencies by means of 

chemical quenching. The background samples were also treated with nitromethane in order to have 

a representative background measurement for each quench level. The other two radioactive sam-

ples were kept constant, i.e., no nitromethane was added, in order to check sample stability. After 

additional long measurements, further amounts of nitromethane were added to the quenched sam-

ples. In this way, variation of the counting efficiency could be applied over a wide range despite 

the fact that a limited amount of solution was available. The initial period of observation comprised 

several months, in which parallel measurements in different counters were carried out. 

The masses of all samples were determined gravimetrically using two Mettler-Toledo balances 

(XP26/M and XP205DR/M) traceable to the German national mass standard. Corrections for buoy-

ancy have been applied. 

 

4.3 Adsorption test 



 14 

Although TeflonTM FEP, the material of the bottle in which the solution was supplied by ANU, 

is known to have very low absorption compared to most plastics (TeflonTM FEP Information Bul-

letin, 2017), we have performed a corresponding test to verify the absence of measurable adsorp-

tion effects. Such tests are occasionally applied in similar ways to other radionuclide studies. After 

sample preparation, the empty original container was filled with about 24 mL of distilled water and 

stored for 1 day. Two standard plastic vials that are normally used for LS counting were then filled 

with approximately 12 mL of the water each and measured as Cherenkov samples in a TriCarb 

2800 TR LS counter. A corresponding background sample was also prepared. The net counting 

rates of the Cherenkov samples were found to be approximately 0.38 s-1. The Cherenkov counting 

efficiency has been estimated to be 40% (Grau Malonda and Grau Carles, 2002), and, consequently, 

the total activity in the rinsing water is approximately 1.9 Bq which corresponds to about 12 mg of 

the original solution. Since the design of the container in which the solution was shipped prevents 

complete removal of liquid with a pipette, a remaining mass of this order of magnitude seems very 

plausible. So, there is no sign of any significant adsorption effect. The activity in the rinsing water 

corresponds to about 0.06% of the total activity and half of this was used as an uncertainty compo-

nent in the final analysis to account for potential adsorption effects. 

In other adsorption tests, we fill the original container with a liquid scintillator after rinsing and 

measure the container (e.g., ampoule) directly in a liquid scintillation counter. However, the size 

of the container used in this experiment made such a study impossible. 

 

4.4  LS counters to apply the CNET method 

The LS samples in glass vials were measured in a Wallac 1414 GuardianTM LS counter as well 

as in a TriCarb 2800 TR counter. The Wallac spectrometer is equipped with a plastic scintillation 

detector acting as a guard detector to suppress background events from external radiation. This 
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guard detector could, however, cause problems, since the 1461 keV gamma-rays from the 40K LS 

samples could also lead to veto signals. Thus, the high-voltage supply of this guard detector was 

disconnected to avoid any conflict with the CNET methodology. Figure 4 shows a measured LS 

spectrum obtained with the Wallac apparatus. LS spectra of the TriCarb counter will be shown and 

discussed below in this paper. 

The calibration curves, i.e., the counting efficiency of 3H as a function of the quenching indicator 

(SQP(E) and tSIE, respectively), were measured with the aid of a PTB standard solution of 3H. The 

LS samples containing 3H have almost the same sample composition and the same geometry as the 

40K LS samples, the only difference is that they contain no KCl. 

 

4.5 TDCR counters 

All LS samples were measured in two custom-built TDCR systems of PTB. The first system is 

referred to as TDCR-M27 (Nähle et al., 2010) and makes use of the MAC3 coincidence module 

(Bouchard and Cassette, 2000) with 40 ns coincidence resolving time. The second system is re-

ferred to as TDCR-M29 (Marganiec-Gałązka et al., 2018) and comprises an automated sample 

changer. The system is equipped with PTB’s FPGA-based 4KAM coincidence module (Nähle et 

al., 2014). When using this counter, various coincidence resolving times were used (39.5 ns, 

76.5 ns, 129.5 ns and 201.5 ns). Both TDCR systems are equipped with an optical chamber holding 

three Hamamatsu R331-05 photomultiplier tubes (PMTs) surrounding an LS sample in its center. 

Both systems are shielded with lead to reduce the background counting rate. 

The anode signals of the PMTs are amplified by a CAEN N978 fast amplifier and discriminated 

by an Ortec 935 Constant-Fraction Discriminator. In both TDCR systems, the discrimination 

threshold was adjusted to just below the single electron peak. 
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Table 5 gives an overview on the maximum counting rates, background counting rates and 

counting efficiencies that were achieved with the K40-GSC LS samples in the 4 different counters. 

The table also contains corresponding data for the measurements with the K40-Bern solution and 

the experiment from Kossert and Günther (2004) who used potassium salts with natural isotopic 

composition. For these two experiments, only the Wallac 1414 LS spectrometer was used, since 

other counters were not yet available at PTB at that time. It should be noted that numerous modi-

fications have been made to the Wallac device because of maintenance and repairs, and the location 

of the device has changed. These changes made over the years have led to an increase of the back-

ground counting rate. 

The data in Table 5 show that the experimental conditions were considerably improved when 

using the K40-GSC solution; in particular, the ratios of maximum net counting rates to background 

counting rates are much higher when using this solution. The higher activity concentration is also 

an important prerequisite for sound TDCR measurements since the corresponding custom-built 

counters have higher background counting rates than the commercial counters used to apply the 

CNET method. 

 

4.6 Determination of the branching ratio using LS spectra 

Figure 5 shows a measured spectrum of a 40K LS source recorded with the TriCarb 2800 TR 

apparatus after subtraction of a background spectrum. The major part in the spectrum (area “B”) 

mainly contains events due to the detection of beta electrons. At low channel numbers, the detection 

of EC decay events gives an additional contribution (area “A”). However, a precise separation of 

the areas requires assumptions on the shape of the beta spectrum contribution at low energies. In 

order to model this low-energy part, net spectra of LS sources of other pure beta emitting radionu-
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clides were used. Figure 6 shows the low energy part of the measured 40K spectrum with corre-

sponding spectra of LS sources with 89Sr, 14C, 90Sr and 90Y, respectively. All experimental net 

spectra were normalized to give the same content in the sum of the channels 10-20. We define 

Ni(X) as the content in channel number i of the net spectrum of radionuclide X. The content in the 

area A of the 40K spectrum is then determined by ( ) ( )
10

40

A

1

K Xi i

i

N N N
=

= − , and the content in 

the area B is given by ( )
4000

40

B i A

1

K
l

N N N
=

= − . 

If the sample activity is A, the contribution in area A can be calculated by 

0,0 0,0 0,1 0,1A EC EC EC EC (1 )N A P + P 
 =   −
 

   ,    (2) 

i.e., it is taking into account that the branch EC0,1 to the excited level does only contribute to area 

A if the gamma-ray is not detected. The dominant gamma interaction process is Compton scattering 

leading to recoil electrons with high energy. Thus, we assume that the gamma-ray detection will 

always lead to contributions in area B. 

The contribution in area B is then given by 

0,1B ECN A P + P  
 =  
 

        (3) 

and the ratio is then 

0,1

0,0 0,0 0,1 0,1

ECB

A EC EC EC EC (1 )

P + PN

N P + P

  



 
=

  −

 

  
     (4) 

While the left-hand side of Eq. 4 is given by the experimental data derived from the spectrum 

analysis, the right-hand side of the equation can be calculated. The measurement of the 40K LS 

source yields also a quench indicating parameter. This makes the application of the free parameter 

model possible: from a 3H calibration measurement, we can assign a corresponding 3H counting 

efficiency and consequently also the counting efficiencies −
 ,

0,0EC , 
0,1EC and   of the 40K decay 
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components. As remaining variables, we have the decay probabilities −
P , 

0,1ECP and 
0,0ECP . If we 

first assume that 
0,0ECP = 0.2% is constant, we can substitute 

0,1ECP with 
0,0EC1 −

−- P P . As a conse-

quence, the only unknown parameter in Eq. 4 is −
P which in turn can be calculated by 

( ) ( ) ( )

( )

0,0 0,0 0,0 0,1 0,0

0,1

B
EC EC EC EC EC

A

B
EC

A

1 1 1

1

N
P P

N
P

N

N

 



  

  + − − − −
 

=

− + −

    

   

 

A major uncertainty component in this approach is related to the assumption on the spectrum 

shape of area B in the range of area A, i.e., it depends on the experimental spectra that were used. 

Table 6 shows the corresponding individual results of P −
. Further radionuclides were tested to 

model the low-energy part of the spectrum. When using 10Be we obtain 0.8959P −
= and when 

using 33P, 35S, 45Ca, 60Co a slightly higher value (mean: 0.8993P −
= ) was obtained. Spectra of 

these radionuclide were, however, not used for the final analysis, since a parallel analysis to deter-

mine the EC probability of 36Cl indicates that the corresponding spectra would lead to an overesti-

mation of the low-energy part. Details on this will be described in a forthcoming article. 

As a final result from this spectrum analysis, the mean value of the individual results shown 

in Table 6 is used: 0.8954(14)P −
= . The relative uncertainty of 0.15% was estimated taking into 

account four uncertainty components: i) an uncertainty assigned to the modelling of the beta spec-

trum shape at low energies, estimated by the relative standard deviation of the results from Table 6 

(0.07%); ii) a component assigned to the uncertainties of computed LS counting efficiencies which 

were propagated (0.11%); iii) a statistical uncertainty assuming Poisson uncertainties of the overall 

counts in area A (>105 counts, rel. uncertainty 0.31%) and area B (>8.2·106 counts, rel. uncertainty 

0.03%) which were propagated (0.04%); and iv) an uncertainty to take into account that a slight 
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simplification was made (0.06%). The latter uncertainty component comes from the assumption 

that the probability of the EC decay to the ground state of 40Ar is 0.2%. Repeating the overall 

analysis assuming 
0,0ECP = 0 gives a slightly different value for P −

, lower by 0.06% than the pre-

vious result. This relative deviation was adopted as the fourth uncertainty component. It also ac-

counts for the fact that the very weak beta plus branch was neglected in this approach. 

The results in Table 6 shows clearly that the probability for beta minus decay determined with 

this spectrum analysis is considerably higher than in recent data evaluations but in good agreement 

with the results from Renne et al. (2011). The higher value for P −
 is also in agreement with the 

lower value of the gamma-ray emission probability obtained from the measurements with the K40-

Bern solution. 

 

4.7 Determination of P
using the K40-GSC solution 

The K40-GSC solution was also measured by means of low-level gamma-ray spectrometry – 

similar to the K40-Bern solution. A weighed aliquot of the solution (2.04545 g) was filled into a 

glass ampoule that was then flame-sealed. The ampoule type and filling height correspond to a 

standard geometry used at PTB. Activity standards with the radionuclides 60Co and 88Y in the same 

geometry were used for calibration purposes. The activity concentrations of these solutions were 

determined with very low uncertainties by means of primary activity standardization techniques as 

described by Kossert et al. (2018) for 60Co and by Marganiec-Gałązka et al. (2017) for 88Y. All 

ampoules were measured in two coaxial HPGe spectrometers from the Canberra company. One of 

them (detector #6; rel. efficiency 50%) was already used for the study of the K40-Bern solution. 

The nominal relative efficiency of the second detector (detector #9) is 24%. The measurements 

used for the final result were carried out in a well-defined geometry using a specially designed 



 20 

sample holder made of plastic materials; the distance between source and end cap was 41 mm. The 

geometry does not correspond to a standard geometry and, consequently an additional lead shield-

ing was required to ensure complete enclosure. The sample setup that includes ampoules, sample 

holder and lead shielding is shown in Figure 7. 

The background was measured without any ampoule as well as with an empty glass ampoule 

similar to those used for the samples. Additional background studies were made with an ampoule 

that was filled with 2 g of distilled water. The measurements were carried out in the period from 6 

January 2017 to 3 April 2017. The background measurements comprise more than 300 h in total. 

The overall measurement times with the calibration samples with 88Y and 60Co were 288 h and 

187 h, respectively. The 40K ampoule was measured three times with a counting time of more than 

133 h per run (see, Table 7). 

When establishing the efficiency curves, summing corrections were taken into account with the 

aid of the GESPECOR Monte Carlo software (Version 4.2; Sima et al., 2001). 

Figure 8 shows a gamma-ray spectrum measured with detector #6. The pronounced peak at 

about 1460.8 keV is assigned to 40K. Potassium-40 also contributes to the peak at 511 keV due to 

the beta plus decay and internal pair production. However, a sound quantification of the 40K con-

tribution is hindered, since the peak contains a significant number of background events. While 

further peaks were identified as well-known background peaks, a peak at about 661.7 keV indicates 

that the solution contains a 137Cs impurity; the decision threshold and the detection limit that were 

calculated according to ISO 11929 (2010) are shown in Table 7. 

For the initial determination of the 40K activity, a gamma-ray emission probability 

( )10.1 1055 =P  from Bé et al. (2010) was used. The results from the three individual 40K meas-

urements were in good agreement and are listed in Table 7. For one measurement, the 137Cs activity 

was slightly higher than the decision threshold but lower than the detection limit. Strictly speaking, 
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this means that our measurement method cannot be used to quantify such a low 137Cs activity; 

however, as a pragmatic and conservative approach we have assumed an activity ratio 

A(137Cs)/A(40K)=1.3(13)·10-4 for the subsequent analysis of LS counting data. 

As for the K40-Bern solution the result of gamma-ray spectrometry can be combined with that 

of LS counting (see below) to determine the gamma-ray emission probability P
 which was found 

to be ( )0.1029 9 =P . An uncertainty budget for the activity concentration determined by means of 

gamma-ray spectrometry is shown in Table 8 and the overall uncertainty is slightly lower than that 

obtained with the K40-Bern solution. The overall uncertainty without the component u(Pγ) as stated 

in Table 8 and the uncertainty from the LSC method were used to calculate the uncertainty of the 

gamma-ray emission probability taking a correlation into account. 

 

4.8 Summary of decay scheme parameters 

So far, we have determined the gamma-ray emission probability using the K40-Bern solution as 

well as using the K40-GSC solution and the overall probabilities for beta minus decay and EC from 

LS spectrum analyses. These data need to be combined in order to obtain decay data that are then 

used for the activity determination and the subsequent calculation of the 40K half-life. 

The two determinations of the gamma-ray emission probabilities are highly correlated since 

almost the same techniques and detectors were used. The weighted mean and the uncertainty ob-

tained when using the K40-GSC solution are used as our final result, i.e., we obtained 

( )0 1029 9 =P . . When applying Eq. 1, the decay probability for the branch EC0,1 is found to be

( )
0 1EC 1 00018 0 1029 9=  =

,
P . P . . 
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When combining the probability for beta minus decay 0.8954(14)P −
=  with ( )

0,1EC 0.1029 9=P  

we obtain ( )
0,0EC 70 1.0017=P . These probabilities are used for the analysis to determine the activ-

ity. In this way, we ensure that we do not use these decay scheme parameters from other publica-

tions and, consequently, we avoid corresponding correlations. 

When considering only our measurements, it is not possible to decide whether the EC branch to 

the ground state exists or not. 

 

4.9 Activity determination of the K40-GSC solution 

The LS samples prepared with the K40-GSC solution were measured in the two TDCR systems 

and the two commercial counters for CNET application. The minimum duration of a single meas-

urement was 1800 s and each measurement comprises several cycles. In some cases, hundreds of 

repeat measurements were made to improve the statistical uncertainty and to check for potential 

long-term instabilities. All samples were found to be stable, and no significant trends of the deter-

mined activities could be identified. An example with results of repeat measurement of one sample 

carried out in the counter TDCR-M27 is shown in Figure 9. 

The LS samples were prepared on 28 September 2016 and the majority of measurements was 

carried out until January 2017. The total counting time of the 40K LS measurements to obtain the 

final results is almost 60 days plus additional 12 days for background measurements. The LS sam-

ples with glass vials were kept in a dark place at constant temperature (~20°C) and were measured 

again in April 2021. For these repeat measurements of the LS sources without a quenching agent 

the 40K counting efficiencies were found to be slightly different than in January 2017 but the results 

for the activity concentration were in excellent agreement with the previous results. The slight 

efficiency changes can be explained by the aging of the LS samples and by changes in the counters 

(e.g., dirt in the optical chamber). The counting efficiencies of the Wallac counter determined in 
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2021 were about 0.2% lower whereas the counting efficiencies of the TriCarb counter were about 

0.13% higher than before. The increase of the efficiency in the latter case can be explained by a 

maintenance of the counter in 2020, which included a cleaning of the optical chamber and the PMT 

surfaces. 

The excellent agreement obtained for the activity concentration indicates a remarkable long-

term stability, since trends can often be observed when carrying out long-term LS measurements. 

Such minor trends can often be attributed to a slight yellowing of diisopropylnaphthalene-based 

LS cocktails that increases over time (Kossert and Nähle, 2014, 2015). The outstanding long-term 

stability observed here also supports the assumption that there are no short-lived radioactive impu-

rities. The situation is a bit different for the LS sources that were quenched with nitromethane. In 

this case, the repeated measurements carried out in April 2021 gave activity concentrations about 

0.15% lower than results obtained from the 2016/2017 measurements. However, when inspecting 

the LS samples in August 2021, no yellow coloration could be seen in any of the vials. Results 

from the repeat measurements of quenched LS sources carried out in 2021 were not taken into 

account in the further analysis. 

The background measurements were usually carried out in a short time before or after the meas-

urements of the radioactive 40K LS sample, so that they are considered as being representative and 

the overall long counting times ensure low statistical uncertainties. When considering the back-

ground, a further potential effect must be considered which is related to the sample composition, 

as discussed by Kossert et al. (2013) for the study of 176Lu (see also discussion by Kossert et al., 

2015). In that experiment, rather large amounts of a Lu salt (Z=71) were used to prepare LS sam-

ples, but the background sample did not contain a comparable non-radioactive salt. Even if such a 

salt is not radioactive, it could lead to an elevated background since the interaction probability of 
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external gamma-rays within the LS sample is increased. In the case of the 40K experiments de-

scribed here, a similar effect is expected to be very low since the atomic numbers of potassium 

(Z=19) and chlorine (Z=17) are much lower than in the case of lutetium. In addition, much lower 

salt concentrations were used; the K40-GSC solution contains about 36 mg of KCl per 1 g of solu-

tion. The assumption that this background effect is insignificant is supported by the fact that the 

experimental results of the LS samples with about 500 mg and about 1000 mg of the K40-GSC 

solution agree very well, with a relative deviation of only 0.025%. 

When analyzing data from TDCR measurements, the coincidence counting rates were corrected 

for accidental coincidences by applying a simple methodology proposed by Dutsov et al. (2020). 

Computed LS counting efficiency curves for TDCR and CNET are shown in Figures 10 and 11. 

The calculations were carried out with decay scheme parameters from this work and for a sample 

composition with 15 mL UG and 1 mL water plus the KCl salt. 

The activity concentration determined for the individual LS samples is shown as a function of 

the counting efficiency in Figure 12. Corrections to allow for the 137Cs impurity detected by means 

of gamma-ray spectrometry were applied. The unweighted mean of all CNET results from Figure 

12 and its overall uncertainty is found to be (158.80±0.36) Bq/g. The unweighted mean of all re-

sults from the TDCR method in Figure 12 and its overall uncertainty is (158.82±0.34) Bq/g. The 

unweighted mean of both methods and the uncertainty from the TDCR method are adopted as the 

final result from this work, a=(158.81±0.34) Bq/g. 

The uncertainty budgets of both methods are shown in Table 9. The evaluation of a few uncer-

tainty components was explained above in this article and several other uncertainty components 

were determined following the guidance given by Kossert et al. (2015). 
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Figure 12 also indicates that the results using a given method agree well, even when different 

counters were used. Results are also consistent when using different vials. The TDCR measure-

ments with PE-LS vials yield slightly higher counting efficiencies, but the activity concentration 

obtained from these measurements is in excellent agreement with that from glass vials. 

In LS counting, the coincidence resolving time can play an important role and – in particular for 

low-energy emitters – significant effects can be observed (see, e.g., Dutsov et al., 2021, and refer-

ences therein). In this work, a potential dependence was investigated by a variation of the resolving 

time between about 40 ns and about 200 ns when using TDCR-M29. The data (also included in 

Figure 12) are shown in Figure 13. The plot does not indicate any significant correlation between 

the activity concentration and the resolving time. 

 

4.10 Preparation and isotope ratio mass spectrometry of the K40-GSC solution 

A comprehensive description of solution preparation and isotopic analyses by means of thermal 

ionization mass spectrometry was published in a separate article (Amelin and Merle, 2021), so only 

a brief summary is presented here. The potassium chloride was heated to constant weight at 220°C 

to remove absorbed moisture, and dissolved in high purity water with trace amount of HCl. The 

concentrations of possible impurities were measured by quadrupole inductively coupled plasma 

mass spectrometry. The K concentration of solution is 481.654(25) μmole/g (k=1), and its ex-

panded relative uncertainty of 0.0103% (k=2) includes the uncertainties of weighing and impurity 

subtraction. The atomic abundance of 40K of 3.1247(12) % (k=1) was measured with thermal ion-

ization mass spectrometry, with calibration against a series of mixtures of gravimetrically prepared 

solutions of highly enriched 39K and 41K using the procedures of total evaporation and incipient 

emission to minimize the effects of isotopic fractionation during analysis.  
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4.11 The half-life of 40K 

A combination of the above-stated final results for the K40-GSC solution can be used to calcu-

late the total 40K half-life applying 

( )

K 40
K A

9K
1/2

ln(2)

1.2536 0.0027 10 a

n
C N

n
T

a

−

= =   

where a is the activity concentration (158.81(34) Bq/g), K 40

K

n

n
− is the atomic abundance of 40K in K 

(3.1247(12) %), CK is the specific K concentration (481.654(25) μmole/(g of solution)) and NA is 

the Avogadro constant. 

 

5 Discussion 

5.1 Revisiting the experiment from Kossert and Günther (2004) 

The total 40K half-life determined in this work is longer than PTB’s previous result, which was 

found to be 1.248(3) ·109 a (Kossert and Günther, 2004). However, it is worth noting that Kossert 

and Günther have used different decay scheme data and corresponding uncertainties from a data 

evaluation (Helmer, 1998) which was considered as a standard reference at the time of the analysis. 

The probability of the beta minus decay ( 0.8914(13)−
=P ) was much lower and, consequently, the 

probabilities for the EC branches were larger. Kossert and Günther (2004) also considered the un-

certainties of the evaluated data as being reliable and propagated them to evaluate corresponding 

uncertainty components for the overall uncertainty of the half-life. In addition, the photon backscat-

tering effect as discussed in this work was not considered. 

A summary of the data from Kossert and Günther (2004) together with relevant information on 

the samples (from Tables 2 and 3 in Kossert and Günther, 2004) is provided in Table 10. In addi-

tion, the 40K counting efficiencies and the half-life determined from the individual samples were 
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recalculated using our new decay data as well as the improved computation model. A correction to 

allow for the photon backscattering effect was also applied. We emphasize, however, that this re-

calculation was slightly simplified, since we have not taken into account the exact sample compo-

sitions. The recalculated half-lives are by about 0.43% longer than the original values. A weighted 

mean of the individual experimental results shown in Table 10 using the statistical uncertainties as 

weights yields 9

1/2 1.2533 10 aT =   in excellent agreement with the result from this work. 

When applying a similar revision to the data from Grau Malonda and Grau Carles (2002), the 

recalculated half-life increases by about 0.08%. Scrutinizing their work with the CIEMAT/NIST 

method, we believe that their uncertainty on the activity concentration is incomplete and reflects 

only the standard deviation of the mean of their different measurements. We have thus added all 

the other uncertainty components from our work (Table 9) to better estimate the standard uncer-

tainty (k=1), which has been revised to a value of 0.004 ⸱109 a whereas Grau Malonda and Grau 

Carles (2002) state the same value as expanded uncertainty (k=2). Our reevaluated uncertainty 

might still be underestimated. 

 

5.2 Re-evaluation of the half-life and the branching ratios 

The Decay Data Evaluation Project (DDEP) aims at carefully evaluating decay schemes and 

atomic and nuclear decay data for radionuclides of importance in metrology (Kellett and Bersillon, 

2017). These data are officially recommended by the International Bureau of Weights and 

Measures (BIPM). In the latest evaluation of 40K decay (Bé at al., 2010), the partial half-lives were 

first evaluated separately, then used to derive the probabilities of all decay branches, which served 

eventually to normalize the partial half-lives and evaluate the total decay half-life from the full 

dataset. This approach was proposed by Holden (1990) and first considered for DDEP evaluation 

by Helmer (1998) with slight improvements. At that time, it was necessary to deal with the scarcity 
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of precise and complete measurements of 40K decay. The present work motivates a revision of the 

evaluation strategy. 

Starting from the comprehensive compilation of published measurements (Bé et al., 2010), all 

the values have been updated using the latest, most precise isotopic abundance from Naumenko et 

al. (2013). In particular, we have determined that there are 1.7972(12) ⸱1018 atoms of 40K per gram 

of natural K based on an average atomic mass of natural K of 39.0983(25) determined from the 

atomic masses given in (Wang et al., 2021). Examining closely each article, a few values have been 

modified based on information provided by the authors and some uncertainties, which were clearly 

unrealistic, have been increased. The total half-life has been evaluated only on the basis of complete 

measurements of 40K decay. After removing the outliers, only four measurements remain, namely 

those from Suttle and Libby (1955), Leutz et al. (1965), Grau Malonda and Grau Carles (2002) and 

the present work as given in Table 11. In addition to the update of isotopic abundance, the value 

from Leutz et al. (1965) has also been recalculated accounting for the adjustment of their original 

data as described below. The measurement from Kossert and Günther (2004) is superseded by the 

present work and cannot be used. The remaining dataset is consistent but small. Its weighted aver-

age has been considered together with the smallest experimental uncertainty, i.e. T1/2 = 

1.2521(27) ⸱109 a. 

In order to obtain the probability ratio 
0,1EC /P P −

, we have determined the partial decay constants 

of the two main transitions from the available measurements as described in the following. A da-

taset of 18 updated partial decay constants has been established for the beta minus decay branch 

and four outliers had to be removed. The dataset is discrepant because of the value of Brinkman et 

al. (1965) that is too high, and because of the value of Leutz et al. (1965) that has an unrealistically 

small uncertainty, six times smaller than the second most precise measurement. The former has 



 29 

been simply ignored: other measurements led to comparable values but with much higher uncer-

tainties, and no reason was found to increase the uncertainty from Brinkman et al. (1965). The 

latter was kept but its uncertainty was increased at the minimum value that leads to a consistent 

dataset: we thus considered a specific beta activity of 26.26(20) counts per second and per gram of 

natural K, which is still the most precise value of the dataset. The weighted average led to a partial 

decay constant of β = 4.904(19) ⸱10-10 a-1. 

For the EC branch to the first excited state of 40Ar, a dataset of 16 updated partial decay constants 

has been established, after removal of one single outlier. The dataset is consistent and the precise 

value from Cesana and Terrani (1977) contributes to 92% in the weighted average. This seems 

justifiable to us in regards to the quality of their measurement. The result is a partial decay constant 

of 
0,1EC = 5.646(16) ⸱10-11 a-1. 

Assuming a complete decay scheme, the transition probabilities (branching ratios) can be de-

duced from the relationship 
0,0 0,1EC EC 1P P P P+ − 

+ + + = . With the partial decay constants, one de-

duces ( )
0,1 0,1EC EC 0.1151 5/ /P P  − − 

== . The ratio Pβ+/Pβ- was deduced from the three available 

measurements (Tilley and Madansky, 1959; Engelkemeir et al., 1962; Leutz et al., 1965), the 

weighted mean with minimum experimental uncertainty giving Pβ+/Pβ- = 1.15(14) ⸱10-5. The ratio 

( )
0,0EC  211.8 24/P P +

=  was established from theory with the BetaShape code (Mougeot, 2018; 

Mougeot, 2019), which is able to accurately calculate such a third forbidden unique transition. The 

deduced transition probabilities are then: 
0,0ECP  = 0.218(27)%; Pβ+ = 0.00103(13)%; 

0,1ECP  = 10.301(49)%; and Pβ- = 89.48(5)%. They are in excellent agreement with our measured 

values from the present work. Taking into account the latter in the PEC0,1/Pβ- ratio, we re-evaluated 



 30 

the transition probabilities as: PEC0,0 = 0.218(27)%; Pβ+ = 0.00103(13)%; PEC0,1 = 10.298(43)%; 

and Pβ- = 89.483(45)%. 

From the total half-life established above, one has the total decay constant 

λtot = 5.536(12) ⸱10-10 a-1. With the transition probabilities, one can then deduce the corresponding 

partial decay constants β = 4.954(11) ⸱10-10 a-1, λε = 5.822(13) ⸱10-11 a-1, and 
0,1EC  = 

5.701(27) ⸱10-11 a-1. The decay constants β and 
0,1EC  are slightly different than determined above, 

what can easily be explained by the use of different experiments to build the different datasets. The 

most important point, however, is that their ratio remains identical. From these decay constants, 

one can finally determine a specific beta minus activity of 28.21(6) counts per second and per gram 

of natural K, and a specific gamma activity of 3.247(15) counts per second and per gram of natural 

K. 

 

5.3 Comparison of results with data from age comparison 

Our measured half-life is in very good agreement with the revised total half-life from Renne et 

al. (2011), who analyzed data for the Fish Canyon standard (see also, Renne et al., 2010; Schwarz 

et al., 2011). Their result plays an important role in geochronology applications (see, e.g., Schaen 

et al., 2020), and the method depends on the 238U half-life. Their result is also consistent at the level 

of one standard deviation with our evaluated half-life, which is mainly reduced by the value from 

Grau Malonda and Grau Carles (2002). 

In Table 12, we summarize the total and partial decay constants determined from the experi-

ments in this work and compare them to results from Renne et al. (2011). All results agree well 

within uncertainties and consequently, a previously observed discrepancy between the results from 

the nuclear physics and the geochronology communities seems to be resolved. 
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However, it is to be noted, that neither our experimentally determined half-life nor the newly 

evaluated half-life agrees with the range given by Naumenko-Dèzes et al. (2018) who studied ge-

ological samples using 87Rb-87Sr and 40K-40Ca systems as chronometers (see, Table 11). 
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Table 1 

The relevant information on the EC transitions needed for the MICELLE calculations were derived 

from results obtained by means of the BetaShape code (Mougeot, 2018, 2019, 2021). 

 EC transition (see Figure 1) 

 EC0,1 EC0,0 

Nature of the transition 1st forbidden unique  3rd forbidden unique 

PK 0.7548(7) 0.8908(7) 

PL1 0.1044(6) 0.0956(5) 

PL2 2.401(17)·10-4 2.202(16)·10-4 

PL3 0.1167(9) 6.214(31)·10-4 

PM+=1-PK-PL1-PL2-PL3 0.0239(13) 0.0128(9) 

 

Table 2 

Overview on gamma-ray spectrometry measurements with the K40-Bern solution as measured and 

analyzed 2005. For this analysis, the emission probability of the 1461 keV gamma-rays was as-

sumed to be 0.1067(13) as stated by Schötzig and Schrader (2000). 

Sample identifier Total counting time Activity concentration* 

Background 143 h - 

2004-1846 138 h 39.02(65) Bq/g 

2004-1847 42.4 h 39.44(66) Bq/g 

* The activity concentrations were determined assuming Pγ = 0.1067. Multiply by 1.03693 to obtain activity concen-

trations with the gamma emission probability from this work (Pγ = 0.1029). 
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Table 3 

Uncertainty budget for the activity concentration of the K40-Bern solution when using low-level 

gamma-ray spectrometry. All uncertainties are stated as standard uncertainties (k=1). 

Uncertainty component Relative uncertainty 

Mass of solution 0.025% 

Net peak area 0.2% 

Gamma-ray emission probability (here, Pγ = 0.1067(13) was 

assumed) 1.22% 

Detection efficiency at 1461 keV 1.102% 

Background 0.01% 

Correction for self-absorption 0.01% 

Correction for slight geometry variations 0.01% 

Combined 1.656% 

Combined without u(Pγ) 1.12% 
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Table 4 

Uncertainty budget for the activity concentration of the K40-Bern solution determined by the 

CNET method. All uncertainties are stated as standard uncertainties (k=1). 

Component Relative uncer-

tainty 

Standard deviation of result obtained from 4 LS samples 0.125% 

Weighing for LS samples 0.016% 

Dead time 0.1% 

Background 0.05% 

Adsorption 0.03% 

3H activity 0.016% 

Impurity correction (137Cs, detected) 0.008% 

Ionization quenching 0.02% 

Photon backscattering 0.033% 

P −
,

0,1ECP , and 
0,0ECP  

0.164% 

Model and other decay data 0.1% 

PMT asymmetry 0.01% 

Decay correction 0.001% 

Combined uncertainty 0.261% 

Combined uncertainty without uncertainty component 

assigned to 
β
P − ,

0,1ECP  and 
0,0ECP  

0.203% 
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Table 5 

Overview of the maximum net counting rates, background counting rates and counting efficiencies 

for various experimental configurations. For the TDCR measurements, the stated counting effi-

ciency is related to the logical sum of double coincidences. 

Experiment / 

solution LS counter 

Type of 

LS vial 

Maximum 

40K net 

counting rate 

Rnet in s-1 

Background 

counting rate 

Rbg in s-1 Rnet/Rbg 

40K 

counting 

efficiency  

Kossert and 

Günther (2004), 

natural isotopic 

composition Wallac 1414 Glass 10.0 0.8 12.0 89.7% 

This work, 

"K40-Bern" Wallac 1414 Glass 36.8 0.8 47.2 90.3% 

This work, 

"K40-GSC" Wallac 1414 Glass 147.4 1.2 122.8 90.3% 

This work, 

"K40-GSC" 

TriCarb 2800 

TR Glass 148.2 0.8 178.6 90.8% 

This work, 

"K40-GSC" TDCR-M27 Glass 150.7 4.9 30.8 92.3% 

This work, 

"K40-GSC" TDCR-M27 PE 147.6 4.7 31.4 92.4% 

This work, 

"K40-GSC" TDCR-M29 Glass 150.0 3.0 50.0 91.9% 

This work, 

"K40-GSC" TDCR-M29 PE 146.9 2.9 50.7 92.0% 
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Table 6  

Results for P −
from the LS spectrum analysis. Experimental LS spectra of various pure beta emit-

ting radionuclides were used to evaluate the contribution of beta decay at low energies. 

Reference 

Radionuclide used to estimate shape 

of beta spectrum at low energies -β
P  

 14C 0.8948 

 89Sr 0.8949 

 90Y 0.8954 

 90Sr 0.8963 

Final result of this work (mean of val-

ues given above) 

 

0.8954(14) 

Bé et al. (2010), DDEP evaluation  0.8925(17) 

Chen (2017), NDS evaluation  0.8928(13) 

Renne et al. (2011)*  0.8959(4) 

* Calculated from their partial decay constants ε = (5.757 ± 0.016)·10-11 a-1 and β = (4.9548 ± 0.0134)·10-10 a-1 
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Table 7 

Results of the three individual measurements of the K40-GSC solution by means of gamma-ray 

spectrometry. 

Run 

No. Detector 

Measurement 

time in h 

A(40K) in 

Bq* 

137Cs decision 

limit in Bq 

137Cs detection 

limit in Bq 

1 #6 133.5 318.5 4.9·10-2 7.7·10-2 

2 #6 143.0 316.6 4.0·10-2 6.3·10-2 

3 #9 134.5 315.3 6.2·10-2 9.7·10-2 

      

  

Unweighted 

mean: 316.8   
* The activities were determined assuming Pγ = 0.1055. Multiply by 1.02527 to obtain activities with the gamma emis-

sion probability from this work (Pγ = 0.1029). 
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Table 8 

Uncertainty budget for the activity concentration of the K40-GSC solution when using low-level 

gamma-ray spectrometry (Example for run #2 with detector #6). All uncertainties are stated as 

standard uncertainties (k=1). 

Uncertainty component Relative uncertainty 

Mass of solution 0.02% 

Net peak area 0.3% 

Gamma-ray emission probability (here, Pγ = 0.1055(11) was 

assumed) 1.05% 

Detection efficiency at 1461 keV# 0.8% 

Background 0.03% 

Correction for self-absorption 0.001% 

Correction for slight geometry variations 0.01% 

Combined 1.36% 

Combined without u(Pγ) 0.86% 

# The following gamma-ray emission probabilities were assumed for the efficiency calibration (Nucléide – Lara, 

2022): Pγ(60Co, 1173.23 keV) = 0.9985(3); Pγ(60Co, 1332.49 keV)= 0.999826(6); Pγ(88Y, 898.04 keV) = 0.937(3); 

Pγ(88Y, 1836.07 keV) = 0.99346(25) and Pγ(137Cs, 661.66 keV) = 0.8499(20)  
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Table 9 

Uncertainty budgets for the activity concentration of the K40-GSC solution measured by two LS 

counting methods. 

Component Relative uncertainty 

CIEMAT/ NIST TDCR 

Standard deviation of the results shown in Figure 12 0.064% 0.072% 

Weighing (LS samples) 0.01% 0.01% 

Dead time 0.1% 0.05% 

Background 0.03% 0.04% 

Adsorption 0.03% 0.03% 

TDCR value   0.03% 

3H activity 0.016%   

Impurity correction (137Cs, detected) 0.017% 0.017% 

Ionization quenching 0.02% 0.02% 

Photon backscattering 0.033% 0.033% 

P(β-), P(EC0,1), and P(EC0,0) 0.149% 0.15% 

Model and other decay data 0.1% 0.1% 

PMT asymmetry 0.01% 0.01% 

Decay correction 0.001% 0.001% 

Combined uncertainty 0.224% 0.214% 

Combined uncertainty without uncertainty com-

ponent assigned to P(β-),P(EC0,1) and P(EC0,0) 0.167% 0.152% 
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Table 10 

Results obtained by Kossert and Günther (2004) when determining the 40K half-life by means of 

LS measurements using salts with natural isotopic composition. The 40K LS counting efficiencies 

and individual half-life values were recalculated using the same model and input data as in this 

work. In particular, the decay scheme parameters as determined in this work were used and a cor-

rection was applied to allow for the photon backscattering effect. 

Sample 

number 

LS cock-

tail and 

salt 

(3H) 

in % 

(40K) in % 

(original 

work) 

T1/2 in 

109 a 

(original 

work) 

Relative 

statistical 

uncertainty 

in % 

(40K) in 

% (recal-

culated) 

T1/2 in 109 

a (recal-

culated) 

1 

Hionic 

Fluor, 

KNO3 24.040 89.734 1.2491 0.074 90.127 1.2546 

5 

Hionic 

Fluor, 

KNO3 35.476 90.211 1.2486 0.070 90.592 1.2539 

9 

Ultima 

Gold LLT, 

KNO3 36.530 90.262 1.2484 0.075 90.641 1.2536 

13 

Ultima 

Gold LLT, 

KNO3 24.949 89.770 1.2479 0.034 90.161 1.2533 

3 

Ultima 

Gold AB, 

KCl 28.941 89.926 1.2461 0.078 90.314 1.2515 

7 

Ultima 

Gold AB, 

KCl 37.862 90.313 1.2410 0.147 90.704 1.2464 

11 

Hionic 

Fluor, KCl 38.826 90.360 1.2553 0.178 90.751 1.2607 

15 

Hionic 

Fluor, KCl 29.280 89.939 1.2478 0.086 90.327 1.2532 
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Table 11 

The total 40K half-life determined in this work compared to other selected references. 

Reference T1/2 in 109 a 

Relative deviation to the 

result from this work 

This work 1.2536(27) - 

Bé et al. (2010), DDEP evaluation 1.2504(30) -0.26% 

Chen (2017), NDS evaluation 1.248(3) -0.45% 

Renne et al. (2011) 1.2533(31) -0.02% 

Naumenko-Dèzes et al. (2018) 

1.2607 < T1/2 

< 1.2639 0.57% - 0.82% 

Suttle and Libby (1955), recalculated* 1.23(4) -1.88% 

Leutz et al. (1965), recalculated** 1.253(10) -0.05% 

Grau Malonda and Grau Carles (2002), reana-

lyzed 1.249(4) -0.37% 

Kossert and Günther (2004), reanalyzed 1.253(3) -0.05% 

New data evaluation from this work 1.2521(27) -0.12% 

* The original value (1.25(4) 109 a) was recalculated with a newer result for the 40K abundance in 

natural K and adjustment of original data. 

** The original value and its uncertainty (1.266(7) 109 a) were recalculated with a newer result for 

the 40K abundance in natural K and adjustment of original data. 
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Table 12 

The total and partial 40K decay constants determined in this work compared to the revised values 

of Renne et al. (2011). 

Reference total in a-1 u(total)/total  in a-1 u()/ EC in a-1 u(EC)/EC 

Experimental result 

of this work 5.5294·10-10 0.214% 4.9510·10-10 0.265% 5.7837·10-11 1.355% 

Renne et al. (2011) 5.5305·10-10 0.244% 4.9548·10-10 0.270% 5.757·10-11 0.280% 

Relative deviation: 0.02%   0.08%   -0.46%   

       

 

New data evalua-

tion from this work 5.536·10-10 0.217% 4.954·10-10 0.222% 5.822·10-11 0.223% 
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Figures with captions 

 

 

Figure 1 

Decay scheme of 40K. The dominant transition is the beta minus transition. 
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Figure 2 

Spectrum of the 3rd forbidden unique beta transition computed with BetaShape taking screening 

corrections and the atomic exchange effect into account. The dotted spectrum was calculated with 

a shape-factor derived from experimental data of Leutz et al. (1965) who measured the beta spec-

trum in the energy range from 100 keV to 1100 keV. 
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Figure 3 

Activity concentration of the K40-Bern solution from LS counting and gamma-ray spectrometry 

as a function of the gamma emission probability Pγ. The uncertainty bars of the measured values 

at Pγ=0.1067 represent the total combined standard uncertainty without an uncertainty assigned to 

Pγ. 
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Figure 4 

Measured spectrum of an LS sample with the solution K40-GSC in a glass vial. The measurement 

was carried out in a Wallac 1414 counter with logarithmic amplification. A background spectrum 

has been subtracted. 
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Figure 5 

Net spectrum of an LS source with the solution K40-GSC in a glass vial measured in a TriCarb 

2800 TR counter. The overall counting time was 16 h and the net spectrum corresponds to about 

8.32·106 counts. The peak at low channel numbers (“A”) results from detection of EC decays while 

the wide area “B” is mainly due to detection of beta decay events. 
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Figure 6 

Net spectrum of a 40K LS source measured in a TriCarb 2800 TR counter (as in Figure 5) at low 

channel numbers. The net LS spectra of other beta emitters were adjusted in the range from channel 

10 to channel 20 to evaluate the contributions to the areas A and B of the 40K spectrum at channel 

numbers below 10. 
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Figure 7 

Flame-sealed PTB glass ampoules with standard solutions of 60Co, 88Y and the K40-GSC solution 

(top left); a custum-built sample holder with a background sample (top right); sample with holder 

in measurement position (bottom left); and counter with complete Pb shielding when sample is in 

position (bottom right). 
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Figure 8 

Gamma-ray spectrum of the K40-GSC solution measured with the HPGe detector #6 (Run #2). 

The duration of this measuement was 143 h. 
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Figure 9 

Residuals (ai-amean)/amean for LS sample #5 measured for about 9 days in the counter TDCR-M27. 

About 65% of the data are within the band represented by the dashed lines. This range (±0.193%) 

is defined by the Poisson uncertainty for a single measurement with a duration of 1800 s. 
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Figure 10 

Computed 40K double counting efficiency εD as a function of the TDCR parameter. The ambiguity 

is a well-known effect which occurs for several radionuclides with complex decay schemes (see, 

e.g., Broda et al. 2007). The experimental data from this work define the region of interest which 

is represented by the red dashed line in the figure. 
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Figure 11 

Computed 40K counting efficiency as a function of the 3H counting efficiency to apply the CNET 

method. The experimental data from this work define the the region of interest which is represented 

by the red dashed line in the figure.  
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Figure 12 

Activity concentration of the K40-GSC solution as obtained for the CNET method and the TDCR 

method. The uncertainty bars represent only a statistical component calculated as a standard 

deviation of the mean of several repeat measurements. 
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Figure 13 

Activity concentration as obtained from the measurements of glass vials in TDCR-M29 as a 

function of the coincidence resolving time. The uncertainty bars represent only a statistical 

component calculated as a standard deviation of the mean of several repeat measurements. The 

same data are also incldued in Figure 12. 

 


