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In many industrial fields, physical phenomena are commonly modeled by numerical sim-
ulators. These simulation codes can take a high number (dozens, if not hundreds) of
uncertain parameters as input variables. Since computer-based simulation experiments
are time-consuming, the permissible number of runs is most often very limited. In this
context, the benefits brought by a preliminary global sensitivity analysis are twofold. On
the one hand, the screening step allows to select a smaller amount of influential inputs in
order to reduce dimensionality or to support the construction of a surrogate model. On
the other hand, the influence of each input variable is quantified and the associated rank-
ings provide a relevant piece of information that can be used in the sequential building
process of a metamodel as in [4]. In view of these two purposes, total-order Sobol indices
are often regarded as the most adapted indicators. Unfortunately, unlike their first-order
counterparts, their estimation requires a too large number of simulations.

To remedy this difficulty, a new class of sensitivity measures built upon the theory of
reproducing kernel Hilbert spaces (RKHS) has emerged over the last decade [1]. Each
input variable is assigned a continuous positive definite kernel and is equipped with the
related RKHS. The same is done for the output variable. The distance between the
joint input-output bivariate distribution and the bivariate distribution obtained under
independence is measured through the distance of their respective embeddings in the
tensorized RKHS, which leads to the Hilbert-Schmidt Independence Criterion (HSIC) [3].
Since HSIC indices can be expressed by means of kernel-based statistical moments, their
estimation can be achieved at minimal computational cost and without estimating the
joint input-output distribution. However, HSIC indices are often blamed for their lack
of interpretability because their sum is not equal to 1. As a consequence, they do not
fit into the advantageous framework that goes with analysis of variance (ANOVA). To



bridge this gap, it has been recently proved that the use of orthogonal kernels enables an
ANOVA-like decomposition for HSIC indices [2]. When the input variables are uniformly
distributed, Sobolev kernels (parametrized by a smoothness parameter r) match all the
required conditions. They allow to define higher order HSIC indices (especially total-order
HSIC indices) and therefore to rigorously separate main effects and interactions.

The main objective of this work is to provide new insights into Sobolev kernels which
have indeed been very few studied so far. First, we demonstrate that Sobolev kernels are
characteristic. This ensures that the nullity of Sobolev-based HSIC indices is equivalent to
independence. Then, another notable contribution of this work is the identification of one
explicit feature map for Sobolev kernels, which may help the user understand the spectrum
of dependency patterns that can be captured by this novel HSIC index. As with most
kernels, the canonical feature map (resulting from Aronszajn’s theorem) is uninformative.
An additional pitfall comes from the fact that Sobolev kernels are not shift-invariant,
which prevents the use of Bochner’s theorem and the following characterization in terms
of Fourier transform. Instead, another kind of feature map stems from Mercer’s theo-
rem which asserts that any continuous kernel on a compact set may be rewritten as an
infinite sum that only implies the eigenvalues and eigenfunctions of the corresponding
kernel integral operator. This key result discloses a feature map that sends the unit in-
terval into the Hilbert space of real-valued square-summable sequences. The eigenvalue
problem arising from this new feature map is tackled in two different ways. Firstly, we
investigate the benefits of kernel feature analysis where eigenvalues and eigenfunctions are
estimated from Gram matrix simulation. It allows to visualize eigenfunctions and some-
times to come up with closed-form candidate functions. Secondly, we demonstrate that
the eigenvalue problem is equivalent to a Cauchy problem consisting of a linear homo-
geneous ordinary differential equation with constant coefficients and a sufficient number
of boundary conditions. Then, two situations deserve a specific study. When r = 1, an
exact analytical solution is available. On the contrary, when r = 2, the Cauchy problem
cannot be completely solved. A solution in the form of a linear combination of analytical
functions is obtained but the coefficients cannot be retrieved. An asymptotic approxi-
mation is then derived to accurately estimate small eigenvalues while robust numerical
resolution is achieved by use of a semi-analytical adhoc calibration algorithm.
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[2] Sébastien Da Veiga. Kernel-based ANOVA decomposition and Shapley effects: appli-
cation to global sensitivity analysis. arXiv preprint arXiv:2101.05487, 2021.

[3] Arthur Gretton, Olivier Bousquet, Alex Smola, and Bernhard Schölkopf. Measuring
statistical dependence with Hilbert-Schmidt norms. In International conference on
algorithmic learning theory, pages 63–77. Springer, 2005.

[4] Amandine Marrel, Bertrand Iooss, and Vincent Chabridon. Statistical identification
of penalizing configurations in high-dimensional thermalhydraulic numerical experi-
ments: the ICSCREAM methodology. arXiv preprint arXiv:2004.04663, 2020.



2



3

4



5

6



7

8



9

10



11

12



13

14



15

16



17

18



19

20



21


