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Abstract—In the OPC UA standard, the OPC UA information
model is the key to semantic interoperability. It refers to an
organized structure representing resources in the form of OPC
UA nodes residing in an OPC UA address space. Before runtime,
an OPC UA server requires an OPC UA information model
already filled with OPC UA nodes corresponding to the available
resources of its field devices. It is tricky to the Industrial Internet
of Things, a scenario where random field devices can join a sys-
tem at any time. Indeed, the OPC UA server needs to dynamically
discover such devices and update its OPC UA information model
with new relevant OPC UA nodes. Regarding the above challenge,
this paper introduces a Web-of-Things (WoT) approach that
enables field devices to register with an OPC UA server to join
the system without manual configuration. The approach relies
on WoT Discovery and WoT Thing Description.

Index Terms—Industry, Internet of Things, OPC UA, Web of
Things, Thing Description, Discovery

I. INTRODUCTION

The fourth industrial revolution has been an inevitable
technological event of this 21st century. It is about using
the most advanced technologies in emerging fields, such as
the Internet of Things (IoT), to improve industrial systems’
automation, self-monitoring, and communication. The IoT
is an ideal scenario in which heterogeneous computing de-
vices, from resource-contained embedded systems to high-
performance infrastructure, communicate and exchange data
through Internet connections. Thus, it is an interoperability
high-demanded environment. The Industrial Internet of Things
(IIoT) is a specification of the IoT: computing devices in
the IIoT belong to industrial systems. In this sense, the
industrial systems in the IIoT must consider interoperability
as a fundamental quality besides other conventional ones in
the industry, such as robustness, reliability, and security.

Regarding interoperability, the Open Platform Communi-
cations Unified Architecture (OPC UA) is one of the best
candidates. OPC UA is a widely-accepted industrial standard
that receives support from many credible universities and
industrial companies1. The newest version of OPC UA, v1.05,
consists of mainly 22 specifications that provide conventions
to implement industrial systems with reliability, security, and
interoperability [1]. OPC UA provides transport protocols,
data formats, and security policies for technical and syntactic
interoperability. The semantic interoperability of OPC UA

1https://opcfoundation.org/members/

relies on the OPC UA information model. It is an organized
structure to represent the resources of an OPC UA system in
the form of OPC UA nodes residing in an OPC UA address
space [2], [3]. In this paper, the term "OPC UA system"
implies the concept of an OPC UA server and the field devices
under its control. The reason to adopt this term instead of
an industry-familiar term, such as "workstation," is that the
concept is not only used in industrial applications but also
used in other domains, for example, in agriculture [4]. Figure
2 shows an example of OPC UA systems. External devices
can browse the OPC UA address space, query data, and call
methods on the OPC UA system using OPC UA services [5].
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Fig. 1. Example of OPC UA systems

Often, the OPC UA information model of a system is
formed statically before runtime [6], [7]. It means system
developers manually determine field devices’ shared resources,
generate relevant OPC UA nodes, and add them to the OPC
UA address space before launching the OPC UA server.
However, this approach cannot satisfy the IIoT, where field
devices can randomly join the OPC UA system at any time.
The OPC UA server needs to discover new field devices and
dynamically update its information model with new OPC UA
nodes corresponding to their shared resources. This paper
proposes a Web-of-Things (WoT) approach based on WoT
Thing Description and WoT Discovery. It is called WoT4UA-
dm as the short form of the WoT for OPC UA discovery
mechanism. WoT4UA-dm enables field devices to join a
running OPC UA system without manual configuration.
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The organization of this paper is as follows. Section II
presents the background of our contribution: the WoT, WoT
Thing Description, and WoT Discovery. Section III presents
other discovery approaches in OPC UA. Section IV introduces
the main contribution of this research: WoT4UA-dm. The next
section focuses on an experiment to demonstrate this discovery
mechanism. Section VI discusses the challenges ahead to
improve WoT4UA-dm. Finally, a brief conclusion sums up
this paper and presents our future works.

II. BACKGROUND

The background technologies of this contribution are the
WoT, WoT Thing Description, and WoT Discovery. WoT2 is
a set of standards to improve the flexibility and interoperability
in the IoT using Web technologies and paradigms. While the
IoT shows its heterogeneous side with devices, networks, and
formats, the WoT standards are tools to unify and enable things
to speak in the same language. A thing can be a physical
or virtual entity. Under the development of a World Wide
Web Consortium (W3C) working group, WoT gains significant
agreement and support from the community and progressively
becomes an official standard contributing to the IoT. The
principal works of WoT group contribute to six task forces:
WoT architecture, WoT Thing Description, WoT Discovery,
WoT Security, WoT Scripting API, and WoT Uses Cases.

This research focuses on WoT Thing Description and WoT
Discovery. WoT Thing Description is a vocabulary that al-
lows describing the metadata and interfaces of a thing. The
vocabulary contains a collection of basic terms defined by
its W3C working group. The details of each thing can also
be specified using linked data or other vocabularies, such as
the SAREF3 and OM4 ontologies. By default, a WoT Thing
Description instance uses JSON encoding. Thus, WoT Thing
Description can expose a thing’s properties, capabilities, and
resources understandable by both humans and machines.

WoT Discovery defines two mechanisms to manage WoT
Thing Description instances: directory and self-description.
The former mechanism is about storing description instances
in a directory. Then, it enables to find a description instance
by browsing the directory. The latter one is to let things
manage their self-descriptions. Things will expose their self-
descriptions to needers. To find things and directories to
retrieve the description instances, WoT Discovery proposes
five other mechanisms. Among the above mechanisms, our
contribution adopts the WoT Discovery self-description.

III. RELATED WORK

OPC foundation proposes three discovery mechanisms in
specification 12: Local Discovery Server, Local Discovery
Server with Multicast Extension (LDS-ME), and Global Dis-
covery Server [8]. Their goal is to make OPC UA servers
available to other OPC UA clients and servers. Unlike our

2https://www.w3.org/WoT/
3https://ontology.tno.nl/saref/
4https://github.com/HajoRijgersberg/OM

contribution, which focuses on discovering field devices on
one OPC UA system, they address inter-OPC-UA systems.

Besides the official specification proposed by the OPC
foundation, some other works contribute to the discovery in
OPC UA. They are usually mending with the Plug and Produce
(PnP) concept. PnP is an ability that a new field device joins
an industrial system "without any configuration changes on
the system, other devices, or any additional registration to
the database" [9]. An industrial system with PnP needs to
succeed in four phases: discovery, configuration, production,
and reconfiguration [10]. The two first phases assure that the
system detects and configure a new device. The third one is
about the collaboration of the new device with the existing
resources to accomplish tasks. The fourth one demands devices
the adaptability, that is, to be reconfigured based on context
changes. The last two phases are out of this paper’s scope.

Another point to note is that self-description is not an
original mechanism from WoT but is also used by other works
[11]. The difference between them is the language to encode
descriptions. AutomationML is a highly-used candidate for
this job [12], [13].

IV. OPC UA FIELD DEVICES DISCOVERY MECHANISM
USING WEB OF THINGS TECHNOLOGIES

This section presents our main contribution: WoT4UA dis-
covery mechanism for field devices to join a running OPC UA
system. Of which, field devices host their self-descriptions as
in WoT Discovery self-description. A description is encoded
using the materials of WoT Thing Description. WoT4UA-dm
includes four steps. The first step is to install one description
encoded in JSON format to each field device. Second, the
device reads its description and may transform it into a
format agreed with the OPC UA server beforehand. Then, the
device creates a registration message containing the device
description and sends the message to the OPC UA server.
Third, the OPC UA server extracts the necessary information
from the received message. Based on the information, it creates
a new OPC UA node in the OPC UA address space. Finally, the
OPC UA server sends configuration messages to the device.
Figure 2 illustrates the WoT4UA-dm.
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Fig. 2. Four steps of WoT4UA-dm

The WoT4UA-dm stays abstract: it is open for detailed de-
signs and implementations. In the first step, system developers
can write the description of a device manually or use a tool.
A description must contain at least the information necessary
for the OPC UA server to create an OPC UA node, such as
the device’s name, data source’s name, and the data type. It
should also contain information about the device’s security,
transport, and capabilities.



In the second step, the description information may be seri-
alized into another format before being put into a registration
message. Otherwise, the simplest solution is to use JSON
format, so no serialization is needed. There are numerous
possibilities to transfer the sensor device’s registration message
to the OPC UA server. For example, when they are in a
Local Area Network (LAN), the sensor device can diffuse the
registration message to a multicast address.

In the third step, system developers have two solutions to
update the OPC UA address space with new OPC UA nodes.
The first solution is to call a method or service predefined in
the OPC UA server to demand to update its address space at
runtime. The second solution is to use an operating program
with the permissions to update the OPC UA information model
and build/stop/start the OPC UA server. In this sense, the
update is not at the OPC UA server’s runtime.

Finally, the OPC UA server may send configuration mes-
sages back to field devices. Depending on system design, a
configuration message may include configuration information
or may work as an acknowledgment message.

V. PROOF-OF-CONCEPT EXPERIMENT

This proof-of-concept experiment consists of four com-
ponents. Two Raspberry Pi5 4 play as two sensor devices.
Each sensor device has one sensor which measures the tem-
perature of its microprocessor. Respectively, they are called
thermometer_01 and thermometer_02. One Raspberry Pi 3B+
works as an OPC UA server. The OPC UA server is built
based on the open625416 library. The three Raspberry Pi are
in a local network, and they communicate using the OPC
UA PubSub brokerless pattern, transport profile PubSub UDP
UADP7. The two sensor devices work as two publishers, and
the OPC UA server is also a subscriber. Globally, they form the
data provider’s side. The fourth component is a Linux laptop
connecting to the OPC UA server via the Internet. It runs the
OPC UA client UaExpert8 and represents the data consumer’s
side. Figure 3 illustrates the use case’s physical architecture.
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Fig. 3. Physical architecture of the proof-of-concept use case

The operation of the OPC UA system has two phases:
discovery and data exchange. The discovery phase follows
WoT4UA-dm. In detail, system developers manually write two
minimal descriptions, then install them into two publishers.
Table I shows the thermometer_01’s description. Each pub-
lisher sends registration messages to the multicast IPv4 address

5https://www.raspberrypi.com/
6https://open62541.org/
7http://opcfoundation.org/UA-Profile/Transport/pubsub-udp-uadp
8https://www.unified-automation.com/downloads/opc-ua-clients.html

224.0.0.1. A registration message has the description of a
sensor device as its payload. After receiving a registration mes-
sage, the OPC UA server extracts the necessary information to
create a new OPC UA node. As this proof-of-concept scenario
is minimal, the OPC UA server uses only the device’s title,
properties, and data type; and ignores the other information. It
also assigns a namespace and a node id to the new node. Next,
the server sends a configuration message with the publisher
id, writer group id, and dataset writer id to the corresponding
publisher. Such information is necessary for OPC UA PubSub
brokerless communication in the data exchange phase [14].

TABLE I
THE DESCRIPTION OF THERMOMETER_01

{
"@context": "https://www.w3.org/2019/wot/td/v1",
"@type": "saref:TemperatureSensor",
"id": "localsea:dev:thermometer01",
"title": "thermometer_01",
"properties": {

"temperature": {
"type": "double",
"unit": "om:degree_Celsius"

}
}

}

In the data exchange phase, publishers, with publisher
id, writer group id, and dataset writer id, can form UADP
network messages. They send each message to the multicast
IPv4 address 224.0.0.2 every 10 seconds. The OPC UA server
listens to this address, receives the messages, and updates the
values of the corresponding OPC UA nodes. The Linux laptop
with UaExpert accesses the OPC UA server to monitor the
operation of the OPC UA system. Figure 4 is a screenshot of
UaExpert. The Address Space window shows the new OPC
UA nodes that the OPC UA server dynamically has added to
its address space using WoT4UA in the discovery phase. The
Data Access View window shows the new updated value of
two OPC UA nodes relevant to the temperature of the sensor
devices. The Attributes window shows the detailed information
related to the OPC UA node with identification "ns=2,i=6002".

VI. DISCUSSION

WoT4UA-dm is realizable and potential; however, the fol-
lowing issues need further discussion.

First, the vocabulary of the current version of WoT Thing
Description is unable to cover OPC UA standards and in-
dustrial devices. One example is that the float data type
of OPC UA has no corresponding data type in the WoT
Thing Description. Another example is that the concept of
WoT Thing Description’s security schemes is different from
OPC UA’s security policies. It is necessary to specify a new
vocabulary for OPC UA and industrial devices to extend WoT
Thing Description. Even better, if both W3C and the OPC
foundation accept the vocabulary as a companion specification.

Second, since WoT4UA-dm is for the IIoT, the vocabulary
must support resource-constrained embedded devices. It means



Fig. 4. Screenshot of UaExpert after receiving UADP messages from publishers

that the vocabulary must be packed and precise so that the
descriptions of such devices take a small amount in the
memory. As a result, registration messages will be smaller
and have less impact on the network traffic.

Third, manually writing descriptions for devices is a painful
job, for example, when a system contains a significant number
of devices, as in the IIoT. It is necessary to have a user-friendly
user interface tool that automatically generates descriptions
and installs them on corresponding devices.

Fourth, the WoT4UA-dm demands the OPC UA server be
also a configurator to exchange registration and configuration
messages with field devices. It is tricky for the existing
OPC UA server available in the market to add this feature.
One possible solution is to have a separate configurator that
occupies only the configuration feature. It communicates to
the OPC UA server with OPC UA services.

While the first and second issues are mandatory, the two last
ones aim to support the community deploying and integrating
the mechanism easier.

VII. CONCLUSION AND FUTURE WORKS

To sum up, this work-in-progress paper presents a discovery
mechanism for OPC UA systems in the IIoT, called the
WoT4UA-dm. The discovery mechanism adopts the idea of
the WoT Discovery self-description exploration mechanism,
that is, to encourage field devices to expose themselves using
their self-description. The description follows the format and
the vocabulary defined in WoT’s Thing Description. Then, the
OPC UA server dynamically updates its address space with
new OPC UA nodes corresponding to received descriptions.
The proof-of-concept experiment in this paper is a minimal
scenario to show that the discovery mechanism is realizable.

Many future research and experiments remain before this
discovery mechanism can turn into practice. Our short-term
plan addresses the first three issues presented in Section VI.
The first work is to form a vocabulary, such as a new ontology
for OPC UA standards and industrial devices. The vocabulary
follows the concept of WoT Thing Description. The second
work is to develop a practical use case that is complex enough
to highlight the advantages of WoT4UA-dm in the IIoT. The
development of the vocabulary and the use case can occur
parallel using a hybrid engineering methodology as in [15].

Also, we will develop a plugin for Eclipse Papyrus9 to have
a user-friendly tool for generating descriptions.
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