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Abstract—Telecommunications and data are pervasive in
almost each aspect of our every-day life and new concerns
progressively arise as a result of stakes related to privacy and
data protection [1]. Indeed, systems development becomes
data-centric leading to an ecosystem where a variety of
players intervene (citizens, industry, regulators) and where
the policies regarding data usage and utilization are far from
consensual. The new General Data Protection Regulation
(GDPR) enacted by the European Commission in 2018 has
introduced new provisions including principles for lawful-
ness, fairness, transparency, etc. thus endorsing data subjects
with new rights in regards to their personal data. In this
context, a growing need for approaches that conceptualize
and help engineers to integrate GDPR and privacy provisions
at design time becomes paramount. This paper presents a
comprehensive approach to support different phases of the
design process with special attention to the integration of
privacy and data protection principles. Among others, it
is a generic model-based approach that can be specialized
according to the specifics of different application domains.

Index Terms—Privacy by design, GDPR, data protection,
model-based, personal data detection, DFD, MDE, MBSE.

1. Introduction

Big data applications follow a growing tendency nowa-
days and are central for many domains like Health Care,
Banking, Energy and more recently Transportation [1].
The ecosystem around is composed by a variety of players
pursuing goals and purposes that can conflict each other.
Thus for instance, the need for information sharing and
diffusion, e.g., in social networks, is in potential conflict
with the privacy and interests of individuals. Also, policy
makers and authorities can negatively impact businesses
and companies which strongly rely upon data gathering
and exploitation. The development of emerging domains,
like those relying upon AI techniques, are data greedy
but have been proven powerful enough to impact society’s
pillars like ethics, safety, economy, and even democracy.
Along with that, malicious agents can always threaten in-
dividuals’ data thus challenging the fences to protect them.
In this context, the European Commission enacted in 2018
the General Data Protection Regulation (GDPR) [2] which
introduces new provisions to protect individuals’ rights
with respect to the stakes for data utilization. Since then,
GDPR has stood for an ecosystem evolution by acting as
a balance in the landscape of opposing forces. However,

the referred evolution implies changes in the development
cycle of data-centric systems and software. Since GDPR
remains a legal text, an overall need arose for engineers
to ensure compliance with the regulation. In fact, the
different stakeholders (engineers, architects, developers)
require support to interpret and integrate GDPR provi-
sions into the development cycle, in particular, at design
phase. Despite that “Privacy by Design” is a relatively
known principle, to our knowledge, a lack still exists for
approaches to comprehensively fill the gap between GDPR
and typical frameworks understandable to engineers.

In this paper, we propose a comprehensive approach
that aims to fill referred gap by realizing Privacy and Data
Protection by Design (PDPbD) along three main axes.
First, the approach relies upon a method that provides
guidance for systems and software design. The method
is model-based and covers essential phases including per-
sonal data detection, modeling and privacy assessments
for data, processes and architecture involved. Secondly,
we have developed modules that leverage existing tech-
nology so as to provide a tooled framework that supports
the method. Third, the tandem method-plus-tool realizes
the Privacy-by-Design principle by combining conceptu-
alization and implementation in a understandable manner
for engineers non-savvy in privacy and GDPR matters.
Furthermore, since the approach is generic and agnostic of
the underlying tooling, it is (1) amenable to prevail across
technology obsolescence, (2) implementable with other
tool choices and (3) amenable to be specialized according
to the particularities of a given application domain.
The rest of the paper is structured as follows. Section 2
introduces the overall approach, named PDPbD, which is
detailed in the following Sections: Section 3 is dedicated
to the Personal Data Detection phase, Section 4 shows
the Model-based Design phase, and Section 5 describes
the Privacy Assessments phase. The approach is illustrated
through a Case Study pertaining to the automotive domain
in Section 6. It is then positioned w.r.t. selected works in
Section 7. Finally, some conclusions and perspectives for
our work appear in Section 8.

2. Privacy and Data Protection by Design

Nowadays, it is generally accepted that systems and
software design can be oriented either by goals or by risks
[3]. The design guided by goals typically targets the fulfil-
ment of requirements which are elicited to achieve func-
tional objectives/missions and also to meet constraints.
The design guided by risks typically targets the elicitation



of cost-acceptable and technically-effective countermea-
sures which reduce impact of risks below acceptable lev-
els. The method proposed in this work aims to harmonize
both perspectives by defining a framework that considers
and integrates the elements related to both requirements
engineering and risks management. To achieve referred in-
tegration, the PDPbD method relies upon five phases and
is based upon a modeling paradigm inspired in particular
by Model Driven Engineering (MDE) [4]. Fig. 1 shows
an overview of the PDPbD method.

Figure 1. Overall PDPbD approach

The first phase is named Personal Data Detection and
is meant to help in the identification of personal data.
In this paper, we assume personal data are first detected
with preexisting tools, and we propose an open data-based
mechanism to guide system creators in the identification of
linkability risks based on connecting system information
to other external data sources representing data subjects.
Once personal data are detected, the second phase aims
to capture data structures at different levels of abstrac-
tions in a so named data-oriented model. This second
phase reuses the estimations obtained in the first phase
and is meant to assess the protection of data structures.
The third phase is dedicated to capture the processes
in which data and personal/sensitive data are involved.
The so named process-oriented models are typed with the
data and scores obtained in previous phases and helps to
validate the privacy properties in data flows. In the fourth
phase, a functional architecture is proposed to support
both the data-oriented and process-oriented elements, i.e.,
an architecture model. After refinement, the architecture
model contains enough details to be taken as a basis prior
to deployment. The last phase is an iterative assessment
conducted at each of the previous phases (self-pointing
arrows in Fig.1). To do so, once a model is obtained, it
is allocated to the requirements/properties to be fulfilled.
Some privacy-related strategies, techniques or algorithms
(e.g. Hoepman’s strategies [5]) are selected in order to
meet requirements. The privacy-related strategy, technique
or algorithm is then applied and if, after validation, the
requirements are fulfilled, then the design models can be
refined or used in the next phase.

2.1. Approach context and usage

The proposed approach includes the method previ-
ously introduced, and a tool-chain to support it. Both
method and tool-chain are intended to be used in two
design scenarios: (1) engineering of a brand new system
or software, or (2) re-engineering of an existing one. For
the sake of clarity, in this paper the approach usage is
oriented to the 2nd. scenario, given that it is better suited
to address the stakes raised by a system evolution, as is
the case since GDPR enactment. Our approach follows

a data-centric perspective and, as such, its initial phase
focuses on data structures and flows within the system
under study, e.g., data warehouses. Thus, existing data
structures (like legacy databases) and system specifica-
tions/documentation are assumed as method inputs. Once
applied, the method aims to produce a new system design
compliant with privacy and data protection provisions. The
design workflow is detailed in the following Sections and
includes both methodological and implementation parts.

3. Personal Data Detection

The main objective of the Personal Data Detection
(PDD) phase is to identify personal data that are stored
by data controllers (or data processors) in their data
warehouses. While different methods [6], scores [7] and
tools [8] exist to automatically detect personal data within
databases, (e.g. as a set of scores measuring the probability
of a particular data item to represent personal data), many
attacks are still possible by linking tables to external
data sources given their contents variability across the
life cycle. Unfortunately, the literature shows a lack of
approaches to support engineers during the identification
of such risks. The proposed PDD phase -including method
and tool- is indeed a novelty that can help system devel-
opers during personal data identification and estimation
of related linkability risks. For the sake of brevity, in this
paper we strengthen the focus on this latter capability,
used as complement to personal data detection.

The PDD phase accepts data which are represented as
a relational database and expressed as a set of tables, each
of them being a set of attributes. For simplicity, we assume
that for each table T represented in the database, a score
‘s’ is generated that represents its probability to contain
personal data in at least one of its attributes. To estimate
the associated linkability risks in order to update the score
‘s’, the method consumes Open Linked Data from open
data sources like Schema.org, DBPedia, and Wikidata,
although the approach could be extended to other data
sources. Then data instances are searched representing
identifiable individuals which can be related to existing
concepts in the database. The method explores ontologies
related to persons and it then looks for people related
to different classes derived from keywords in the system,
using a knowledge graph. The graph connects database
tables with concepts representing persons as shown in
Fig. 2: blue nodes represent persons, yellow nodes rep-
resent entities extracted from the system database under
analysis, and orange nodes represent classes, extracted
from open data sources, connecting blue and yellow
nodes. Two different types of edges are extracted from
open data: (i) isA - links two entities where one is a
subclass of the other or an instance; and (ii) linkableTo -
links two entities that are semantically related although
they represent two different types of concept. A third
type of link named FK connects yellow nodes whenever
a foreign key is used to link tables within the database
representing the concepts in nodes.

Implementation. Following, we explain the mining al-
gorithm to create the graph shown in Fig. 2 and to
compute the Open Data Score to update ‘s’. First, the



Figure 2. PDD graph linking database entities with data subjects

module extracts information related to classes represent-
ing persons from Schema.org and DBPedia to create the
core of the graph (blue nodes). In particular, it creates
person nodes from instances of “Person” class extracted
from properties in Schema.org and subclasses in DBPe-
dia. Then, given any table name in the database, related
classes are searched using fuzzy matching provided by the
Wikidata search engine, and choosing the most relevant
result according to Wikidata. Based on this result, an auto-
mated exploratory traversal of information is executed by
finding subclasses (property P279 in Wikidata), instances
of (P31), and classes that are said to be the same (P460),
adding them in the graph. The relationships found are
labelled as “isA” in the graph. Domain specific properties
are also explored as needed, e.g., if the database is related
to the automotive sector, the module explores vehicle-
specific properties such as “Designed to carry” (P3349)
or “Operator” (P137), to find human beings related to
the vehicle. These properties establish relationships that
are labelled in the graph as “linkableTo”. The algorithm
follows a hybrid approach: it stores relevant information
in the graph database and only submits extra web queries
when required. Once the module has gathered all the
information, it then searches for persons related to a
particular entity, finding the shortest paths between Tables
(yellow nodes in Fig. 2) and classes, initially extracted
from the open data sources (blue nodes). Given these
shortest paths, further filters can be applied, e.g. to limit
or minimize the number of “linkableTo” relationships in
the path. Once the graph is completed, engineers can then
manually validate the results by confirming the concepts
selected from the open data sources, and validating the
linkability paths, according to the system context. The
score ‘s’ of each table (originally computed without open
data sources) can be updated depending on the path length.
More specifically, the linkability of a database entity to
personal data is calculated as an Open Data Score fd,
where f is the propagation factor (0 ≤ f ≤ 1) and d is the
minimum number of hops between the two nodes in the
graph. If fd > s then ‘s’ is updated by s := fd. The PDD
assessment just described can be run periodically by the
data engineer or designer in order to incorporate updates
in both system databases and external open data sources.

4. Privacy-aware Modeling

Our approach pursues a main objective in this phase
which is two fold: first, to represent data, flows and
architecture in design models, inheriting outcomes from
previous phase (PDD), and secondly, to leverage existing
MDE techniques [4], [9] to provide a modeling framework

suitable to conduct assessments for improving privacy and
data protection, as explained in next Section 5.

4.1. Data-oriented model

We propose to rely on a so named data-oriented model
to capture and represent the data structures under study
in preparation for further analyses. The proposed data-
oriented models can contain meta-data, in particular, the
outcomes from the personal data detection phase. Follow-
ing a MDE perspective, data-oriented models are meant
to contain high-level representations of data instances still
amenable to apply techniques as suggested in the existing
data protection strategies: Minimize, Separate, Abstract,
Hide [5], [10]. The strategies can be selected by the
engineer in order to validate allocated requirements.

Implementation. The implementation of the data-oriented
models is based upon a UML profile named PDPbD and
implemented in Papyrus [9]. An excerpt of the profile is
shown in Fig. 3 which is indeed an extension of the UML
Class language [11].

Figure 3. Excerpt of the profile for data and process-oriented models

The profile captures the fundamental notions needed
to model data structures and deploy protection strategies.
The semantics of the profile elements is described in line.

• Data. Represents a generic category of data
which can be specialized. Three data elements are
defined: DataLink, CompositeData and Table.

• DataLink. This element includes attributes to
declare a path to an external data source or artefact
and to declare its type. A DataLink is useful in
particular to interface a model with external data
sources, e.g., code.

• CompositeData. This element plays the role
of data container. It can be defined via a composite
relationship which allows the aggregation of asso-
ciated data. This element is useful to break down
a data element into its parts.

• Table. This element helps to label tables within
the model. Tables are typical means to structure
data, e.g., in databases.

• isPersonalData. The element is useful to la-
bel data and their parts when they are identified as
personal. It includes an attribute named likelihood
to be filled with the outcomes from the Personal
Data Detection phase.

• DataType. This element allows the definition of
user-customised data types.

• OpaqueData. It is used to represent data not
directly interpreted by humans, e.g. ciphered data.



4.2. Process-oriented model

We propose a so named process-oriented model as
a mean to capture data and data flows. The process-
oriented models adopt the form of a directed graph where
edges represent exchanged data and vertexes represent
data sources or consumers, storage or processing elements.
A well-known model corresponding to that pattern is the
Data Flow Diagram (DFD). A DFD provides a high-level
and synthetic view of a process centered on the data
exchanged. From a MDE perspective, a DFD can be seen
as a specialization of a modeling language like BPMN
[12] or UML Activities [11]. To our knowledge, there is
no standard nor commonly accepted definition for DFDs:
the definitions found in the state of the art are usually
based upon a variety of modeling rules. Our definition is
essentially inspired from [13], [14] and includes a relevant
feature found in [13] to support DFD refinements (not
shown in this paper due to lack of space).

Implementation. The process-oriented model is also
based upon the PDPbD profile and implemented in Pa-
pyrus [9]. Fig. 3 shows an excerpt of the profile. The
profile is indeed an extension of the UML Activity lan-
guage [11]. This language has been selected as a basis for
extension for three reasons. First, it keeps a good level of
abstraction which is adequate for future specializations of
the PDPbD Framework. In addition, the UML Activities
have been proven effective to be extended so as to define
process-centric languages, like BPMN [12]. Last, flows
and data in the DFD can be typed with the elements de-
fined within the data-oriented model thus keeping models
consistency. The profile elements are described inline.

• Process. The main container of a DFD model
diagram representing a process. This element pro-
vides a canvas where all the other DFD elements
can be modelled and detailed.

• CallProcess. This element encapsulates the
notion of process. The CallProcess helps as a
reference to link the diagram where the process
is fully defined and detailed.

• ExternalEntity. The external entity is able
to interact and call process functions or receive
their outcomes. The ExternalEntity can only be
located at the border of the Process canvas and
thus also play the role of interface, i.e. as data
source for the process or as data consumer.

• DataStore. A node representing a data storage
(or data sink) within the process.

• DataInput/DataOutput. Unlike most typi-
cal DFD definitions, the CallProcess should in-
clude input/output pins for incoming/outgoing
data. The pins can be assigned with a data type
according to the conveyed flow.

• DataFlow. Directed edges that represent data
flows between CallProcesses and Processes.
DataFlow edges are connectors between DataIn-
put and DataOutput pins.

4.3. Architecture model

The architecture model proposed herein is meant to
support data flows in the DFD. To achieve it, a mapping

is defined between elements defining the DFD over the
architecture as follows. First, since the DFD introduced
in Section 4.1 allows refinements, each Process can be
decomposed and detailed as needed. Then, a candidate
architecture needs to be proposed by the engineer. Last,
the refined Processes are manually allocated among com-
ponents. The referred allocation is part of the so called
design space exploration problem [15]: the design space
is generated by the possible distributions of Processes
among architectural components (NP-hard problem).

Implementation. The architecture modeling language
should preserve the consistency w.r.t. previous models.
Given that the DFD already incorporates data defined
within the data-oriented model, the definition of an ar-
chitecture modeling language is reduced to transform the
DFD profile into a compatible language. The selected
candidate is indeed SysML BDD and IBD [16] given that
it is standardized and has been successfully used to model
system architectures. The DFD 7→architecture mapping is
implemented in Papyrus [9] and is defined as follows:

• Process, DataStore −→ Block (BDD)
• CallProcess −→ Interal Block (IBD)
• InputData, OutputData −→ Port (IBD)
• DataFlow −→ Connector (IBD)

The resulting architecture model is agnostic of deploy-
ment choices and consequently no separation between HW
and SW is supported. InputData and OutputData are both
mapped into respective Ports where the communicating
interfaces can be defined. The definition of interfaces and
their signatures relies upon InputData and OutputData
types. Finally, the DataFlow corresponds to a single Con-
nector that represents the channel conveying the data.

5. Privacy Assessment and Validation

An assessment is proposed in order to validate model
properties so as to ensure privacy and data protection
by design. The assessment is strongly inspired in the
design strategies already proposed in different standards
and regulations like ENISA [17] and ISO-27550 [10], and
research papers [5]. Table 1 shows an excerpt of the design
strategies which are deployed as built-in features of the
PDPbD framework.

Design strategy Description

Data
oriented
strategies

Minimize Limit as much as possible the processing of PII
Separate Distribute or isolate personal data as much as

possible to prevent correlation
Abstract Limit as much as possible the detail in which

personal data is processed while still being
useful

Hide Prevent PII from becoming public or known

Process
oriented
strategies

Inform Inform PII principals about the processing of
PII

Control Provide PII principals control over the process-
ing of their PII

Enforce Commit to PII processing in a privacy friendly
way and enforce this

Demons-
trate

Demonstrate that PII is processed in a privacy
friendly way

TABLE 1. DESIGN STRATEGIES FOR PDP ASSESSMENT

For the sake of brevity, we only describe four strate-
gies via some techniques as examples selected to show



both conceptual definition and implementation in the tool-
chain: in Section 5.1, Abstract and Minimize, and in
Section 5.2, Control and Inform. Other privacy strategies
can also by incorporated and selected by the engineer
according to the analysis needs.

5.1. Data-oriented strategies

The data-oriented strategies are Minimize, Separate,
Abstract and Hide [5]. A brief description of these strate-
gies is given in Table 1. They are applied to data-oriented
models to validate allocated privacy requirements.

5.1.1. Abstract - K-anonymity. An algorithm is imple-
mented based upon the K-anominity definition found in
[18]. K-anonymity relies on the notion of Quasi Identifiers
(QI) which are column attributes of a table from which
personal information can be inferred via correlation with
other less significant information, i.e., considered as non-
personal: If T is a table and QI is a set of quasi-identifiers
associated with it, T is said to satisfy k-anonymity if each
row-sequence of values of T restricted to the columns QI
(T/QI) appears in at least k occurrences in T/QI. The
algorithm implemented allows to fix a K-objective and
identify whether a given table satisfies it, given a set of
quasi identifiers QI selected by the user.

5.1.2. Minimize - Alpha-Anonymity. A new definition
and algorithm named α-Anonymity are introduced. This
new metric helps to measure mutual information between
tables relying upon selected quasi-identifiers. More con-
cretely, α-Anonymity is based upon the notion of entropy
H(X) [19] which measures information of a random
variable X . H(X) allows to measure uniqueness of terms
wi within a table T (H(T ) = 0) or indistinguishability
(H(T ) = 1). Given two tables T1 and T2 the mutual
information [19] is given by:

I(T1;T2) := H(T1, T2)−H(T1|T2)−H(T2|T1) (1)

where H(T1, T2) is the joint entropy and H(T1|T2)
is the conditional entropy. In our definition, α-
Anonymity(T1, T2, QI) of two tables T1, T2 given the
quasi-identifiers QI is given by:

I(T1 ∪ T2;α ∗QI) = H((T1 ∪ T2) ∩ α ∗QI) (2)

where α = {α1 . . . αn},
∑

j αj = 1, is used to weight the
entropy of columns Cj in QI according to its relevance
for disclosing personal data in T1 and T2 (e.g., IDs,
addresses):

H(α∗QI) =
∑
t∈QI

∑
t∈Cj

αiP (X = t)logb(P (X = t)) (3)

The algorithm for α-Anonymity gives an order of magni-
tude for the information shared between T1, T2 and QI
to be used for inferring personal identifiers.

5.2. Process-oriented strategies

The process-oriented strategies are Inform, Control,
Enforce and Demonstrate [5]. A brief definition of these
strategies is given in Table 1. These strategies can be ap-
plied to process-oriented models to validate the allocated
privacy requirements.

5.2.1. Control - Consent. A provider-receiver pattern
is defined to implement techniques within the strategy
named Control, in particular, the technique for Consent,
i.e., the Data Subject shall freely provide explicit consent
for his/her personal data when they are processed by a
given Controller and Processor and for a specific purpose
(GDPR, Art.6, 1.a) [2]. To instantiate the pattern, the user
selects a process-oriented model and a specific Process
within the DFD model. The interface guides the user
through several dialogue boxes where options need to be
selected. The options are automatically gathered from the
model and accordingly listed per category. The Consent
pattern is instantiated via the following information found
in the model:

• The Controller responsible for PersonalData pro-
cessing,

• The DataSubject to request for Consent,
• The Process (or CallProcess) for which the Con-

sent is demanded,
• The Purpose of the processing,
• The PersonalData involved in the processing.

5.2.2. Inform - Notifications. The provider-receiver pat-
tern is also used to implement the technique Notifications
within the strategy Inform. Notifications are prescribed by
GDPR, Art. 34 [2], in particular, When the personal data
breach is likely to result in a high risk to the rights and
freedoms of natural persons, the controller shall communi-
cate the personal data breach to the data subject without
undue delay. To instantiate the Notification pattern, the
tool guides the engineer through different dialogue boxes
where options can be selected according to the underlying
process-oriented model. The notification pattern requires
the following information to be incorporated in the model:

• The details about the PersonalDataBreach, the
PersonalData and DataSubject involved.

• The Process concerned by the DataBreach,
• The Processor/Controller managing the Process,
• The Data Subject to be notified,
• The notification can include details about

DataBreachImpact and MitigationMeasures.

6. Automotive case study

We consider the case of a Cooperative Intelligent
Transport Systems (C-ITS) based upon the Cooperative
Awareness Message (CAM) basic service [20] which al-
lows vehicles and the road infrastructure to exchange
about their positions, dynamics and also dangerous events.
The exchanges allow vehicles and drivers to safely react.
The authentication of surrounding vehicles is conducted
via digital signatures [21], and public key certificates
which ensure message authenticity and integrity. The re-
sulting architecture can be divided into two main parts:
The Public Key Infrastructure (PKI), providing vehicle
certificates (including revocation certificates list - RCL),
and the C-ITS network, linking vehicles and road side
and service units. In the following Sections, we apply our
proposed method and tool-chain to this system in order
to identify potential privacy issues and propose corrective
privacy-by-design measures.



6.1. Identification of personal data

In this Section, we consider the application of the
personal data detection method and module, discussed in
Section 3, on a relational database representing the data-
set present in the use case (see Fig. 4). In practice, the data
should be spread across different participants: the tables
Frame and Vehicle are typically stored within vehicles,
while Owner, Registration, Authorized Vehicle are stored
at PKI servers. Certificate, Authority, and Key are partially
shared across vehicles and the PKI.

Figure 4. Schema used for personal data detection

Following the method, the first step is to link to
specific concepts from the results of a search in Wiki-
data. For example the Vehicle table is indeed a vehicle
and the Address is more specifically a postal address.
The PDD module determines the paths connecting to
persons through the knowledge graph using the isA and
linkableTo edges: (i) postal address isA personal data,
isA person property linkableTo person; (ii) vehicle link-
ableTo vehicle operator isA person. Table 2 compares
the score computed by the PDD module for each table
before an after the application of open data knowledge.
While the Address table is identified as related to per-
sonal data by the database analysis, the Vehicle table is
not. However, with the link between vehicle and driver
established, the linkability is now considered to be high.
Overall, the results in Table 2 show that, by considering
open data knowledge, the possibility of having personal
data conveyed in the network itself is better assessed, since
otherwise, the database analysis would only consider the
data handled by the PKI, i.e. an improved PDD accuracy.

Location Table Score (s) Open Data Score

PKI

Owner High High
Address High High
Registration High High
Authorized Vehicle Medium High

Shared
Certificate Medium High
Authority Low Medium
Key Low Medium

Network Vehicle Low High
Frame Low Medium

TABLE 2. PERSONAL DATA IDENTIFICATION SCORES

6.2. Privacy-aware C-ITS modeling

This Section is dedicated to show the application of
the method and tool introduced in Section 4 for building
a Privacy-aware design.

6.2.1. Data-oriented C-ITS model. A data-oriented
model is made according to the schema shown Fig. 4.
Since the PDD and the model-driven modules are inter-
operable, the schema can be directly imported as a data-
oriented model including its scores (‘s’ and Open Data
Scores). The schema elements are afterwards typed as Per-
sonalData according to the scores obtained. A threshold
can be settled by the engineer to stereotype personal and
non-personal data, e.g., s := high⇒ PersonalData. Thus,
he data typed as personal is inherited from Table 2. This
step is crucial, since the DFD modeling and the privacy
assessments strongly depend upon the data classification.

6.2.2. Process-oriented C-ITS model. The process-
oriented model of the C-ITS includes three main parts: the
Public Key Infrastructure (PKI), the Head Unit processing
the CAM packets and the C-ITS network. Those parts are
refined according to the representative elements involved
within the CAM service. A scenario that illustrates the
data flows of the system is as follows (see Fig. 5). The
C-ITS application in the Communications Unit of the
vehicle receives a CAM from a surrounding vehicle. The
certificate is first validated and the public key used to
decipher the payload. The information is then used to
execute on-board actions, e.g. alert the driver, perform
emergency braking. An overview of the respective DFD
diagram and involved elements is shown in Fig. 5. Notice
that the data ports and flows are typed with elements in
the data-oriented model.

Figure 5. Process-oriented C-ITS model

6.3. Privacy assessment and validation

The privacy assessment of the case study is conducted
on both data- and process-oriented models.

6.3.1. Data-oriented privacy assessment. We mainly
focus on non-personal data within the C-ITS data-oriented
model, since they can be used as quasi-identifiers (QI)
and may provide sufficient information to unveil Owner’s
identity. Particular attention is paid to the Frame (see
Fig. 4) since other than vehicleID and certificateID, the
rest of attributes are considered non-personal. It is con-
sidered that column attributes storing unique data values
can become risky unless QI is K-anonymous with K ≥ 2
(minimal criteria for indistinguishability). Thus, candidate
attributes to be K-anonymized are QI:={latitude, longi-
tude, time}. After applying the K-anonymity algorithm in
Section 5.1.1, with K = 2, the property is not satisfied.
Thus, Frame/QI can be used to infer Owner’s identity, in



particular, if the quasi-identifiers are used in an external
table T2 including, for instance, the vehicle’s identifier.
Such is the case in highways where the vehicleID, time,
and location are stored by tolls for billing purposes what
also requires credit card details [22], [23]. To limit this
risk of identification, we consider a new schema in which
the Frame is split into two tables T1 = Frame − QI ,
T2 = Frame/QI and relating both with a common
primary key pk. The α-anonymity algorithm in Section
5.1.2 can be applied to evaluate this new configuration:
α-Anonymity(T1, T2, pk) = 0.08. This result shows an
entropy close to 0 given that pk shall be the only mutual
information shared.

6.3.2. Process-oriented privacy assessment. The evalu-
ation is conducted on the C-ITS process-oriented model.
We particularly focus on the compliance of the design
w.r.t. to GDPR provisions. As it is specified, the C-
ITS does not include any processing element to cover
both Consent and Notifications. These shortcomings are
relevant since GDPR compliance is mandatory and infor-
mation misuse and leaks can impact data subjects’ rights.
To improve the C-ITS DFD model, we first instantiate the
Consent pattern explained in Section 5.2.1. As a result,
a new process named GDPRConsent C-ITS is introduced
(see Fig. 5) linking the Owner to external entities like Cer-
tificationAuthority and the Garage since they respectively
access and process Certificates (and other identifiers) and
also Frames, e.g., during vehicle diagnosis. Secondly, the
Notification pattern explained in Section 5.2.2 is instan-
tiated. As a result, a new process named GDPRNotifica-
tions C-ITS is introduced (see Fig. 5) linking the Vehicle
to external entities like RSU (Road Side and Service
Units) and Owner meaning that the RSU informs the latter
in case of personal data breach. The improved model is
in compliance with GDPR provisions and is amenable to
further refinement prior to implementation. Parts of the
two introduced processes can indeed be distributed over
the C-ITS architecture.

7. Positioning Regarding the State of the Art

The work herein described builds on existing prac-
tices from the state of the art of privacy engineering. It
integrates them into general-purpose methods and tools
already in use by systems and software engineers (viz.
MBSE and Papyrus [9]), providing an operational method
and tool-chain that align with mainstream engineering
practice. Hence, its novelty w.r.t. the state of the art
should not be assessed on the basis of its constituent
parts, but rather on that of their technology readiness, their
integration with one another, and on the privacy-by-design
method support to the general engineering practice.
In this respect, Model-Based Systems Engineering
(MBSE), as a methodological paradigm for systems and
software engineering, may address all the different disci-
plines, activities, and concerns involved during the devel-
opment life-cycle —and so can it be applied to privacy:
Some remarkable works have focused on creating models
of GDPR, e.g. [24]–[26] have all defined GDPR concep-
tual models supplemented with compliance rules; while
others [27], [28] have defined meta-models for privacy
derived from access control paradigms. Yet others ( [29],

[30]) have addressed the introduction of privacy concerns
into process models by defining extensions to modeling
languages (BPMN [12] and Data Flow Diagrams [13]),
and their transformations based on privacy patterns. In-
deed, Data Flow Diagrams have themselves been repeat-
edly employed to model data processing activities in the
context of security and privacy engineering [31], [32].
Although referred solutions are useful for their purposes,
they all target individual facets of privacy models, whereas
our approach addresses several viewpoints (data, process,
architecture) in an integrated fashion. This is in fact
aligned to the tenets of MBSE, which sustain the definition
of complementary views to model different aspects of a
system (e.g. functional, logical, behavioural, physical).
With respect to our assessment and validation features
(5), they heavily draw from Hoepman’s Privacy Design
Strategies [5], later added to the ISO-27550 standard [10],
and developed into privacy tactics [33]. Some of them
have been refined into a structured language of privacy
patterns [34], [35] elicited from a collaborative pattern
catalogue [36]. Some of those patterns (k-Anonymity, α-
Anonymity, Consent, and Notifications) have been im-
plemented in our tool-chain and illustrated in this paper.
Among these, we include a traditional metric for privacy
(K-Anonymity) and another one expressly defined herein
named α-anonymity. We have also defined a risk-oriented
score for the personal data detected (3). Many other
privacy metrics have been proposed ( [7], [37], [38]) and
even if all serve their own purposes, they do not preclude
further definitions: the metrics introduced in our work
serve for their purpose and show distinctive particularities,
i.e., detecting linkability risks and reidentifiability risks
associated to personal data. From a practical perspective,
our tool-chain can also be compared with off-the-shelf
tools, in particular, considering the classification from the
IAPP [8]. A variety of tool categories is found: Data
discovery; to help organizations identifying personal data
in processes, Data mapping; to determine data flows, and
Assessment management; to automate privacy program
functions. Despite the huge number of vendors per cat-
egory, they mostly target legal or IT departments and, to
our knowledge, none of them addresses engineers needs
in their daily practice.

8. Conclusions

In this paper, we have presented PDPbD, a model-
based approach encompassing a method and a tool-chain
to support engineers in integrating GDPR provisions dur-
ing design-time activities (viz. detection of personal data,
modeling, and conformity assessment). Regarding per-
sonal data detection, PDPbD introduces distinctive fea-
tures that take into account the risk of re-identification
from linkability to other sources. This fundamental phase
determines the accuracy of the rest of the process. The
modeling phase relies upon data, process and architecture
models which build upon the outcomes of detection, and
provide a basis to structure a privacy- and data-protection-
aware design. The assessment phase leverages and imple-
ments strategies, techniques and algorithms found in the
state of the art to confront design models w.r.t. GDPR obli-
gations. The applicability of the approach was illustrated
through an automotive case study. Overall, our approach



suitably combines conceptualization and operationaliza-
tion, thus supporting engineers who are non-savvy in pri-
vacy and GDPR matters. It strives for leveraging existing
wisdom and know-how on privacy and data protection
whereas still remaining generic and agnostic of technology
choices. Notwithstanding, several potential drawbacks can
still be addressed. From a construct validity perspective,
we heavily feature model-based concepts and practices,
which might dispel those developer communities who
are not familiar or reluctant to those approaches. Like-
wise, the interplay with risks and requirements remains
open. Plus, improvements can be made regarding e.g.
metrics comparisons, effectiveness of strategies, or tool-
chain optimization. All in all, we believe that the PDPbD
approach already provides a consolidated basis to address
and incorporate previous aspects as prospective work.
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