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Outline

§ First principles modeling

§ LUKE : a versatile tool for modeling fast electron physics

§ Towards large scale quantitative simulations with LUKE

§ SLUKE : a new framework for automatic LUKE modeling

§ Conclusion and prospects
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Basic physics for a magnetized plasma

Maxwell equations

Boltzmann equations

Wave electric field Distribution functions

fs (x,p, t)�E (x,p, t)

J (x, t) = |e|
�

s Zs

⇥⇥⇥
d3pfs (x,p, t)p/�s

P (x, t) =
�

s msc2
⇥⇥⇥

d3p (�s � 1) ⇥fs (x,p, t) /⇥t

Plasma : a 6-D time-dependent problem with multiple scales !



Y. Peysson et al. ICFRD, Varenna, Italy, 2021 #4

First principle modeling

§ Recovering microscopic informations from macroscopic 
measurements (inversion) is an ill-posed problem : an infinity of 
solutions may explain the observations ! 

§ First principles modeling try to by-pass this difficulty by rebuilding 
experimental results (synthetic diagnostics) from a set of 
microscopic physical processes considering assumptions that 
reflect the multiple scales problem (time/space ordering)

§ The uniqueness of the solution provided by first principles 
modeling is not guaranteed by this procedure. But extensive 
comparisons between calculations and observations may validate 
the description within a given parameters space → large number 
of simulations
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Scale ordering (perturbative approach) 

§ Microscopic scale : exact local physical processes in 6-D phase 
space

§ Mesoscopic scale (kinetic) : time/space ordering (code modularity)

o Curvilinear metrics 
o Dimension reduction 6-D → 1-D (radial) + 2-D (momentum)

Hamiltonian theory (Lie transform), symmetry or local averaging

§ Macroscopic scale (fluid) : global averaging → diagnostics

o Geometry
o Energy
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Length ordering in a magnetized tokamak plasma

Plasma : set of independent particles (kinetic) Plasma: collective motion (fluid)

Turbulence / MHDWeakly collisional regime

Debye sphere 
≈ 10+9 particles

Mean distance
between particles  ~ n-3 Electroneutrality

Tunneling sc
re

en
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g 
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ng
th

 ~
 v

T/
ω

pe

Strong force Landau Loschmidt Larmor Tokamak

Strong collisions 
Probability ~ (λL/λl)2 ~ 10-10

Ion weakly magnetized : ρci > λD
Electron highly magnetized: ρce << λD

B⊗

RF Heating



Y. Peysson et al. ICFRD, Varenna, Italy, 2021 #7
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Frequency ordering in a magnetized plasma

Plasma as a black body
Fluid (collective behavior)

Plasma as a grey or transparent body
Set of independent particles (kinetic)

Feedback control

Ω: Ohmic heating
ICH: Ion cyclotron heating
LH: Lower Hybrid heating
ECH: Electron cyclotron heating
NBI: Neutral beam injection heatingγ
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§ Fast electrons play an important role in tokamak plasmas for 
steady-state operation, MHD stability, plasma heating,…

§ Fast electrons can be driven :

§ by large inductive electric fields → runaways

§ by resonant interactions with RF waves → heating & CD

§ Their dynamics depends of the toroidal MHD equilibrium but 
also may impact it → self-consistency

§ Fast electrons dynamics may be also perturbed by plasma 
fluctuations and MHD activity

Fast electron physics
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General scheme for first principle modeling
of fast electron physics with RF waves

Tokamak database

Wave coupling

Equilibrium + Transport

Wave propagation

Wave absorption

Synthetic diagnostics

Plasma control

Plasma

Diagnostics

�z
Wave coupling

(Maxwell equation)

Wave propagation (Maxwell equation) 
Wave absorption (Boltzman equation) 

J(
ψ

),P
LH

(ψ
) Ψ(R,Z)

E||

nij(Ψ) 
Tij(Ψ)
BT(R)

Core

Edge

Bremsstrahlung
ECE

Plasma responses
FEB, ECE

n,B fluctuations

Y. Peysson et al., EPJ Web of Conferences, 157 (2017) 02007
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Main modeling tools for RF electron waves

Wave coupling

Wave propagation

Wave absorption

Synthetic diagnostics

ALOHA, COMSOL,…

C3PO ray-tracing

LUKE Fokker-Planck

R5-X2 bremsstrahlung

ALOHA, COMSOL,…

GENRAY ray-tracing

CQL3D Fokker-Planck

CQL3D bremsstrahlung

USAFrance

Tore Supra, WEST (France)
EAST, HL-2A, CFETR (China)
Alcator C-Mod (US)
TRIAM-1M (Japan)
TCV (Switzerland)
ITER,…

J. Decker and Y. Peysson, EURATOM-CEA  report, (2004) EUR-CEA-FC-1736
Y. Peysson and J. Decker, Fusion Science and Technology, 65 (2014) 22
Y. Peysson et al., PPCF 54 (2012) 045003
Y. Peysson. and J. Decker, Phys. Plasmas,15  (2008) 092509

A.P. Smirnov and R. W. Harvey, Report CompX-2000-01 (2003)
R.W. Harvey and M.G. McCoy, IAEA Conf. Proc. (1992) 489 Y. Peysson et al., EPJ Web of Conferences, 157 (2017) 02007
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RT/BT solver Fokker-Planck 
solver

DQL(t)

f0(0)(t)

Wave power
equation

r, k, e, S
Pray

Pabs

LUKEC3PO

f0(0)(t-Δt)

fM
random ne(t)~

Antenna 
code

LUKE kernel : code set-up

Y. Peysson, J. Decker, et al. PPCF, 53 (2011) 124028

Toroidal MHD equilibrium 

Weak damping approximation → code modularity 

Wave 
propagation 
in SOL (full-
wave)

DiagnosticsPropagation Absorption

Y. Peysson and J. Decker, Fusion Science and Technology, 65 (2014) 22
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§ Curvilinear coordinate system:
§ 2-D axisymmetric configuration (cylinder, dipole, torus) + 3-D 
perturbation (nested magnetic flux surfaces)
§ Vectorization of the magnetic equilibrium: Fourier series + 
piecewise cubic interpolation using Hermite polynomials: no 
interpolation performed at each time step
§ (4,5) order Runge-Kutta
§ Rays are calculated inside the separatrix. Specular reflexion
enforced - if needed - at ρ=1.
§ Rays calculations are almost stopped when the rf power is
linearly damped
§ Cold, warm, hot and relativistic dielectric tensors
§ Non-resonant collisional absorption (for very cold plasmas)
§ Written in C (MatLab mex-file)

(⇥ (⌅) , �,⇤)

The 3-D ray-tracing C3PO

Y. Peysson et al., PPCF 54 (2012) 045003
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The ray tracing C3PO: multimodel approach 
based on chain derivatives

Separation between plasma dispersion models and the 
metric associated to the magnetic equilibrium
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Y. Peysson et al., 2012 Plasma Phys. Control. Fusion 54 045003 
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§ Linearized relativistic collision operator with partial screening (for W)
§ Kennel-Engelman-Lerche relativistic rf diffusion operator
§ Runaway electron physics with avalanches and ALD effect
§ Curvilinear coordinate system 
§ 2-D axisymmetric configuration (cylinder, torus, dipole) 
§ 3-D perturbation (nested magnetic flux surfaces)
§ Non-uniform grids (f and fluxes)
§ Fully implicit or Crank-Nicholson time schemes
§ Chang & Cooper interpolation for non-uniform p grid (fM) and linear
interpolation for radial and pitch-angle grids
§ Discrete cross-derivatives consistent with boundary conditions (stable scheme
for Dql >> 1)
§ Written in MatLab
§ Generalized incomplete LU factorization technique for an arbitrary number of 
non-zero diagonals (highly sparse L and U matrices, low memory consumption). 
External iterative solvers MUMPS,…

( , ✓,�)

The 3-D linearized bounce-averaged 
relativistic Fokker-Planck solver LUKE

Y. Peysson and J. Decker, Fusion Science and Technology, 65 (2014) 22
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The 3-D linearized bounce-averaged relativistic 
Fokker-Planck solver LUKE

§ Fully 3-D conservative formulation

�f (0)/�t +⇥ · S(0) = s(0)
+ � s(0)

�

momentum space

configuration space

S(0) = �D(0) ·⇥f (0) + F(0)f (0)

Magnetic ripple losses
Runaway electron avalanches

J. Decker, and Y. Peysson, report EUR-CEA-FC-1736, Euratom-CEA (2004) 

Orbit effect

Y. Peysson and J. Decker, Fusion Science and Technology, 65 (2014) 22
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All the electron dynamics is 
projected at B = Bmin

Reduced configuration space: 3-D

{f0} = f (0)
0 (⇥, p, �0)

3-D

Thin banana width
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Tore Supra

Momentum space dynamics on the magnetic flux surface 

�0T =
�

1� Bmin(�)
Bmax(�)

�

trapped

passingpassing

Bounce-averaged electron momentum 
distribution function
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r1

r2 > r1

r3 > r2

15d Radial dynamics

(r1)

(r2)

(r3)

(r4)

(r5)

Momentum 
dynamics

Y. Peysson, et al., 15th Top. Conf. on Radio Frequency Power in Plasmas, 2003, vol. 694 of AIP Conf. Proc., pp. 495–498.

→ up to 10+6x10+6 entries, highly sparse matrix

Fokker-Planck matrix to be inverted
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LHW absorption: rf diffusion in Fokker-Planck 
calculations. Link between C3PO and LUKE.

§ RF power flows almost instantaneously from initial ray 
position to the last calculated point since              

§ Each ray is split in small fragments depending on the 
number of plasma layers.

: RF power carried by the ray fragment i,  

: resonance condition at position (yl+1/2,qb)

: RF diffusion operator

: Fokker-Planck equation

P0

Ray fragment in layer at yl+1/2,qb

J. Decker, Y. Peysson, et al. Phys. Plasmas 21 (2014) 092504

Pi

vG/Lray ⌧ ⌧bounce ⌧ ⌧coll

J. Decker and Y. Peysson,  EUR-CEA-FC-1736 report (2004)
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Pnew
i = P0 �

i0=iX

i0=1

⇣
PNRCA
i0 + P i0

abs

⌘

If                 for the last fragment, the ray is 
too short and its length must be increased 
to get full power absorption if possible.

Deposited power for fragment i :

Iterations until                                                   
for each fragment of each ray : quasilinear 
self-consistency → f and D|| are consistent.

|Pi � Pnew
i | /Pi  10�3

Pi 6= 0

LHW absorption: Resonant and non-resonant
absorption of the LH wave (C3PO/LUKE)

NRCA: non-resonant collisional absorption
RLA: resonant Landau absorption

Flattening of f
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Resonant and non-resonant absorption of 
the LH wave: code validation (C3PO/LUKE)

WEST simulation : <Te> = 0.41 keV, <ne> = 5.7x10+19m-3

C3PO/LUKEMETIS
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Resonant and non-resonant absorption of 
the LH wave: code validation

NRCA

Simulation based on a West toroidal MHD equilibrium <Te> = 0.41 keV, <ne> = 5.7x10+19m-3

Ray #1

NRCA

Linear Quasilinear

C3PO/LUKE C3PO/LUKE
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Comparison between LUKE simulations and fast
elecron bremsstrahlung measurements (HXR)

Peysson, Y, et al. J., Fus. Energy 39 (2020) 270

Tore Supra

E. Nilsson and J. Decker and Y. Peysson et al., Nucl. Fusion 53 (2013), 083018 Y. Peysson and J. Decker and E. Nilsson et al., PPCF 58 (2016) 044008

R = 2.4 m, R/a = 3.4, Bt < 3.8 T

The modelling scheme is first applied to a Tore Supra
discharge #45525 at t¼ 27 s (plasma current Ip¼ 0.5 MA, to-
roidal field on axis Bt ¼ 2:7 T, volume-averaged density
hni ¼ 1:3" 1019 m#3, central temperature Te0 ¼ 5:7 keV,
LH power PLH ¼ 2:5 MW). In the presence of a narrow to
moderate spectral gap (main lobe nk0 ¼ 1:7# 1:8;
njjLD ¼ 2:7), the LH wave propagation shows no effect of
stochasticity, and trajectories corresponding to three succes-
sive times are very similar as seen in Figs. 3(a)–3(c).
Consequently, LHCD calculations are robust with respect to
small variations in the equilibrium, and properly account for

variation in the LH spectrum such as the change from nk0 ¼
1:72 to nk0 ¼ 1:82 due to a modification of antenna phasing
at t¼ 20 s (Fig. 4(a)).

When used in the presence of a large spectral gap, how-
ever, the modelling scheme yields very different results as
illustrated by the Tore Supra discharge #45155 at t¼ 9 s
(Ip¼ 1.0 MA, Bt ¼ 3:8 T, hni ¼ 3:8" 1019m#3, Te0 ¼ 2:4
keV, LH power PLH ¼ 2:1 MW). Since the large spectral
gap (main lobe nk0 ¼ 1:8; njjLD ¼ 4:2) is no longer easily
bridged by toroidal upshift, LH rays are in a multi-pass re-
gime for which a stochastic behavior clearly takes place as
shown in Figs. 3(d)–3(f). The wave propagation, hence
LHCD calculations, are very sensitive to small variations in
the equilibrium, and results become erratic (Fig. 4(b)). These
large variations in the driven current, which can exceed
50%, are not physical as the corresponding variations found
in the simulated integrated fast electron bremsstrahlung sig-
nal are not observed in experimental measurements (see Fig.
5(a)). Clearly, RTFP modelling fails in this weak damping
regime, as confirmed by simulations using a similar scheme
in the Alcator C-Mod tokamak.10

III. THE SPECTRAL TAIL MODEL

The absence of stochastic wave propagation effects in
experimental LHCD observations suggests that the LH spec-
trum may be significantly modified by plasma edge physics,
thereby bridging the spectral gap such that the LH wave
power is absorbed after a short path. To test this assumption,
we construct a spectrum at the LCFS using a distribution of
adjacent lobes to create a spectral tail from the initial value
nk0 (prescribed by antenna phasing) to a maximum value
njjmax. The spectral width associated with the Gaussian lobes

FIG. 2. Lines of sight illustrating the HXR tomographic system in the Tore
Supra tokamak.

FIG. 3. Propagation of the LH ray corresponding to the main spectral lobe and the fourth waveguide row at three consecutive times for TS shot #45525:
t¼ 27 s (a); t¼ 28 s (b); t¼ 29 s (c); and TS shot #45155: t¼ 8.6 s (d); t¼ 8.8 s (e); t¼ 9.2 s (f).

092504-3 Decker et al. Phys. Plasmas 21, 092504 (2014)

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
82.227.179.204 On: Tue, 30 Sep 2014 08:16:19

6 rows, 3.7 GHz, 9.2 MW

2 LH antennas, multijunction

59 chords

Equipe TORE SUPRA,  IAEA Conf. Proc. (1995) 105
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Comparison between LUKE simulations and 
HXR measurements

Alcator C-MOD

straints for diagnostic access. A pinhole camera is one of the
simplest imaging devices possible, and is also well suited to
applications with limited access. On C-Mod placing the pin-
hole near the port minimizes the space required for the diag-
nostic. Figure 1 shows the viewing chords and the camera
position. The camera views a poloidal cross section from the
midplane through a 1 mm Al vacuum window on a horizon-
tal port.

The system is composed of 32 channels as a balance
between space constraints, spatial resolution requirements,
and cost. Pinhole geometry is set by just a few parameters: D
the distance from the magnetic axis to the aperture, ac

2 the
aperture area, d the distance from the aperture to the detector,
and ad

2 the detector area. Here D!123 cm, ac=5 mm, d
=40 cm, and ad =5 mm. The geometrical factor or étendue is
just ac

2ad
2 /d2. The geometry was chosen to maximize the

count rate by making ad as large as possible, given the re-
striction on the total height and minimizing d such that the
outer chords still intersect the plasma. This creates a total
viewing angle of 29ø. The spatial resolution is set by chang-
ing the aperture size; typically ac is 5 mm, giving 1.5–2 cm
resolution. A finite thickness for the pinhole is required to
collimate hard x rays. The pinhole is better described as an
aperture, given its size and shape, and was formed from a
lead casting. The aperture itself is 5!5 mm2 and is 4 mm
long. The aperture is also tapered to minimize the viewing
obstruction of the outer channels. The étendue varies by 23%
from the central channels to the outer channel. The detectors
are mounted on a radius to maximize the effective detector
area. The view of all the detectors is angled 5° from a radial
view to accommodate other diagnostics, which slightly low-
ers the emission cross section.

A. Fast digitization

Fast digitization3 replaces either the NIM bin technology
or multi-channel analyzer "MCAs#typically used for pulse
height analysis. The pulse from each count is digitized and
stored for later software analysis. This method is well
matched to measurements on a time scale of a few seconds,
but cannot be extended to long pulse devices since the
amount of data collected becomes unmanageable. For longer

duration experiments, either a purely analog system or a
means of digital spectroscopy must be used. Some options
for digital spectroscopy are discussed in Sec. IX. For C-Mod,
however, fast digitization considerably reduces the bulk and
cost of a system with a large number of channels. Fast digi-
tization also allows for flexible binning in both time and
energy. This means that if the signal level is low the counting
time may be increased and the energy bins widened to ensure
good statistics. If the signal level is high, finer bins may be
used, giving higher temporal and energy resolutions. Since
the raw pulses are digitized, it is possible to reduce pileup by
fitting the pulses in question through software and recovering
the amplitude information. This reduces the overall dead
time of the system and allows access to higher counting
rates. Since the raw data is stored, it may be reanalyzed later
on using different bins or fitting options. One of the most
important benefits of fast digitization is the ability to identify
sources of noise pickup. Most signals are slow compared to
the digitization rate so that correlations in time and fre-
quency may be observed. For example, an increase in noise
at a frequency of 10 kHz was seen during a 50 ms firing of
the diagnostic neutral beam. On C-Mod, two 16 channel
D-TACQ boards are used, which are described in detail in
Sec. V.

B. Integration

Detectors and pulse processing electronics are integrated
into a compact and modular package making extensive use
of printed circuit board and surface mount technology. A
motherboard based system offers an efficient means to incor-
porate many components into a small space. This allows for
modular packages that can be easily replaced due to failure
or upgraded if need be. A motherboard also trades the wiring
of traditional systems for traces and ground planes, reducing
the capacitance and noise levels. The overall size of the
board is 21.0!22.9 cm and is composed of four layers. Be-
sides containing sockets for preamplifiers and shapers, the
motherboard also has power supply filtering and, more im-
portantly, the high voltage bias circuit. The high voltage is
typically around 200 V and is mostly dropped across the
detector, given its high resistivity.

All electronics are housed in an iridized aluminum box
to provide rf shielding for the electronics. The box also pro-
tects the electronics from handling and is structurally rigid to
install the detector mount and motherboard. Teflon runners
are attached to the outside to mate with the mounting tracks
in the Pb shield. The box is 24.8 !24.1!7.0 cm3 and
0.32 cm thick. The detector mount is attached directly to the
box, and the detectors view the plasma through a 0.64 cm
diameter slot.

An internal rf shield is also incorporated into the box to
prevent channel to channel cross talk. The internal shield is
composed of upper and lower sections. The upper section has
three rails with slots for panels to create a separate compart-
ment for each preamplifier and shaper. The lower section is
an Al plate with slots milled to isolate the pins of the
through-hole components. The motherboard has exposed
copper, allowing the ground plane to come into direct contact
with the internal shield. The rails fasten to the lower shield,

FIG. 1. Cross sectional view of C-Mod with HXR diagnostic, viewing
chords, and relevant geometry.

103504-2 Liptac et al. Rev. Sci. Instrum. 77, 103504 !2006"

Downloaded 25 Jul 2007 to 132.169.10.193. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp

Figure 2-5: LH2 launcher installed in tokamak. [50]

51

R = 0.68 m, R/a = 3.1, Bt < 7 T

1 LH antenna, full phasing

4 rows, 4.6 GHz, 2.5 MW

32 chords

I. H. Hutchinson et al. , Phys. Plasmas, 1 (1994) 1511
Liptac, J. et al., Rev. Sci. Instr., 77 (2006) 103504

Y. Peysson and J. Decker and E. Nilsson et al., PPCF 58 (2016) 044008
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Comparison between LUKE simulations and 
HXR measurements

Peysson, Y, et al. J., Fus. Energy 39 (2020) 270

WEST, FAM

Unbridgeable spectral gap regimes by toroidal refraction : power spectrum should be 
already broad at the separatrix → WEST, TRIAM-1M, HL-2A

V|| = Vϕ|| =c/N||Resonance condition :
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• The reconstructed non-thermal bremsstrahlung count rate (central 
chord) is very close to the experimental HXR signal in the presence of 
fluctuations → good match of CR versus chord number for σf = 0.2

• The photon temperature is fairly independent of fluctuations

Non-thermal bremsstrahlung during 
ECCD in presence of fluctuations

J. Decker, Y. Peysson, et al., EC-17 workshop (2012) Deurne, The Netherlands

�f ⌘ ene/ne
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Towards multi-machines (-shots, -times) simulations

§ So far, only “single” shots LUKE simulations have been 
performed → accurate calculations based on manually 
validated experimental data, but procedure is long and 
inappropriate for large multiparametric studies (extraction of 
scaling laws, validate model robustness…)

§ Automatization of the whole chain of codes is mandatory 
for multi-machine, multi-shot or multi-time analysis 
(heterogeneous data)

§ High modularity in the design when compatible with physics 
for an easy code maintenance and the possibility to introduce 
new physics or linking new codes (METIS → RAPTOR, …)
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General technical requirements

§ Each simulation requires large computing and data storage 
capabilities : calculations may last several hours, memory 
requirements may exceed several dozen of Megabytes per core 
and storage data size may reach several Gigabytes per 
simulation.

§ A large number of simulations requires :

o Distributed calculations capabilities with multiple core 
processors on local and remote machines

o Fast symmetric ethernet connections (upload/download)
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§ The code must be launched by a single call at the top level for an easy 
symmetric integration : standalone run or integration in another codes

§ A single structure of input parameters must be propagated in all SLUKE 
functions.  It should be expressed in text form for easy exchange between 
users and track errors → control of each calculation everywhere

§ Develop a basic object-oriented-like language → easy manipulation of all 
sets of input parameters.

§ Transform any local function by a similar one with distributed remote 
capability with a simple syntax.

§ No graphics except for specific debug : the structure of the main script 
must be consistent with the physics → adding new physics 

Conceptual design of SLUKE
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Conceptual design of SLUKE

Equilibrium + Transport
METIS

Tokamak database

Plasma

Diagnostics

Wave propagation
C3PO

Wave absorption
LUKE

Synthetic diagnostics
R5X2

Antenna coupling (EC, LH,…)
LH: ALOHA

SOL model for LH 
wave propagation

Dql self-consistency
+ core fluctuations

SLUKE

Equilibrium self-consistency

Input parameters

Core plasma
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SLUKE timeline and input types
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MatRemote MatLab toolbox for 
remote computing

§ Enabling distributed and remote computing is one of the most important 
step towards automatic simulations → done for MatLab functions

§ Embedded SSH (SCP) communication protocol + workload manager 
(PBS, SLURM, TORQUE, HTCONDOR,…)

§ A dedicated toolbox has been designed for this purpose with a very 
simplified syntax : 

{[b1,b2,…]} = remotecomputing(@any_Matlab_function,{a1,a2,a3…},2,{a2_range},computer_id)

[b1,b2,…] = any_Matlab_function(a1,a2,a3…)

The toolbox may be used for launching non-Matlab codes (Fortran, C, Python scripts, …) 
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Remote computing set-up

Anywhere

Pre-installed LUKE on remote computers to minimize data transfer

Database
linux

linux

linux

linux

linux

SSH

SSH

SSH

SSH

HTCONDOR

SLURM

PBS

TORQUE
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SLUKE : A single structure for all input 
parameters in a text script file 

sparams.machine = {'WEST’ ‘TS’ ‘TCV'};
%
%------------------------------------------------------------
------------
%
sparams.discharge.shot = {'55025’ ‘32299’ ‘11155025'};
sparams.discharge.tmin = {[3] [8] [9.5]};
sparams.discharge.tmax = {[3.1] [8.1] [9.9]};
sparams.discharge.nt = {[1] [1] [4]};
%
%------------------------------------------------------------
------------
%
sparams.simul.id = {'Ohmic' 'LH flat-top' 'Collapse'};
sparams.simul.comment = {'' '' ''};
sparams.simul.enable = {[1] [1] [1]};
sparams.simul.enforce = {[0] [0] [0]};
sparams.simul.remote_profile = {[17] [17] [5]};
sparams.simul.wait4results = {[0] [0] [0]};
sparams.simul.log = {[1] [0] [0]};
%

Structure of cells for 
heterogeneous types of inputs

Remote machine ID

Time slice or time intervals
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sparams.equil.id = {'METIS' 'METIS' 'METIS'};
sparams.equil.comment = {'metis calculation' 'metis calculation' 'metis calculation'};
sparams.equil.source = {'file' 'file' 'file'};
sparams.equil.code = {'' '' ''};
sparams.equil.file = 
{'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'
'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'
'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'};
sparams.equil.path = {'./INPUTS' './INPUTS' './INPUTS’};

A single structure for all input parameters

sparams.ohm.id = {'METIS' 'METIS' 'METIS'};
sparams.ohm.comment = {'metis calculation' 'metis calculation' 'metis calculation'};
sparams.ohm.source = {'file' 'file' 'file'};
sparams.ohm.code = {'' '' ''};
sparams.ohm.file = 
{'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'
'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'
'55025_8_10_pradok_wok_ddnok_xlh023_dlh052_no_oxig_fne0_run17_new_tung_peak_LUKE.mat'};
sparams.ohm.path = {'./INPUTS' './INPUTS' './INPUTS'};

Toroidal MHD equilibrium

Ohmic electric field

Type of data source
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A single structure for all input parameters

sparams.rfwaves.id = {'','LHCD','LHCD'};%LH wave
sparams.rfwaves.comment = {'','',''};
sparams.rfwaves.source = {'','',''};
sparams.rfwaves.file = {'', '',''};
sparams.rfwaves.path = {'','',''};
sparams.rfwaves.enable = {'',1,1};
%
sparams.rfwaves.antenna.type = {{},{'LH','LH'},{'LH','LH’}};
sparams.rfwaves.antenna.id = {{} {'ne_fixed','ne_fixed'} {'ne_optim','ne_optim'}};
sparams.rfwaves.antenna.comment = {{} {'',''} {'',’’}};
sparams.rfwaves.antenna.source = {{},{'code','code'},{'code','code'}};
sparams.rfwaves.antenna.code = {{},{'ALOHA','ALOHA'},{'ALOHA','ALOHA'}};
%
sparams.rfwaves.antenna.LH.ALOHA.port = {{},{'Q6A','Q6B'},{'Q6A','Q6B'}};
sparams.rfwaves.antenna.LH.ALOHA.remote_profile = {{},{17,17},{17,17}};
sparams.rfwaves.antenna.LH.ALOHA.display.data = {{},{-1,-1},{-1,-1}};
sparams.rfwaves.antenna.LH.ALOHA.display.results = {{},{1,1},{1,1}};
sparams.rfwaves.antenna.LH.ALOHA.optim.method = {{},{0,0},{0,0}};%(1) 
sparams.rfwaves.antenna.LH.ALOHA.optim.ne_guess = {{},{2.0e17,2.0e17},{[0.7e17,5.0e17],[0.7e17,5.0e17]}};
sparams.rfwaves.antenna.LH.ALOHA.optim.tolfun = {{},{1e-2,1e-2},{1e-2,1e-2}};
sparams.rfwaves.antenna.LH.ALOHA.optim.tolx = {{},{1e-2,1e-2},{1e-2,1e-2}};
sparams.rfwaves.antenna.LH.ALOHA.optim.nitmax = {{},{10,10},{10,10}};
%

Nested sub-structure of cells 
for handling antenna of 
different types and numbers

Any antenna code may 
be considered

The N|| power spectrum is 
determined by best 
agreement with 
measured RC

Possibility to reload existing simulations

The N|| power spectrum 
is determined with a 
fixed density in front of 
the grill
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SLUKE : A basic object-oriented language

§ sluke_params_preset : for preset sparams structures (examples, tests)
§ sluke_params_value : get value of a field of the sparams structures 
§ sluke_params_script : generate a text script from a sparams structure
§ sluke_params_time : expand time intervals in a sparams structure
§ sluke_params_merge : group two sparams structures in a single one
§ sluke_params_clone : clone an index of the sparams structures
§ sluke_params_consistency : check the consistency of all fields of a sparams structure
§ sluke_params_extract : extract a substructure in a sparams structure
§ sluke_params_modify : modify fields in a sparams structure
§ sluke_params_generator : user interactive creation of a sparams structure
§ sluke_params_defaults : default sparams structures
§ sluke_params_help : help of sparams structure
§ …

Easy structure manipulation for user-defined scripts
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SLUKE main user script

%
% METIS/ALOHA/C3PO/LUKE/R5X2 simulation of WEST discharge #54802
%
clear all
close all
clc
%
make_sparams_WEST_54802;%load simulation parameters
%
sluke(sparams,mfilename);%main calculations
%
…

§ May be put in a infinite loop to check simulations which 
is done and get back all results files. Or done manually. 
sparams is unchanged for a given set of simulations. 

§ Partial display may be done as far as simulations are 
progressively done in the same script. Data exchange 
by files only.

§ Detailed results for a single shot may be displayed using 
LUKE display tool irunluke_jd.m
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---------------------------------------------
SLUKE simulation environment
Script source : Simulation_54802.m
6 simulations are considered
---------------------------------------------

Simulation #1 [machine : WEST, shot : #54802, tmin : 3.7 (s), tmax : 3.8(s), ID : Ohmic] ...
---> is completed.
**********TODO : sluke_hxr l.176 *****************

Simulation #2 [machine : WEST, shot : #54802, tmin : 4.7 (s), tmax : 4.8(s), ID : LH flat-top] ...
---> ALOHA simulation status (ID:WEST_54802_4.7_4.8_ALOHA_Q6A_ne_2) :
- job #1 for WEST_54802_4.7_4.8_ALOHA_Q6A_ne_2 is completed.
- job #2 for WEST_54802_4.7_4.8_ALOHA_Q6A_ne_2 is completed.

warning: min(zdP) < 0, correcting

---> is running.

Simulation #3 [machine : WEST, shot : #54802, tmin : 5.6 (s), tmax : 5.7(s), ID : Collapse_1] ...
---> ALOHA simulation status (ID:WEST_54802_5.6_5.7_ALOHA_Q6A_ne_2) :
- job #1 for WEST_54802_5.6_5.7_ALOHA_Q6A_ne_2 is completed.
- job #2 for WEST_54802_5.6_5.7_ALOHA_Q6A_ne_2 is completed.

warning: min(zdP) < 0, correcting

---> is running.

Full LUKE simulation is done

Antenna calculations are done
LUKE simulation is running

Simulation #6 after time expansion

SLUKE log

Development pending

ALOHA calculations are done
(upper & lower parts)
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Simulation #4 [machine : WEST, shot : #54802, tmin : 5.7 (s), tmax : 5.8(s), ID : Collapse_2] ...
---> ALOHA simulation status (ID:WEST_54802_5.7_5.8_ALOHA_Q6A_ne_2) :
- job #1 for WEST_54802_5.7_5.8_ALOHA_Q6A_ne_2 is completed.
- job #2 for WEST_54802_5.7_5.8_ALOHA_Q6A_ne_2 is completed.

warning: min(zdP) < 0, correcting

---> is running.

Simulation #5 [machine : WEST, shot : #54802, tmin : 5.8 (s), tmax : 5.9(s), ID : Collapse_3] ...
---> ALOHA simulation status (ID:WEST_54802_5.8_5.9_ALOHA_Q6A_ne_2) :
- job #1 for WEST_54802_5.8_5.9_ALOHA_Q6A_ne_2 is completed.
- job #2 for WEST_54802_5.8_5.9_ALOHA_Q6A_ne_2 is completed.

warning: min(zdP) < 0, correcting

---> is running.

Simulation #6 [machine : WEST, shot : #54802, tmin : 5.9 (s), tmax : 6(s), ID : Collapse_4] ...
---> ALOHA simulation status (ID:WEST_54802_5.9_6_ALOHA_Q6A_ne_2) :
- job #1 for WEST_54802_5.9_6_ALOHA_Q6A_ne_2 is completed.
- job #2 for WEST_54802_5.9_6_ALOHA_Q6A_ne_2 is completed.

warning: min(zdP) < 0, correcting

---> is running.

Simulation after time expansion

SLUKE log
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SLUKE status

§ SLUKE is fully operational

§ SLUKE is easy to use and fully customizable → based on MatLab text scripts

§ Primarily designed for Tore Supra and WEST yet, but developments for other 
machines are scheduled.

§ Open new capabilities for physics studies with quantitative assessments against 
experimental observations (if data are available)

o Long time evolutions (RE dynamics, W collapses, ramp-up, synergies…)

o Self-consistency between RF driven current with toroidal MHD equilibrium 
(resistive time)

o Statistical studies using a large number of experimental results : multi-time, 
multi-shot, multi-machine
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SLUKE example : WEST #55025

Courtesy J. Morales, V. Ostuni

W collapseLH flat-top

WEST

SLUKE

SLUKE simulations for 3 time intervals (Ohmic, LH flat-top, W collapse) 

All equilibria are from METIS

J. F. Artaud et al., Nucl. Fusion, 58 (2018) 105001
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SLUKE example : WEST #55025

WEST

With offset : HXR 
backscattering by 
the inner wall ?

Y. Peysson et al., Nucl. Fusion, 33 (1993) 1133

WEST
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Conclusions and prospects

§ First principles modeling fast electron physics has reached a quite mature 
level with existing LUKE environment (ALOHA/METIS/C3PO/LUKE/R5X2)

§ A new framework SLUKE has been developed for large scale quantitative 
first principles simulations : multi-time, multi-shot and multi-machine, thus 
allowing new physics studies.

§ Further developments will concern LUKE kernel principally → LUKE 2 : finite 
banana width effects (RF wave induced transport, self-consistent bootstrap 
current for non-Maxwellian distribution,…) (theory is already done) and self-
consistent interactions between fast electrons and MHD modes (principally 
for RE physics)

§ New synthetic diagnostics will be added to SLUKE framework.


