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CONSTRUCTION OF MAURER-CARTAN ELEMENTS

OVER CONFIGURATION SPACES OF CURVES

BENJAMIN ENRIQUEZ AND FEDERICO ZERBINI

Abstract. For C a complex curve and n ≥ 1, a pair (P,∇P ) of a principal bundle P with
meromorphic flat connection over Cn, holomorphic over the configuration space Cn(C) of n
points over C, was introduced in [En]. For any point ∞ ∈ C, we construct a trivialisation of
the restriction of P to (C \∞)n and obtain a Maurer-Cartan element J over Cn(C \∞) out
of ∇P , thus generalising a construction of Levin and Racinet when the genus of C is higher
than one. We give explicit formulas for J as well as for ∇P . When n = 1, this construction
gives rise to elements of Hain’s space of second kind iterated integrals over C.
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1. Introduction

1.1. Motivation and context. Let M be a smooth manifold and a, b ∈ M . By a theorem

of Chen, the function ring on the pro-unipotent completion of π1(M ; a, b) is isomorphic to the

zeroth cohomology of a complex B∗(A∗(M)), where A∗(M) is the dg-algebra of smooth differ-

ential forms on M and B∗ is the “bar-complex” functor [Chen]. Elements of Z0(B∗(A∗(M)))

give rise to homotopy-invariant iterated integrals and therefore to functions on M̃2, where M̃

denotes a universal cover of M . When M = Cn(P1
C
\ {0, 1,∞}) is the configuration space

of n points on P1
C
\ {0, 1,∞}, a model of A∗(M), which is a connected dg-subalgebra of this dg-

algebra, is known, and the functions on M̃2 associated with Z0(B∗(A)) are the classical multiple

polylogarithms; this was extended to configuration spaces of genus-1 curves in [BL]. Let g be a

pro-nilpotent Lie algebra, then we define MC(M, g) to be the set of Maurer-Cartan elements1

ω ∈ A1(M) ⊗̂ g, i.e. such that dω+(1/2)[ω, ω] = 0. Then a pair (ω, P ) ∈ MC(M, g)×C[exp(g)]

gives rise to an element of Z0(B∗(A∗(M))) and therefore to a function on M̃2, given by

(ã, b̃) → P (P exp
∫ b̃

ã
ω), where for a smooth path η : [0, 1] →M

P exp

∫

η

ω :=
∑

n≥0

∫

0≤t1≤···≤tn≤1

(η∗ω)(t1) · · · (η∗ω)(tn) ∈ exp(g) ⊂ U(g)∧ ,

is a path-ordered exponential.

An analogue of the above map Z0(B∗(A∗(M))) → C∞(M̃2) was constructed in the context

of complex algebraic varieties [Hain]. For (C, S) a pair of a complex curve C and a finite subset

of points S, it gives rise to a diagram T (Γ(C \ S,Ω1
C)) ⊃ {2nd kind IIs} → O((C̃ \ p−1(S))2),

where {2nd kind IIs} is the subset of the tensor algebra T (Γ(C \ S,Ω1
C)) of elements x such

that the map IIx : Π1(C \S) → C induced by iterated integration of x factors through the map

Π1(C \ S) → Π1(C) ×C2 (C \ S)2, where Π1(X) is the fundamental groupoid of a topological

space X . Let g be a pro-nilpotent Lie algebra, and define MCalg(C, S, g) to be the subset of all

J ∈ Γ(C \S,Ω1
C) ⊗̂ g such that d+J has no monodromy at the points of S (i.e. it is conjugated

to d at the formal neighborhood of each s ∈ S). Then a pair (J, P ) ∈ MCalg(C, S, g)×C[exp(g)]

gives rise to an element of {2nd kind IIs} and therefore to a function on (C̃ \ p−1(S))2. The

aim of the present paper is the construction of an element J ∈ MCalg(C,∞, g), where C is a

curve of genus ≥ 1 and ∞ ∈ C, as well as its analogue on Cn(C \ ∞), which is an element

J ∈ Γ(Cn(C \ ∞),Ω1
C) ⊗̂ g such that d+ J is conjugated to d at each formal neighborhood of

(C \∞)k ×∞× (C \∞)n−1−k, and dJ + (1/2)[J, J ] = 0.

1For V a vector space, we set V ⊗̂ g := lim← V ⊗ (g/Fng), where Fng is the n-th term of the lower central
series of g.
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A pro-nilpotent Lie algebra t̂h,n is associated in [Bez] to a pair of integers n, h ≥ 1. For n ≥ 1

and C a curve of genus h ≥ 1, one constructs a pair (P ,∇P), where P is a principal exp(̂th,n)-

bundle over Cn and ∇P is a holomorphic flat connection on the restriction of P to Cn(C)

([CEE] for h = 1, [En] for h > 1; the constructions are based respectively on [Ber1, Ber2])

and applies it to the computation of the pro-unipotent completion of the fundamental group

of Cn(C). The data of a point ∞ ∈ C and of an isomorphism of the restriction of P to (C \∞)n

with a trivial bundle Ptrv defines a Maurer-Cartan element J on Cn(C \ ∞) by the condition

that (P ,∇P) is isomorphic to (Ptrv, d+ J). If n = 1 then J is an element of MCalg(C,∞, t̂h,n).

A similar construction was carried out in [LR] when h = 1, in which case C is a punctured

elliptic curve E \ 0. A principal bundle with flat connection (PCEE,∇CEE) over Cn+1(E)/E =

Cn(E \ 0) was constructed in [CEE], and independently in [LR] when n = 1. In the latter

case, an isomorphism of PCEE with Ptrv was constructed in [LR], § 5, giving rise to an element

JLR ∈ MCalg(E \ 0, ∅, t̂1,2).

1.2. Contents of the article. Throughout this article, we fix a Riemann surface C of genus

h ≥ 1, a universal cover p : C̃ → C, a point ∞ on C and a choice of a compatible system e of

classes of parametrisations of the fundamental groups of C \∞ (see §2.1).

§2 is devoted to the proof of the triviality of the restriction to (C \ ∞)n of the principal

bundle P from [En]. The proof necessitates the construction of a holomorphic map2 g̃x̃,βββ : C̃ \

p−1(∞) → exp(Ĝ) with particular properties, where G is a free Lie algebra with 2h generators.

This construction occupies §2.1 to §2.7 (see Proposition 2.24); it makes use of iterated integrals,

and it depends on the input data (x̃,βββ), where x̃ is a point in C̃ and βββ is a family of h

meromorphic differential forms on C introduced in §2.2. We study the dependence on these

data in §2.8. In §2.9, we introduce the topological Lie algebra t̂h,n, recall the construction of

the principal exp(̂th,n)-bundle P attached to e, and derive its triviality from Proposition 2.24

(see Theorem 2.33).

§3 is devoted to the application of this result to the construction of a Maurer-Cartan element

JJJ x̃,βββ ∈ Γ(Cn(C \ ∞),Ω1
Cn) ⊗̂ t̂h,n. Such JJJ x̃,βββ is determined by the above isomorphism of P

with Ptrv, which takes ∇P to d + JJJ x̃,βββ. In order to make JJJ x̃,βββ explicit, one introduces the

Maurer-Cartan element KKK ∈ Γrat(Ĉ
n,Ω1

C̃n
) ⊗̂ t̂h,n, where π : Ĉ → C is the Schottky cover of C

(see §3.1), such that there is an isomorphism of (πn)∗(P) with the trivial bundle over Ĉn which

takes (pn)∗(∇P ) to d+KKK. Then JJJ x̃,βββ is determined by the identity d+JJJ x̃,βββ = gggx̃,βββ(d+KKK)ggg−1
x̃,βββ,

where gggx̃,βββ : (Ĉ \ π−1(∞))n → exp(̂th,n) is constructed out of the function g̃x̃,βββ from §2 (see

Theorem 3.24). In §3.6 we study the dependence of JJJ x̃,βββ on x̃ and βββ.

2As exp(Ĝ) is prounipotent, it is isomorphic to an infinite product of affine lines, hence we mean that the

coordinates of g are meromorphic functions on C̃ with poles at p−1(∞).
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In §4, we provide certain explicit decompositions of KKK and JJJ x̃,βββ. The constituents of these

decompositions are computed more precisely in §5. In particular, we show that the compu-

tation of g̃x̃,βββ can be used to deduce expressions of one of the constituents of KKK, a family

of 1-forms ωi1···in , in terms of iterated integrals and residues of classical differential forms

(Corollary 5.16). When n = 1, this is sufficient to obtain explicit formulas for KKK (combining

Corollary 5.15 with eq. (4.4.6)) and JJJ x̃,βββ (combining Definition 3.25, Lemma 3.26, eq. (5.1.11),

Corollary 5.15 and Lemma 4.9) for n=1. Examples of such formulas in low-degree can be found

in §5.5.

2. Trivialization of the restriction of P to (C \∞)n

In this section we introduce a function g̃x̃,βββ : C̃ \ p−1(∞) → exp(Ĝ) which depends on x̃ ∈ C̃

and on a tuple βββ of differential forms, and we use it to show that the restriction of P to (C \∞)n

is trivial.

In the background sections §2.1 to §2.3 we recall some facts on Riemann surfaces, iterated

integrals and groupoids. We devote §2.4 to §2.7 to the construction of the function g̃x̃,βββ. In

§2.8 we study the dependence of g̃x̃,βββ on x̃ and βββ. The proof of the triviality of the restriction

of P to (C \∞)n is given in §2.9.

2.1. The geometric setup. In §2.1.1, we recall the relationship between the fundamental

group of a topological space and the group of automorphisms of its universal cover. We will

give details of the proofs, in order to set up some notation and recall some notions that will

be used throughout this article. We refer to [Ha] for further details. In §2.1.2, we introduce

the geometric setup of this article. To do so, we recall and demonstrate some facts about

fundamental groups of closed Riemann surfaces.

2.1.1. Fundamental group and universal cover. For X a topological space and x, y ∈ X , we

denote by π1(X ;x, y) the fundamental torsor of paths from x to y. The composition of paths

induces a map π1(X ;x, y) × π1(X ; y, w) → π1(X ;x,w), (η, η′) 7→ ηη′ (topologists’ convention).

Let p : X̃ → X be a universal cover. As X̃ is simply connected, for any x̃, ỹ ∈ X̃, the set

π1(X̃ ; x̃, ỹ) has exactly one element.

Definition 2.1. For x̃, ỹ ∈ X̃ , we define ηx̃,ỹ as the image in π1(C; p(x̃), p(ỹ)) of the unique

element of π1(C̃; x̃, ỹ).

Let x ∈ X . We recall the following classical result.

Lemma 2.2. (a) There is a right action of π1(X, x) on p−1(x), denoted (x̃, η) 7→ x̃ · η, where

x̃ · η is the endpoint of the unique lift starting at x̃ of any representative of η.

(b) There is a unique map p−1(x)× π1(X, x) → Aut(X̃/X), (x̃, η) 7→ autx̃η, such that x̃ · η =

autx̃η(x̃) (equality in X̃).



MAURER-CARTAN ELEMENTS OVER CONFIGURATIONS SPACES OF CURVES 5

(c) For any x̃ ∈ p−1(x), the map isox̃ : π1(X, x) → Aut(X̃/X), η 7→ autx̃η is a group

isomorphism, so autx̃ηη′ = autx̃η ◦ autx̃η′ , with inverse given by θ 7→ ηx̃,θ(x̃).

Proof. (a) follows from the equality liftx̃(ηη′) = liftx̃(η)liftx̃·η(η′), where liftx̃(η) is the lift to X̃

of η starting at x and the product is the composition of paths in X̃. (b) follows from the

universality of X̃. Let us prove (c). For η, η′ ∈ π1(X, x),

(2.1.1) aut
autx̃η(x̃)

η′ ◦ autx̃η = autx̃ηη′

Indeed, the image by the right-hand side of x̃ is x̃ · ηη′, while its image by the left-hand side is

(using the equality in (b)) (x̃ · η) · η′ = x̃ · ηη′.

On the other hand, if θ ∈ Aut(X̃/X), if η ∈ π1(X, x) and x̃ ∈ p−1(x), then the fact that the

lift of η starting at θ(x̃) is the image by θ of the lift of η starting at x̃ implies

(2.1.2) θ(x̃ · η) = θ(x̃) · η

(equality in X̃). This equality can be rewritten as θ ◦ autx̃η(x̃) = aut
θ(x̃)
η ◦ θ(x̃) by using the

equality in (b). By the universality of X̃, this implies the equality θ ◦ autx̃η = aut
θ(x̃)
η ◦ θ in

Aut(X̃/X), which by replacing η by η′ and by plugging θ = autx̃η implies that autx̃η ◦ autx̃η′ =

aut
autx̃η(x̃)

η′ ◦ autx̃η . This identity, together with (2.1.1), implies that isox̃ is a group morphism.

We leave to the reader to verify that θ 7→ ηx̃,θ(x̃) is inverse to isox̃ (see [Ha]). �

2.1.2. Fundamental groups of Riemann surfaces. Let h ≥ 1 be an integer. Let C be a closed

Riemann surface of genus h, let ∞ ∈ C be a point, let p : C̃ → C be a universal cover.

Definition 2.3. Let x ∈ C \∞. To a simply connected neighborhood U ⊂ C of ∞, a point ∞′

in U \ ∞, and a counterclockwise loop l∞ ⊂ U around ∞ based at ∞′, one attaches the set

of conjugations of l∞ by all the elements of the fundamental torsor of paths π1(C \∞;x,∞′).

This is a well-defined conjugacy class of π1(C \∞, x), which in independent of the choices of U

and ∞′. We call it the conjugacy class attached to ∞, and we denote it c∞,x.

Lemma 2.4. For x ∈ C \ ∞, the kernel of the surjective group morphism π1(C \ ∞, x) →

π1(C, x) induced by C \∞ ⊂ C coincides with the normal subgroup (c∞,x) generated by c∞,x.

Proof. This is a standard consequence of the van Kampen theorem. �

Definition 2.5. Let 〈Ai, Bi〉 be the free group on 2h generators A1, . . . , Ah, B1, . . . , Bh, and

let (Ai, Bi) := AiBiA
−1
i B−1

i . For x ∈ C \∞, we define E(x) as the quotient set

Iso∞(π1(C \∞, x), 〈Ai, Bi〉)/
(∏

i

(Ai, Bi)
)
,

where Iso∞(π1(C \ ∞, x), 〈Ai, Bi〉) is the set of group isomorphisms π1(C \ ∞, x) → 〈Ai, Bi〉

taking the conjugacy class attached to ∞ to the conjugacy class of
∏

i(Ai, Bi), and where

(
∏

i(Ai, Bi)) is the normal subgroup of 〈Ai, Bi〉 generated by
∏

i(Ai, Bi), which is acting on

Iso∞(π1(C \∞, x), 〈Ai, Bi〉) by conjugation.
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Lemma 2.6. For x̃ ∈ C̃ and f ∈ E(p(x̃)), there exists a unique group isomorphism ffill :

π1(C, p(x̃)) → 〈Ai, Bi〉/(
∏

i(Ai, Bi)) such that, for any group isomorphism f̃ above f , the

diagram

(2.1.3)

π1(C \∞, p(x̃)) 〈Ai, Bi〉

π1(C, p(x̃)) 〈Ai, Bi〉/(
∏

i(Ai, Bi))

f̃

f fill

commutes; ffill should be viewed as a “hole-filled” version of f .

Proof. For a given f̃ , the existence and uniqueness of ffill such that (2.1.3) commutes follows

from the fact that f̃ takes the kernel of the left vertical morphism to its analogue on the right.

If f̃ is replaced by ˜̃f , then ˜̃f is obtained from f̃ by conjugation by an element of (
∏

i(Ai, Bi)),

whose image in 〈Ai, Bi〉/(
∏

i(Ai, Bi)) is 1. It follows that (2.1.3) commutes also with f̃ replaced

by
˜̃
f . �

Lemma 2.7. Let x̃, ỹ ∈ C̃ \ p−1(∞). Let ix̂,ŷ : π1(C \ ∞, p(x̃)) → π1(C \ ∞, p(ỹ)) be the

group isomorphism induced by the choice of a universal cover C̃ \∞ → C̃ \ p−1(∞) and of lifts

x̂, ŷ ∈ C̃ \∞ of x̃, ỹ. The bijection E(p(x̃)) → E(p(ỹ)) induced by composition with iŷ,x̂ = i−1
x̂,ŷ

is independent on the choice of x̂, ŷ and will be denoted bijx̃,ỹ. For any x̃, ỹ, z̃ ∈ C̃ \ p−1(∞),

one has bijỹ,z̃ ◦ bijx̃,ỹ = bijx̃,z̃.

Proof. The replacement of the lifts x̂, ŷ has the effect of post-composing the isomorphism isox̂,ŷ

by the conjugation by an element of ker(π1(C \ ∞, p(ỹ)) → π1(C, p(ỹ))). By Lemma 2.4, this

kernel is nothing but (c∞,p(ỹ)), which is equal to the preimage of the subgroup (
∏

i(Ai, Bi))

of 〈Ai, Bi〉 under an element of Iso∞(π1(C \ ∞, p(x̃)), 〈Ai, Bi〉). The composition statement is

obvious. �

Definition 2.8. Define E to be the set of assignments C̃ \ p−1(∞) ∋ z̃ 7→ ez̃ ∈ E(p(z̃)), such

that bijz̃,w̃(ez̃) = ew̃ for any z̃, w̃ ∈ C̃ \ p−1(∞).

Lemma 2.9. For any x̃ ∈ C̃ \ p−1(∞), there is a bijection between E and E(p(x̃)), taking the

assignment C̃ \ p−1(∞) ∋ z̃ 7→ ez̃ ∈ E(p(z̃)) to ex̃ ∈ E(p(x̃)).

Proof. Using the composition identities of Lemma 2.7, one checks that the map taking e ∈

E(p(x̃)) to the assignment C̃ \ p−1(∞) ∋ z̃ 7→ bijx̃,z̃(e) ∈ E(p(z̃)) is the inverse bijection. �

Lemma 2.10. Let x̃ ∈ C̃ \ p−1(∞). Consider the composition

E
∼
→ E(p(x̃)) = Iso∞(π1(C \∞, p(x̃)), 〈Ai, Bi〉)/(

∏

i

(Ai, Bi))

→ Iso(π1(C, p(x̃)), 〈Ai, Bi〉/(
∏

i

(Ai, Bi))) → Iso(Aut(C̃/C), 〈Ai, Bi〉/(
∏

i

(Ai, Bi))),
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where the second map takes f ∈ Iso∞(π1(C\∞, p(x̃)), 〈Ai, Bi〉)/(
∏

i(Ai, Bi)) to the isomorphism

ffill : π1(C, p(x̃))→̃〈Ai, Bi〉/(
∏

i(Ai, Bi)) (see Lemma 2.6), and the third map is the composition

with the isomorphism iso−1
x̃ : Aut(C̃/C) →̃π1(C, p(x̃)) (see Lemma 2.2). This defines a map

(2.1.4) E → Iso(Aut(C̃/C), 〈Ai, Bi〉/(
∏

i

(Ai, Bi))), e 7→ cane := efillx̃ ◦ iso−1
x̃

which is independent of x̃.

Proof. Let jx̃,ỹ : π1(C, p(x̃)) → π1(C, p(ỹ)) be the isomorphism corresponding to a pair of points

x̃, ỹ ∈ C̃ \ p−1(∞), and let x̂, ŷ be any two lifts of x̃, ỹ to C̃ \∞. The independence of the map

of interest in x̃ follows from the commutativity of the following diagrams:

E E(p(x̃))

E(p(ỹ))

bijx̃,ỹ

π1(C \∞, p(x̃)) π1(C, p(x̃)) Aut(C̃/C)

π1(C \∞, p(ỹ)) π1(C, p(ỹ))

ix̂,ŷ jx̃,ỹ

isox̃

isoỹ

�

In the rest of the paper, we choose an element e ∈ E, which by Lemma 2.10 gives rise to a

group isomorphism Aut(C̃/C) ≃ 〈Ai, Bi〉/(
∏

i(Ai, Bi)) and by Lemma 2.2 and abelianization,

to a group isomorphism H1(C,Z) ≃ ⊕h
i=1(ZAi ⊕ ZBi).

2.2. 1-forms on C and iterated integrals.

2.2.1. 1-forms on C. Let us choose a h-tuple βββ = (β1, . . . , βh) of elements of Γ(C \ ∞,Ω1
C)

such that, for any i, j ∈ [[1, h]],
∫
Ai
βj = 0,

∫
Bi
βj = δij . Moreover, let ωωω := (ω1, . . . , ωh) be

the unique h-tuple of holomorphic 1-forms on C such that
∫
Ai
ωj = δij for i, j ∈ [[1, h]]. We

denote τij :=
∫
Bi
ωj for any i, j ∈ [[1, h]], and we consider the h-tuple ααα = (α1, . . . , αh) defined

by αi := ωi −
∑h

j=1 τijβj . The 2h-tuple γγγ := (ααα,βββ) is then a set of representatives of a basis

of the algebraic de Rham cohomology group H1
dR(C \ ∞), dual to the basis (C1, . . . , C2h) :=

(A1, . . . , Ah, B1, . . . , Bh) of the Betti cohomology H1
B(C \ ∞), because

∫
Ci
γj = δij for i, j ∈

[[1, 2h]]. Such choice of representatives only depends on the choice of the h-tuple βββ.

2.2.2. Iterated integrals.

Definition 2.11. The iterated integral of smooth 1-forms γ1, . . . , γr over a piecewise smooth

path η : [0, 1] → M on a smooth manifold M is defined as
∫

η

γ1 · · · γr :=

∫

0≤t1≤···≤tr≤1

(η∗γ1)(t1) · · · (η∗γ1)(tr) .

We call r the length of the iterated integral.
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We recall the following well-known properties:

• Composition of paths:

(2.2.1)

∫

η1η2

γ1 · · · γr =

r∑

i=0

∫

η1

γ1 · · · γi

∫

η2

γi+1 · · · γr.

• Inversion of paths: ∫

η−1

γ1 · · · γr = (−1)r
∫

η

γr · · · γ1.

• Shuffle product:

(2.2.2)

∫

η

γ1, · · · γr

∫

η

γr+1 · · · γr+s =
∑

σ∈�(r,s)

∫

η

γσ(1) · · · γσ(r+s).

Suppose now that γ1, . . . , γr ∈ Γ(C \∞,Ω1
C), and let us denote in the same way their pull-

back to the universal cover C̃ \∞. Because these forms are holomorphic and C̃ \∞ is simply

connected, the result of the integral
∫ ỹ

x̃ γ1 · · · γr does not depend3 on the integration path from

x̃ ∈ C̃ \∞ to ỹ ∈ C̃ \∞. Let x ∈ C \ ∞. For η ∈ π1(C \ ∞, x), consider autx̃η as defined in

§2.1.1. The pairs (x̃, autx̃η) ∈ C̃ \∞
2

are all related by the action of Aut(C̃ \∞/C \ ∞). This

implies that
∫ autx̃η(x̃)

x̃ γ1 . . . γr is independent of the choice of x̃, and we set

(2.2.3)

∫

η

γ1 . . . γr :=

∫ autx̃η(x̃)

x̃

γ1 . . . γr .

2.3. Groupoids. Recall that a groupoid is a small category where all the morphisms are in-

vertible. If G is a groupoid, we denote by S its set of objects and, for x, y ∈ S, we denote by

G(x, y) the set of morphisms from x to y.

2.3.1. 1-nerves. To a groupoid G, one attaches a set GGG := {(x, y, γ) |x, y ∈ S, γ ∈ G(x, y)},

called the 1-nerve of G. This set is equipped with source and target maps s, t : GGG → S, with

s(x, y, γ) := x, t(x, y, γ) := y. The product, unit and inverse induce maps GGG×SGGG→GGG, S → GGG

and GGG → GGG satisfying some axioms (e.g. associativity). This gives rise to an equivalence

between groupoids and pairs of sets (GGG,S) equipped with maps s, t : GGG → S as well as mGGG :

GGG×S GGG→GGG, S →GGG and GGG→ GGG satisfying these axioms.

Explicitly, if G,G′ are two groupoids and (GGG,S, s, t) and (GGG′, S′, s′, t′) are the corresponding

sets and maps, then a groupoid morphism G → G′ is the same as a pair of maps fff : GGG → GGG′,

f : S → S′ such that f ◦ s = s′ ◦ fff , f ◦ t = t′ ◦ fff (which guarantees that fff induces a map

fff (2) : GGG×S GGG→GGG′ ×S′ GGG′), and fff ◦mGGG = mGGG′ ◦ fff (2).

In particular, if G′ is the groupoid corresponding to a group K, a morphism G → G′ is the

same as a map fff : GGG → K, such that fff ◦ mGGG = mK ◦ fff (2), where mK : K × K → K is the

product map.

3Indeed, differentiation induces an isomorphism between the subspace of Γ(U,OU ) of functions vanishing

at x̃ and Γ(U,Ω1
U ), where U := C̃ \∞, and if I is the inverse isomorphism, then for any η one has

∫
η γ1 · · · γn =

I(γn · · · I(γ2 · I(γ1)))(ỹ), a quantity which does not depend on η.
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2.3.2. Quotients. Let G be a groupoid with set of objects S. For x ∈ S, we set G(x) := G(x, x).

If N ⊳ G(x) is a normal subgroup, the groupoid quotient G/N is the groupoid with the same

set of objects as G and such that for y, z ∈ S, (G/N)(y, z) is the quotient of G(y, z) by the

equivalence relation generated by g ◦ f ∼ g ◦ n ◦ f , where f ∈ G(y, x), g ∈ G(x, z), n ∈ N . In

this situation, if G′ is a groupoid, there is a bijection between Hom(G/N,G′) and the subset

of Hom(G,G′) of all functors F : G → G′ such that N is contained in the kernel of the group

morphism F
∣∣
G(x)

: G(x) → G′(F (x)), the functor F̃ : G/N → G′ associated to F being such

that its composition with the projection G→ G/N coincides with F .

2.3.3. The groupoid Π1(X). For X a topological space, we denote by Π1(X) its fundamental

groupoid. Its set of objects is X and for x, y ∈ X , the set of morphisms Π1(X)(x, y) from x to

y is the fundamental torsor π1(X ;x, y) of paths from x to y. We denote by ΠΠΠ1(X) the 1-nerve

of Π1(X), i.e. the set of triples (x, y, γ) where x, y ∈ X and γ ∈ π1(X ;x, y).

Note that if x ∈ X , then there is a tautological groupoid morphism ιx : π1(X, x) → Π1(X),

with underlying map between sets of objects {∗} → X , ∗ 7→ x. The corresponding map between

1-nerves is then ιιιx : π1(X, x) → ΠΠΠ1(X), γ 7→ (x, x, γ).

Define also diag : X → ΠΠΠ1(X) to be the map x 7→ (x, x, 1).

2.4. The groupoid morphism FΛΛΛ : Π1(C\∞) → exp(Ĝ). Let G := Lie(a1, . . . , ah, b1, . . . , bh)

be the free complex Lie algebra with generators ai, bi, i ∈ [[1, h]]. This Lie algebra is equipped

with a Z≥0-grading by deg(ai) = deg(bi) = 1. We denote by Ĝ the corresponding completion.

The degree completion U(G)∧ of the enveloping algebra of G is a topological Hopf algebra;

the exponential map exp : U(G)∧+ → U(G)∧ (where the source is the direct product of the

positive degree components of U(G)) sets up a bijection between Ĝ and its group G(U(G)∧)

of group-like elements, which will henceforth be denoted exp(Ĝ). Throughout this section, we

will use the notation (c1, . . . , c2h) := (a1, . . . , ah, b1, . . . , bh).

Lemma 2.12. For ΛΛΛ = (Λ1, . . . ,Λ2h) ∈ Ĝ2h, there is a unique map FΛΛΛ : ΠΠΠ1(C \∞) → exp(Ĝ)

which is holomorphic in the first two entries x, y ∈ C \∞ and such that

(a) the map FΛΛΛ ◦ diag : C \∞ → exp(Ĝ) is equal to 1.

(b) FΛΛΛ satisfies the differential equation

(2.4.1) dFΛΛΛ = FΛΛΛ · t∗
( 2h∑

i=1

Λi γi

)
− s∗

( 2h∑

i=1

Λi γi

)
· FΛΛΛ .

Proof. Recall that the algebra C〈〈c1, . . . , c2h〉〉 is equipped with a topological Hopf algebra

structure, defined by the condition that the elements ci, i ∈ [[1, 2h]], are primitive. Then Ĝ

(resp. exp(Ĝ)) is its Lie algebra of primitive elements (resp. its group of group-like elements).
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The existence and uniqueness of a solution to (a) and (b) valued in C〈〈c1, . . . , c2h〉〉 is stan-

dard, the map FΛΛΛ being given in terms of iterated integrals (see §2.2.2) by4

(2.4.2) (x, y, η) → 1 +

∫

η

γΛΛΛ +

∫

η

γΛΛΛ γΛΛΛ +

∫

η

γΛΛΛ γΛΛΛ γΛΛΛ + · · · ,

where γΛΛΛ :=
∑2h

i=1 Λiγi.

The fact that the values of the function FΛΛΛ belong to the group exp(Ĝ) of group-like elements

in C〈〈c1, . . . , c2h〉〉 is also standard, and follows from the fact that the form γΛΛΛ is valued in Ĝ,

and that the values of FΛΛΛ are path-ordered exponentials of γΛΛΛ. �

Notice that FΛΛΛ also depends on the choice of βββ (see §2.2), which determines the differential

forms γi. We will not keep track of such dependence for the moment, but it will play a role

after §2.7.

Lemma 2.13. The map FΛΛΛ : ΠΠΠ1(C \ ∞) → exp(Ĝ) is induced by a groupoid morphism FΛΛΛ :

Π1(C\∞) → exp(Ĝ), whose underlying map between sets of objects is the only map C\∞ → {∗}.

Proof. As remarked at the end of §2.3, a groupoid morphism FΛΛΛ : Π1(C \∞) → exp(Ĝ) is the

same as a map FΛΛΛ : ΠΠΠ1(C \ ∞) → exp(Ĝ) such that FΛΛΛ ◦mΠΠΠ1(C\∞) = mexp(Ĝ) ◦ F
(2)
ΛΛΛ , which

follows in our case from the composition-of-paths property (2.2.1) of iterated integrals. �

2.5. The function (ρ, f) 7→ ΛΛΛ(ρ, f). It follows from Lemma 2.13 that for any ΛΛΛ ∈ Ĝ2h and any

x̃ ∈ C̃ \ p−1(∞) the composite map FΛΛΛ ◦ ιp(x̃) : π1(C \∞, p(x̃)) → exp(Ĝ) is a group morphism.

Lemma 2.14. For any f ∈ Iso∞(π1(C \ ∞, p(x̃)), 〈Ai, Bi〉) and ρ ∈ Hom(〈Ai, Bi〉, exp(Ĝ))

there is a unique solution ΛΛΛ(ρ, f) ∈ Ĝ2h to the equation

(2.5.1) FΛΛΛ ◦ ιp(x̃) ◦ f
−1 = ρ

(equality of group morphisms 〈Ai, Bi〉 → exp(Ĝ)).

Proof. Denote by holf = (hol1f , . . . , hol2hf ) the self-map of Ĝ2h given by ΛΛΛ 7→ (logFΛΛΛ ◦ ιp(x̃) ◦

f−1(A1), . . . , logFΛΛΛ ◦ ιp(x̃) ◦ f
−1(Bh)). Set ΛΛΛ0 = (ci)i∈[[1,2h]]. By (2.4.2), one has the degree

expansion holif (ΛΛΛ0) =
∑2h

j=1

∫
Ci
γjcj + lfi , where lfi ∈ U(G)∧≥2. Therefore holif (ΛΛΛ0) = ci + lfi .

It follows from Lemma 2.12 that FΛΛΛ0
takes its values in exp(Ĝ), which implies that lfi ∈ Ĝ≥2.

If now ΛΛΛ ∈ Ĝ2h is arbitrary, there is a unique endomorphism of Ĝ induced by ci 7→ Λi, which

we denote by a 7→ evΛΛΛ(a); it naturally extends to endomorphisms of C〈〈c1, . . . , c2c〉〉 and of

its subset exp(Ĝ) of group-like elements. Then the function FΛΛΛ is the image of FΛΛΛ0
by this

endomorphism. In particular, holfi (ΛΛΛ) = evΛΛΛ(ci + lfi ).

The endomorphism of Ĝ induced by ci 7→ ci + lfi for i ∈ [[1, 2h]] is invertible, its inverse being

given by ci 7→ ci+m
f
i for certain elements mf

1 , . . . ,m
f
2h ∈ Ĝ≥2. There is an anti-morphism from

4The fact that this map is well-defined, i.e. that it only depends on the endpoints of η and on its homotopy
class, follows from the holomorphicity of γΛΛΛ.
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the semigroup of endomorphisms of the topological Lie algebra Ĝ to that of self-maps of Ĝ2h,

taking the endomorphism θ to the map ΛΛΛ 7→ (evΛΛΛ(θ(c1)), . . . , evΛΛΛ(θ(c2h))). It follows that holf is

invertible, with inverse hol−1
f given by ααα = (α1, . . . , α2h) 7→ (evααα(c1 +mf

1), . . . , evααα(c2h +mf
2h)).

Then (2.5.1) is equivalent to holf (ΛΛΛ) = (logρ(A1), . . . , logρ(Bh)). The unique solution is

ΛΛΛ = hol−1
f (logρ(A1), . . . , logρ(Bh)), which is therefore the value of ΛΛΛ(ρ, f). �

Notice that such Λ(ρ, f) implicitly depends also on the choice of x̃ ∈ C̃ \ p−1(∞). Such

dependence will be studied in §2.8.

Remark 2.15. Condition (2.5.1) is equivalent to the system of equations
∑

m≥0

∫

ιp(x̃)(f−1(Ai))

γΛΛΛ · · · γΛΛΛ︸ ︷︷ ︸
m

= ρ(Ai),
∑

m≥0

∫

ιp(x̃)(f−1(Bi))

γΛΛΛ · · · γΛΛΛ︸ ︷︷ ︸
m

= ρ(Bi),

where ιp(x̃)(f
−1(Ai)), ιp(x̃)(f

−1(Bi)) are the classes of the loops on C \∞ based at p(x̃) corre-

sponding to Ai, Bi, and the iterated integrals are defined as in eq. (2.2.3).

2.6. The particular case of ρ0. Let Lie(b1, . . . , bh) be the Lie subalgebra of G generated by

b1, . . . , bh and let Lie(b1, . . . , bh)∧ be its degree completion. We denote by exp(Lie(b1, . . . , bh)∧)

the corresponding subgroup of exp(Ĝ).

Define ρ0 : 〈Ai, Bi〉/(Πi(Ai, Bi)) → exp(Lie(b1, . . . , bh)∧) to be the morphism induced by

Ai 7→ 1, Bi 7→ exp(bi) for i ∈ [[1, h]].

Lemma 2.16. For any f ∈ Iso∞(π1(C\∞, p(x̃)), 〈Ai, Bi〉) one has ΛΛΛ(ρ0, f) ∈ (Lie(b1, . . . , bh)∧)2h,

and the image of FΛΛΛ(ρ0,f) : Π1(C \∞) → exp(Ĝ) is contained in exp(Lie(b1, . . . , bh)∧).

Proof. Let us first show that ΛΛΛ(ρ0, f) ∈ (Lie(b1, . . . , bh)∧)2h. By the proof of Lemma 2.14, one

has ΛΛΛ(ρ0, f) = hol−1
f (logρ0(A1), . . . , logρ0(Bh)) = (evααα(c1 + mf

1 ), . . . , evααα(c2h + mf
2h)), where

ααα = (logρ0(A1), . . . , logρ0(Bh)) = (0, . . . , 0, b1, . . . , bh), and evααα is the endomorphism of Ĝ

such that ai 7→ 0, bi 7→ bi for i ∈ [[1, h]]. It follows that the image of evααα is contained in

Lie(b1, . . . , bh)∧, and therefore that ΛΛΛ(ρ0, f) ∈ (Lie(b1, . . . , bh)∧)2h.

Let us now show that the image of the groupoid morphism FΛΛΛ(ρ0,f) : Π1(C \ ∞) → exp(Ĝ)

is contained in exp(Lie(b1, . . . , bh)∧). By (2.4.2), for any (x, y, η) ∈ Π1(C \ ∞) one has

FΛΛΛ(ρ0,f)(x, y, η) = 1 +
∫
η
γΛΛΛ(ρ0,f) +

∫
η
γΛΛΛ(ρ0,f)γΛΛΛ(ρ0,f) + . . ., which together with γΛΛΛ(ρ0,f) =

∑2h
i=1 γiΛi(ρ0, f) implies FΛΛΛ(ρ0,f)(x, y, η) ∈ U(Lie(b1, . . . , bh))∧. Since FΛΛΛ(ρ0,f)(x, y, η) ∈ G(U(G)∧),

it follows that FΛΛΛ(ρ0,f)(x, y, η) ∈ G(U(Lie(b1, . . . , bh))∧) = exp(Lie(b1, . . . , bh)∧). �

Proposition 2.17. If f, f ′ ∈ Iso∞(π1(C \ ∞, p(x̃)), 〈Ai, Bi〉) are related by the conjugation

action of (
∏

i(Ai, Bi)), then ΛΛΛ(ρ0, f) = ΛΛΛ(ρ0, f
′).

Proof. By assumption, there exists g ∈ (
∏h

i=1(Ai, Bi)) such that f ′ = Adg ◦ f .

One has ρ0(
∏h

i=1(Ai, Bi)) =
∏h

i=1(ρ0(Ai), ρ0(Bi)) =
∏h

i=1(1, ebi) = 1. It follows that

(2.6.1)

( h∏

i=1

(Ai, Bi)

)
⊂ ker(ρ0).
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In particular,

(2.6.2) ρ0(g) = 1.

Then

FΛΛΛ(ρ0,f ′) ◦ ιp(x̃) = ρ0 ◦ f
′ = ρ0 ◦ Adg ◦ f = Adρ0(g) ◦ ρ0 ◦ f = ρ0 ◦ f,

where the first identity follows from (2.5.1), the second from f ′ = Adg ◦ f , and the last identity

from (2.6.2). It then follows from the resulting equality FΛΛΛ(ρ0,f ′) ◦ ιp(x̃) = ρ0 ◦ f and from the

uniqueness proved in Lemma 2.14 of solutions of (2.5.1), that ΛΛΛ(ρ0, f
′) = ΛΛΛ(ρ0, f). �

Definition 2.18. Define Π1(C)
∣∣
C\∞

to be the groupoid obtained from Π1(C) by restricting the

set of objects to C \∞. The 1-nerve of this groupoid is the fibered product ΠΠΠ1(C)×C2 (C \∞)2.

The inclusion C \∞ ⊂ C induces a groupoid morphism Π1(C \∞) → Π1(C), which admits

a factorization Π1(C \∞) → Π1(C)
∣∣
C\∞

→ Π1(C).

Proposition 2.19. If f ∈ Iso∞(π1(C \∞, p(x̃)), 〈Ai, Bi〉), then there is a groupoid morphism

Gf : Π1(C)
∣∣
C\∞

→ exp(Lie(b1, . . . , bh)∧), uniquely determined by the condition that FΛΛΛ(ρ0,f)

coincides with the composition Π1(C \∞) → Π1(C)
∣∣
C\∞

Gf
−→ exp(Lie(b1, . . . , bh)∧).

Proof. Let H be the kernel of the group morphism π1(C \∞, p(x̃)) → π1(C, p(x̃)). This is the

normal subgroup of π1(C \ ∞, p(x̃)) = Π1(C \ ∞)(p(x̃)) generated by a loop around ∞. The

groupoid quotient Π1(C \∞)/H , defined as in §2.3.2, coincides with the restriction Π1(C)
∣∣
C\∞

of the fundamental groupoid Π1(C) to the subset of objects C \∞ ⊂ C. Let us also consider the

trivial groupoid corresponding to the group exp(Lie(b1, . . . , bh)∧), whose set of objects is {∗},

and exp(Lie(b1, . . . , bh)∧)(∗) = exp(Lie(b1, . . . , bh)∧).

By Lemmas 2.13 and 2.16, FΛΛΛ(ρ0,f) is a groupoid morphism Π1(C\∞) → exp(Lie(b1, . . . , bh)∧).

Its restriction to Π1(C \∞)(p(x̃)) is simply the group morphism FΛΛΛ(ρ0,f)◦ιp(x̃), which by (2.5.1)

coincides with ρ0 ◦ f , and

ρ0 ◦ f(H) = ρ0

(( h∏

i=1

(Ai, Bi)

))
= 1,

where the first equality follows from f(H) = (
∏h

i=1(Ai, Bi)), and the second equality follows

from (2.6.1).

Therefore the restriction of FΛΛΛ(ρ0,f) to H is trivial, and so by a property of groupoid quotients

mentioned in §2.3.2 there exists a groupoid morphismGf : Π1(C\∞)/H → exp(Lie(b1, . . . , bh)∧),

such that its composition with Π1(C \∞) → Π1(C \∞)/H coincides with FΛΛΛ(ρ0,f). �

Lemma 2.20. If f, f ′ ∈ Iso∞(π1(C \∞, p(x̃)), 〈Ai, Bi〉) are conjugated by the action of an ele-

ment of (
∏h

i=1(Ai, Bi)), then the groupoid morphisms Gf and Gf ′ : Π1(C)
∣∣
C\∞

→ exp(Lie(b1, . . . , bh)∧)

are equal.
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Proof. By Proposition 2.19, the groupoid morphisms Gf and Gf ′ are determined by the con-

ditions FΛΛΛ(ρ0,f) = Gf ◦ pr and FΛΛΛ(ρ0,f ′) = Gf ′ ◦ pr, where pr is the groupoid morphism

Π1(C\∞) → Π1(C)
∣∣
C\∞

. By Proposition 2.17, the groupoid morphisms FΛΛΛ(ρ0,f) and FΛΛΛ(ρ0,f ′) :

Π1(C \ ∞) → exp(Lie(b1, . . . , bh)∧) coincide. It follows that the two said conditions are the

same, so that Gf and Gf ′ coincide. �

2.7. Construction and properties of g̃x̃,βββ. Recall that an element e ∈ E is fixed; it associates

to any x̃ ∈ C̃ \ p−1(∞) an element ex̃ ∈ E(p(x̃)) = Iso∞(π1(C \∞, x), 〈Ai, Bi〉)/
(∏

i(Ai, Bi)
)
,

and it gives rise to an isomorphism cane : Aut(C̃/C)→̃〈Ai, Bi〉/(
∏

i(Ai, Bi)) (see §2.1).

Lemma 2.21. The groupoid morphisms Gf : Π1(C)
∣∣
C\∞

→ exp(Lie(b1, . . . , bh)∧), where f ∈

Iso∞(π1(C \∞, p(x̃)), 〈Ai, Bi〉) is a lift of ex̃, are all equal.

Proof. Any two such lifts are conjugated by the action of an element of (
∏h

i=1(Ai, Bi)). The

result then follows from Lemma 2.20. �

Definition 2.22. We denote by G(ex̃) the common value of the groupoid morphisms Gf :

Π1(C)
∣∣
C\∞

→ exp(Lie(b1, . . . , bh)∧), where f ∈ Iso∞(π1(C \ ∞, p(x̃)), 〈Ai, Bi〉) is a lift of ex̃.

The map between 1-nerves ΠΠΠ1(C)×C2 (C\∞)2 → exp(Lie(b1, . . . , bh)∧) induced by the groupoid

morphism G(ex̃) will also be denoted G(ex̃).

Let u, v, w ∈ C \ ∞, α ∈ π1(C;u, v) and β ∈ π1(C; v, w), then α · β ∈ π1(C;u,w), and the

fact that G(ex̃) is a groupoid morphism implies that, at the level of 1-nerves,

(2.7.1) G(ex̃)(u,w, α · β) = G(ex̃)(u, v, α)G(ex̃)(v, w, β) .

Define a map

mapx̃ : C̃ \ p−1(∞) → ΠΠΠ1(C) ×C2 (C \∞)2

by setting mapx̃(ỹ) := (p(x̃), p(ỹ), ηx̃,ỹ), where ηx̃,ỹ is as in Definition 2.1.

Definition 2.23. We denote5 by g̃x̃,βββ the map C̃ \ p−1(∞) → exp(Lie(b1, . . . , bh)∧) given by

ỹ 7→
(
G(ex̃) ◦ mapx̃(ỹ)

)−1
.

Proposition 2.24. The map g̃x̃,βββ has the property that, for any θ ∈ Aut(C̃/C),

θ∗g̃x̃,βββ = g̃x̃,βββ · (ρ0 ◦ cane(θ))
−1 .

Proof. Let us denote φ := G(ex̃) ◦ mapx̃, then the statement is equivalent to saying that θ∗φ =

ρ0◦cane(θ)·φ for any θ ∈ Aut(C̃/C), i.e. that for any ỹ ∈ C̃\p−1(∞), φ(θ(ỹ)) = ρ0◦cane(θ)·φ(ỹ),

which we now prove.

5G(ex̃) depends on e and x̃ but also, implicitly, on the tuple of differential forms βββ through eq. (2.4.1). The
system of compatible classes of parametrisation e is considered as part of the topological assumptions for our
construction, and is therefore omitted from now on.
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For any ỹ ∈ C̃ \ p−1(∞), we have mapx̃(θ(ỹ)) = (p(x̃), p(ỹ), ηx̃,θ(ỹ)). Since

ηx̃,θ(ỹ) = ηx̃,θ(x̃) · ηθ(x̃),θ(ỹ) = ηx̃,θ(x̃) · ηx̃,ỹ,

we can use eq. (2.7.1) and find

φ(θ(ỹ)) = G(ex̃)(p(x̃), p(x̃), ηx̃,θ(x̃))φ(ỹ),

so that we are left with proving that

(2.7.2) G(ex̃)(p(x̃), p(x̃), ηx̃,θ(x̃)) = ρ0 ◦ cane(θ) .

The choice of x̃ naturally identifies Aut(C̃/C) with π1(C, p(x̃)) (see Lemma 2.2). Under

this identification, we can write (p(x̃), p(x̃), ηx̃,θ(x̃)) = ιp(x̃)(θ) (see the remark following Defini-

tion 2.1). The result follows from Lemma 2.14. �

2.8. Dependence of g̃x̃,βββ in x̃ and βββ. We first study the dependence on x̃ for fixed βββ. We

recall that, for any ρ and any f ∈ Iso∞(π1(C \ ∞, p(x̃)), 〈Ai, Bi〉), the elements Λ(ρ, f) ∈ Ĝ2h

defined by Lemma 2.14 implicitly depend also on x̃ (and on βββ, but for the moment this is fixed).

In particular, if ρ is fixed to be the morphism ρ0 from §2.6, and if f is a representative of the

class ex̃ ∈ E(x̃), with e fixed, then by Proposition 2.17 the associated element ΛΛΛ(ρ0, f) only

depends on x̃, and so in this section we will denote it by ΛΛΛ(x̃).

Lemma 2.25. For any ỹ ∈ C̃ \ p−1(∞) one has

ΛΛΛ(ỹ) = AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
ΛΛΛ(x̃)

)
.

Proof. For any x̃ ∈ C̃ \ p−1(∞) and any i ∈ [[1, 2h]] let νix̃ : Ĝ2h → exp(Ĝ) be the morphism

given by

ΛΛΛ →
∑

m≥0

∫ can−1
e (Ci)(x̃)

x̃

γΛΛΛ · · · γΛΛΛ︸ ︷︷ ︸
m

,

where Ci := Ai for i ∈ [[1, h]] and Ci := Bi−h for i ∈ [[h + 1, 2h]]. Splitting a path from x̃ to

can−1
e (Ci)(x̃) into the composition of a path from x̃ to ỹ, a path from ỹ to can−1

e (Ci)(ỹ) and a

path from can−1
e (Ci)(ỹ) to can−1

e (Ci)(x̃), and using the composition-of-paths property (2.2.1)

of iterated integrals, one finds that, for any ΛΛΛ ∈ Ĝ2h,

νix̃(ΛΛΛ) = FΛΛΛ(p(x̃), p(ỹ), ηx̃,ỹ) νiỹ(ΛΛΛ)FΛΛΛ(p(x̃), p(ỹ), ηx̃,ỹ)−1(2.8.1)

= AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
νiỹ(ΛΛΛ)

)
.

By Remark 2.15, one has ρ0(Ci) = νix̃(ΛΛΛ(x̃)). Since this value does not depends on x̃, we find

that νix̃(ΛΛΛ(x̃)) = νiỹ(ΛΛΛ(ỹ)), and combining this identity with eq. (2.8.1) we conclude that, for

any i ∈ [[1, 2h]],

(2.8.2) νiỹ(ΛΛΛ(ỹ)) = AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
νiỹ(ΛΛΛ(x̃))

)
.

The statement of this lemma follows from the fact that (ν1ỹ , · · · , ν
2h
ỹ ) : Ĝ2h → exp(Ĝ)2h is a

bijection, which can be inferred from the proof of Lemma 2.14. �
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An immediate consequence of this lemma is the following result.

Corollary 2.26. For any ỹ ∈ C̃ \ p−1(∞) one has

γΛΛΛ(ỹ) = AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
γΛΛΛ(x̃)

)
,

where we recall that γΛΛΛ =
∑2h

i=1 Λiγi.

Proposition 2.27. For any ỹ ∈ C̃ \ p−1(∞) and any βββ one has the identity

g̃x̃,βββ(•) = g̃x̃,βββ(ỹ) g̃ỹ,βββ(•) .

Proof. Since for any ũ, ṽ ∈ C̃ \ p−1(∞) one has g̃ũ,βββ(ṽ) = FΛΛΛ(ũ)(p(ũ), p(ṽ), ηũ,ṽ)−1, then the

statement is equivalent to the identity

(2.8.3) FΛΛΛ(ỹ)(p(ỹ), p(z̃), ηỹ,z̃) = FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)FΛΛΛ(x̃)(p(x̃), p(ỹ), ηx̃,ỹ)−1

for any x̃, ỹ, z̃ ∈ C̃ \ p−1(∞).

On the one hand, by the definition of FΛ we have

dz FΛΛΛ(ỹ)(p(ỹ), p(z̃), ηỹ,z̃) = FΛΛΛ(ỹ)(p(ỹ), p(z̃), ηỹ,z̃) γΛΛΛ(ỹ) .

One the other hand, we have

dz

(
AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

))

= AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
dzFΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

)

= AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃) γΛΛΛ(x̃)

)

= AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

)
AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
γΛΛΛ(x̃)

)

= AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

)
γΛΛΛ(ỹ) ,

where the second equality follows by the definition of FΛ, and the fourth by Corollary 2.26.

Therefore both FΛΛΛ(ỹ)(p(ỹ), p(z̃), ηỹ,z̃) and AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

)
satisfy

the differential equation dzF = F · γΛΛΛ(ỹ), and therefore there exists an element C ∈ exp(Ĝ)

which does not depend on z̃ such that

(2.8.4) FΛΛΛ(ỹ)(p(ỹ), p(z̃), ηỹ,z̃) = C AdFΛΛΛ(x̃)(p(x̃),p(ỹ),ηx̃,ỹ)

(
FΛΛΛ(x̃)(p(x̃), p(z̃), ηx̃,z̃)

)
.

Specialising this identity at z̃ = ỹ implies that C = FΛΛΛ(x̃)(p(x̃), p(ỹ), ηx̃,ỹ)−1, and substituting

this value into (2.8.4) proves the identity (2.8.3). �

In particular, this shows that g̃x̃,βββ g̃
−1
ỹ,βββ is constant. If now we want to vary both x̃ and βββ, we

obtain the following:

Proposition 2.28. For any x̃, ỹ ∈ C̃ \ p−1(∞), any two families βββ,βββ′ as in §2.2, the function

g̃x̃,βββ g̃
−1
ỹ,βββ′ on C̃ \ p−1(∞) is the pull-back of a function defined on C \∞.
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Proof. By Proposition 2.24, for any θ ∈ Aut(C̃/C) one has θ∗g̃x̃,βββ = g̃x̃,βββ (ρ0 ◦ cane(θ))
−1 for

any x̃ and any βββ. This implies that

θ∗
(
g̃x̃,βββ g̃

−1
ỹ,βββ′

)
= g̃x̃,βββ (ρ0 ◦ cane(θ))

−1 (ρ0 ◦ cane(θ)) g
−1
ỹ,βββ′ = g̃x̃,βββ g̃

−1
ỹ,βββ′ .

�

2.9. Trivialising the restriction of P to (C \∞)n.

2.9.1. The Lie algebra th,n. Let n be an integer ≥ 1 and th,n be the Lie algebra generated by

elements a
(r)
i , b

(r)
i , with i ∈ [[1, h]], r ∈ [[1, n]], and by elements trs, with r, s ∈ [[1, n]], r 6= s,

subject to the following relations:

(i) For any i ∈ [[1, h]] and for pairwise distinct r, l,m ∈ [[1, n]],

[a
(r)
i , tlm] = [b

(r)
i , tlm] = 0 .

(ii) For any r ∈ [[1, n]],

(2.9.1)
∑

i∈[[1,h]]

[b
(r)
i , a

(r)
i ] +

∑

s∈[[1,n]]\{r}

trs = 0.

(iii) For any i, j ∈ [[1, h]] and any r, s ∈ [[1, n]], r 6= s,

[b
(r)
i , a

(s)
j ] = −[a

(r)
i , b

(s)
j ] = δij trs ,

[a
(r)
i , a

(s)
j ] = [b

(r)
i , b

(s)
j ] = 0 .

These relations imply trs = tsr for any r 6= s (see [En], Lemma 18 (1)). The Lie algebra th,n

is equipped with a Z≥0-grading by deg(a
(r)
i ) = deg(b

(r)
i ) = 1, deg(trs) = 2; for d ≥ 0, we

denote by th,n[d] its degree-d component. We define t̂h,n to be the degree completion of th,n.

The degree completion U(th,n)∧ of the enveloping algebra of th,n is a topological Hopf algebra;

the exponential map exp : U(th,n)∧+ → U(th,n)∧ (where the source is the product of positive

degree components of U(th,n)∧) sets up a bijection between t̂h,n and its group G(U(th,n)∧) of

group-like elements, which will henceforth be denoted exp(̂th,n).

2.9.2. Construction of P.

Lemma 2.29. For any r ∈ [[1, n]], there is a unique morphism of graded Lie algebras (r) :

G → th,n, denoted X 7→ X(r), such that ai 7→ a
(r)
i and bi 7→ b

(r)
i for any i ∈ [[1, h]]. It induces

a morphism of topological Hopf algebras (r) : U(G)∧ → U(th,n)∧ and a morphism of groups

(r) : exp(Ĝ) → exp(̂th,n).

Proof. This follows from the fact that G is freely generated by the elements ai, bi. �

Let µ : Aut(C̃/C) → exp(Ĝ) be a group morphism, and let exp(̂th,n)µ be the principal

exp(̂th,n)-bundle over Cn attached to µ, obtained as follows. For any θ ∈ Aut(C̃/C), we

set θ(r) to be the automorphism of C̃n acting as θ on the r-th component and as the identity on

all the other ones. For U ⊂ Cn an open subset, the set of sections Γ(U, exp(̂th,n)µ) is defined to
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be the set of holomorphic maps g : (pn)−1(U) → exp(̂th,n) such that6 (θ(r))∗g = g · (µ(θ)(r))−1

for any θ ∈ Aut(C̃/C) and any r ∈ [[1, n]].

Definition 2.30. The principal exp(̂th,n)-bundle P introduced in [En] is defined by setting

P := exp(̂th,n)ρ0◦cane
.

2.9.3. Trivialisation of P. From now on, for any function or 1-form φ taking values in U(Lie(b1, . . . , bh))∧,

and for any r ∈ [[1, n]], we will denote by φ(r) the composition (r) ◦ φ, which takes value in

U(th,n)∧. Moreover, if φ is defined on a Riemann surface Σ and if prr : Σn → Σ is the

projection on the r-th component, then we set

(2.9.2) φ{r} := pr∗r φ
(r) .

Notice that, if φ takes values in exp(Lie(b1, . . . , bh)∧), then φ(r) and φ{r} take values in exp(̂th,n).

In particular, since g̃x̃,βββ takes values in exp(Lie(b1, . . . , bh)∧), one can consider the exp(̂th,n)-

valued function g̃
{r}
x̃,βββ .

Definition 2.31. We define g̃ggx̃,βββ : (C̃ \ p−1(∞))n → exp(̂th,n) by setting

g̃ggx̃,βββ := g̃
{1}
x̃,βββ · · · g̃

{n}
x̃,βββ .

Lemma 2.32. For any θ ∈ Aut(C̃/C) and any r ∈ [[1, n]], one has

(θ(r))∗ g̃ggx̃,βββ = g̃ggx̃,βββ · (ρ0 ◦ cane(θ)
(r))−1 .

Proof. One has

(θ(r))∗ g̃ggx̃,βββ = g̃
{1}
x̃,βββ · · ·pr∗r ((r) ◦ θ∗ g̃x̃,βββ) · · · g̃

{n}
x̃,βββ

= g̃
{1}
x̃,βββ · · ·pr∗r ((r) ◦ g̃x̃,βββ · (ρ0 ◦ cane(θ))

−1) · · · g̃
{n}
x̃,βββ

= g̃
{1}
x̃,βββ · · · g̃

{r}
x̃,βββ · (ρ0 ◦ cane(θ)

(r))−1 · · · g̃
{n}
x̃,βββ

= g̃
{1}
x̃,βββ · · · g̃

{r}
x̃,βββ · · · g̃

{n}
x̃,βββ · (ρ0 ◦ cane(θ)

(r))−1 = g̃ggx̃,βββ · (ρ0 ◦ cane(θ)
(r))−1

where the second equality follows from Proposition 2.24, and the fourth equality follows from

the fact that ρ0 takes values in exp(Lie(b1, . . . , bh)∧) and that b
(r)
i commutes with the image of

exp(Lie(b1, . . . , bh)∧) by (s) for any s 6= r. �

Theorem 2.33. The restriction of the principal exp(̂th,n)-bundle P to (C \∞)n is trivial.

Proof. Let Ptrv be the trivial principal bundle over (C \ ∞)n with group exp(̂th,n). Then the

set of isomorphisms of principal bundles over (C \∞)n from Ptrv to P is Γ((C̃ \p−1(∞))n,P) =

{g : (C̃ \ p−1(∞))n → exp(̂th,n) | ∀r ∈ [[1, n]], ∀θ ∈ Aut(C̃/C), (θ(r))∗g = g · (ρ0 ◦ cane(θ)
(r))−1}.

By Lemma 2.32, g̃ggx̃,βββ belongs to this set. �

6Here one should not confuse the superscript notation •(r) for the automorphism θ with that, introduced in

Lemma 2.29, for µ(θ) ∈ exp(Ĝ).
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3. Construction of the Maurer-Cartan elements JJJ x̃,βββ

In this section we construct a Maurer-Cartan element JJJ x̃,βββ on Cn(C \∞), making use of the

function g̃x̃,βββ from the previous section.

In the background sections §3.1 and §3.2 we introduce the Schottky cover π : Ĉ → C, we

recall some facts about Poincaré residues and we introduce the fundamental forms of second

and third kind on closed Riemann surfaces. In §3.3 we present the Maurer-Cartan element KKK

on Cn(Ĉ) which gives rise to the connection ∇P on P from [En]. We devote §3.4 and §3.5 to

the construction of the element JJJ x̃,βββ , which is obtained from KKK by gauge conjugation. In §3.6

we discuss the dependence of JJJ x̃,βββ on x̃ and βββ.

3.1. The Schottky formalism. Throughout this section, we set x := p(x̃) ∈ C.

3.1.1. A fundamental domain of C in C̃. In §2.1.2, we made the choice of an element e ∈ E, a

universal covering p : C̃ → C and a point ∞ ∈ C. This choice induces an isomorphism cane :

Aut(C̃/C)→̃〈Ai, Bi〉/(
∏

i(Ai, Bi)) (see Lemma 2.10). For i ∈ [[1, h]] define Ai,Bi ∈ Aut(C̃/C)

as can−1
e (Ai), can−1

e (Bi).

By Definitions 2.8 and 2.5, the choice of x̃ ∈ C̃ \ p−1(∞) gives rise to an element ex̃ ∈

Iso∞(π1(C \ ∞, x), 〈Ai, Bi〉)/(
∏

i(Ai, Bi)), where Iso∞(π1(C \ ∞, x), 〈Ai, Bi〉) was defined as

the set of isomorphisms π1(C \∞, x) → 〈Ai, Bi〉 which take the conjugacy class attached to ∞

to the conjugacy class of
∏

i(Ai, Bi), and (
∏

i(Ai, Bi)) acts on it by conjugation.

Let ẽx̃ ∈ Iso∞(π1(C\∞, x), 〈Ai, Bi〉) be a lift of ex̃. For i ∈ Z/gZ, let Ai,Bi be loops in C\∞,

based at x and intersecting only at this point, representing the elements ẽ−1
x̃ (Aĩ), ẽ

−1
x̃ (Bĩ) ∈

π1(C \∞, x), where ĩ is the representative of i in [[1, h]] . Denote by D the complement in C of

the union of these loops; it is a simply-connected open subset of C. See Figure 1 for a picture

of D and the identifications of ∂D for h = 2.

Set θi :=
∏i−1

j=1(Aj ,Bj) ∈ Aut(C̃/C), and consider in C̃ the collection of points ui := θi(x̃),

vi := θiAi(x̃), wi := θiAiBi(x̃), zi := θiAiBiA
−1
i (x̃) for i ∈ Z/gZ, where we confuse elements

of Z/gZ with their representatives in [[1, h]]; in particular, u1 = x̃. These are all elements

of p−1(x).

Lemma 3.1. For any i ∈ Z/gZ, the lift of Ai (resp. Bi, A−1
i , B−1

i ) starting at ui (resp.

vi, wi, zi) is a path in C̃ ending at vi (resp. wi, zi, ui+1). This path will be denoted Ãi

(resp. B̃i, Ã
−1
i , B̃−1

i ).

Proof. We prove this statement only in the case of ui. Then ui = θi(x̃). The class of Ai in

π1(C, x) is the image under the morphism π1(C\∞, x) → π1(C, x) of ẽ−1
x̃ (Ai) which by (2.1.3) is

equal to (efillx̃ )−1(Ai). The endpoint of the lift to C̃ of Ai starting at ui is then, by Lemma 2.2

(a), ui · (efillx̃ )−1(Ai). Since ui = θi(x̃), eq. (2.1.2) implies that this point is equal to θi(x̃ ·

(efillx̃ )−1(Ai)), which by Lemma 2.2 (b) is equal to θi(autx̃
(efill

x̃
)−1(Ai)

(x̃)). By the definition of
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Figure 1. The domain D ⊂ C as the interior of a polygon with boundary
identifications.

cane (see eq. (2.1.4)), autx̃
(efill

x̃
)−1(Ai)

= can−1
e (Ai), which is equal to Ai. Therefore the endpoint

is equal to θi ◦ Ai(x̃) = vi. �

Lemma 3.2. The paths Ã−1
i (resp. B̃−1

i ) and the inverses of the paths Ãi (resp. B̃i) are pairwise

identified, up to change of orientation, through the actions of elements of Aut(C̃/C) as follows:

Ã−1
i = AdθiAi

Bi

(
Ã−1

i

)
(resp. B̃−1

i = AdθiAiBi
(A−1

i )
(
B̃−1
i

)
) .

Proof. In the first (resp. second) case, one checks that the said element maps the endpoints

(vi, ui) of Ã−1
i to the endpoints (wi, zi) of Ã−1

i (resp. the endpoints (wi, vi) of B̃−1
i to the

endpoints (zi, xi+1) of B̃−1
i ). �

Lemma 3.3. (a) The collection of paths in C̃ defined in Lemma 3.1 defines a non-intersecting

loop in C̃.

(b) There exists a unique continuous map D → C̃ such that D → C̃ → C is the canonical

injection and such that the boundary of its image D̃ is the loop from (a). The restriction of

p : C̃ → C to D̃ induces a bijection D → D̃. One may construct a fundamental domain of C

in C̃ as the union of D̃ with a suitable subset of its boundary.

(c) The intersection D̃ ∩ p−1(∞) contains exactly one point, which will be denoted ∞̃.

Proof. (a) follows from the fact that any pair of paths among the Ai,Bi meet only at x, and

from the fact that the elements of Aut(C̃/C) taking Ã−1
i to Ã−1

i and B̃−1
i to B̃−1

i are nontrivial

by Lemma 3.2.

(b) follows from the uniformization theorem, i.e. from the fact that C̃ is isomorphic, as an

analytic variety, to the complex upper half-plane.

(c) follows from (b) and from the fact that the paths Ai and Bi do not meet the point ∞. �
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The domain D̃, its boundary components and their identifications are illustrated for h = 2

in Figure 2.
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Ã1

B̃1
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Figure 2. The domain D̃ ⊂ C̃.

3.1.2. Construction of the Schottky covering Ĉ of C. Let N ⊳ 〈Ai, Bi〉/(
∏

i(Ai, Bi)) be the

normal subgroup generated by the elements Ai (i ∈ [[1, h]]). Its preimage can−1
e (N) under the

isomorphism cane is a normal subgroup of Aut(C̃/C).

Definition 3.4. We set Ĉ := C̃/can−1
e (N). The natural map π : Ĉ → C is called the Schottky

covering of C.

Since N is normal in 〈Ai, Bi〉/(
∏

i(Ai, Bi)), and since the quotient group is freely generated

by the classes of the elements Bi (i ∈ [[1, h]]), the projection Ĉ → C is a Galois covering and

Aut(Ĉ/C) is isomorphic to the free group 〈Bi〉.

3.1.3. Some geometry in Ĉ. Let p̂ : C̃ → Ĉ be the canonical projection. There is a group

morphism

Aut(C̃/C) → Aut(Ĉ/C) , θ 7→ θ̂ ,

where θ̂ ∈ Aut(Ĉ/C) is uniquely determined by p̂ ◦ θ = θ̂ ◦ p̂.

Lemma 3.5. (a) There is a unique group isomorphism can∧
e : Aut(Ĉ/C)→̃〈Bi〉, such that the

following diagram commutes:

Aut(C̃/C) 〈Ai, Bi〉/(
∏

i(Ai, Bi))

Aut(Ĉ/C) 〈Bi〉

cane

can∧
e

(b) One has Âi = 1 and B̂i = (can∧
e )−1(Bi).
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Proof. For the proof of (a), recall that 〈Bi〉 =
(
〈Ai, Bi〉/(

∏
i(Ai, Bi))

)
/N , so we need to prove

that cane takes the kernel of the left vertical morphism Aut(C̃/C) → Aut(Ĉ/C) to the normal

subgroup N ⊳ 〈Ai, Bi〉/(
∏

i(Ai, Bi)).

By definition of θ̂, and because p̂ is surjective, θ̂ = 1 if and only if p̂ ◦ θ = p̂. There-

fore ker(Aut(C̃/C) → Aut(Ĉ/C)) = {θ ∈ Aut(C̃/C) | p̂ ◦ θ = p̂}, which is in turn equal to

can−1
e (N), because p̂ : C̃ ։ Ĉ = C̃/can−1

e (N).

(b) follows from (a) and from the fact that we have defined Ai (resp. Bi) as can−1
e (Ai) (resp.

can−1
e (Bi)). �

The group Aut(Ĉ/C) is then freely generated by the elements B̂i, i ∈ [[1, h]].

Definition 3.6. (a) We set x̂ := p̂(x̃); this is a point in Ĉ.

(b) For i ∈ [[1, h]], we set Âi := p̂(Ãi), B̂i := p̂(B̃i); these are paths in Ĉ.

Lemma 3.7. (a) For i ∈ [[1, h]], Âi is a loop in Ĉ based at x̂.

(b) For i ∈ [[1, h]], B̂i is a path in Ĉ starting at x̂ and ending at B̂i(x̂).

(c) For i ∈ [[1, h]], p̂(Ã−1
i ) = B̂i(Âi)

−1 and p̂(B̃−1
i ) = B̂−1

i

(d) The nontrivial intersections between the paths Âi, B̂i(Âi), B̂i, i ∈ [[1, h]] are:

∀i 6= j, Âi ∩ Âj = B̂i ∩ B̂j = {x̂}; ∀i, j, Âi ∩ B̂j = {x̂}; ∀i, B̂i(Âi) ∩ B̂i = {B̂i(x̂)}.

Proof. By Lemma 3.1, Âi (resp. B̂i) starts at the point p̂(ui) (resp. p̂(vi)) and ends at the

point p̂(vi) (resp. p̂(wi)). Recall that ui = θi(x̃), vi = θiAi(x̃) and ui = θiAiBi(x̃), where

θi =
∏i−1

j=1(Ai,Bi). Statements (a) and (b) immediately follow from the fact (see point (b) of

Lemma 3.5) that Âi = 1, which implies that also θ̂i = 1 and so that p̂(ui) = p̂(vi) = x̂ and that

p̂(wi) = B̂(x̂).

Moreover, combining the fact that Âi = θ̂i = 1 with Lemma 3.2 we obtain the statement (c).

Finally, (d) follows from (a) and (b) and from the fact that the only common intersection of

the loops Ai,Bi on the curve C is the point p(x̃). �

Definition 3.8. We define D̂ := p̂(D̃). This is a subset of Ĉ.

Lemma 3.9. D̂ is an open subset of Ĉ, whose boundary is equal to ∂D̂ = ∪i(Âi∪ B̂i(Âi)∪B̂i).

The projection π : Ĉ → C sets up a bijection D̂ → D.

Proof. All the statements follow from part (b) of Lemma 3.3, which must be combined with

part (c) of Lemma 3.7 to obtain ∂D̂. �

Definition 3.10. We define D̂ to be the closure of D̂ in Ĉ, so D̂ = D̂ ∪ ∂D̂.

Lemma 3.11. The boundary of D̂ in Ĉ is equal to ∂D̂ = ∪i(Âi ∪ B̂i(Âi)).

Proof. Lemma 3.3 implies that the domain D̂ is bounded by the loop
∏h

i=1 ÂiB̂iB̂i(Âi)
−1B̂−1

i

(see Figure 3 for the h = 2 case). The fact that both B̂i and B̂−1
i belong to this loop implies
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that any point in B̂i \ {x̂, B̂i(x̂)} has a neighborhood which is completely contained in D̂, and

therefore they do not belong to ∂D̂. On the other hand, any point in Âi\{x̂} or B̂i(Âi)\{B̂i(x̂)}

belongs to the boundary ∂D̂ because, by part (d) of Lemma 3.7, they only appear once in the

loop bounding D̂. Finally, the points x̂ and B̂i(x̂) must also belong to ∂D̂ because otherwise ∂D̂

would not be closed. �

A fundamental domain of C in Ĉ is D̂ − ∪iB̂i(Âi), which both contains D̂ and is contained

in D̂ . We will set ∞̂ := p̂(∞̃). Since ∞̃ ∈ D̃, ∞̂ belongs to D̂. The domain D̂, its boundary

components and their identifications are illustrated for h = 2 in Figures 3 and 4.

• ••

••

••

••••

••

••

•
x̂ x̂

B̂1(x̂)

B̂1(x̂)

x̂x̂

B̂2(x̂)

B̂2(x̂)

• ∞̂

D̂DD

Â1

B̂1

B̂1(Â1)−1

B̂−1
1

Â2

B̂2

B̂2(Â2)−1

B̂−1
2

B̂1

B̂2

Figure 3. The domain D̂ ⊂ Ĉ as the interior of a polygon with boundary
identifications.

• ••
x̂ B̂1(x̂)B̂2(x̂)

Â1

Â2

B̂1

B̂−1
1

B̂2(Â2)−1

B̂1(Â1)−1
B̂2

B̂−1
2

D̂DD

∞̂

Figure 4. The external boundary should be thought of as the point ∞̂. The
domain D̂ ⊂ Ĉ is the complement of the coloured regions.
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The Riemann surface structure on C induces a Riemann surface structure on Ĉ. The residue

theorem on D̂ implies that for any meromorphic differential ω on Ĉ without poles on ∂D̂, one

has7

(3.1.1) 2πi
∑

P∈D̂

resP (ω) +

h∑

i=1

∫

Âi

(B̂∗
i − 1)(ω) = 0.

3.2. Residues along diagonals and fundamental forms.

3.2.1. Poincaré residues. Let X be a complex manifold, i : Y →֒ X be a smooth analytic

hypersurface, and ωX , ωY be the respective canonical bundles. The adjunction formula says

that8 i∗(ωX(Y )) ≃ ωY . It follows that, if E is a vector bundle on X , then i∗(E ⊗ ωX(Y )) ≃

i∗(E) ⊗ ωY . This implies the existence of a map resEY : Γ(X,E ⊗ ωX(Y )) → Γ(Y, i∗(E) ⊗ ωY ),

called the Poincaré residue (we will sometimes drop E from the notation).

3.2.2. Residue for (Ω1
C)⊠2(2∆)/(Ω1

C)⊠2. Let C be a closed Riemann surface, so that ωC = Ω1
C ,

and let ∆ be the diagonal in C2. Consider the exact sequence of sheaves of OC2-modules

(3.2.1) 0 −→ (Ω1
C)⊠2 −→ (Ω1

C)⊠2(2∆) −→ (Ω1
C)⊠2(2∆)/(Ω1

C)⊠2 −→ 0 .

Observe that if U ⊂ C is an open subset, then the class [d1d2 log(F
(1)
U −F

(2)
U )] ∈ Γ(U, (Ω1

C)⊠2(2∆)/(Ω1
C)⊠2)

is independent of the choice of FU ∈ Γ(U,OC) such that dFU does not vanish on U ; here

F
(1)
U , F

(2)
U ∈ Γ(U2,OC2) denote FU ⊗ 1 and 1 ⊗ FU , respectively, and d1, d2 denote the differ-

entials on the first and on the second copy of C in C2, respectively. Moreover, these various

sections glue together and define a canonical section in Γ(C2, (Ω1
C)⊠2(2∆)/(Ω1

C)⊠2). Multipli-

cation by this section gives rise to an isomorphism of sheaves of OC2-modules

(3.2.2) OC2/OC2(−2∆) →̃ (Ω1
C)⊠2(2∆)/(Ω1

C)⊠2 .

A splitting of the exact sequence

0 −→ OC2(−∆)/OC2(−2∆) −→ OC2/OC2(−2∆) −→ OC2/OC2(−∆) −→ 0

of sheaves of vector spaces over C2 can be constructed as follows. For U ⊂ C open subset,

let AU := Γ(U,OC) and JU := ker(mU : AU ⊗ AU → AU ). Then Γ(U2,OC2/OC2(−2∆)) ≃

(AU ⊗ AU )/J2
U , while Γ(U2,OC2/OC2(−∆)) ≃ (AU ⊗ AU )/JU ≃ AU , the last identification

being induced by mU . The map

Γ(U2,OC2/OC2(−∆)) ≃ AU → (AU ⊗AU )/J2
U ≃ Γ(U2,OC2/OC2(−2∆)) ,

where the middle map is a 7→ a⊗ 1, is a section of the canonical map

Γ(U2,OC2/OC2(−2∆)) → Γ(U2,OC2/OC2(−∆))

7We set i :=
√
−1.

8For E a holomorphic vector bundle on X and D =
∑
niYi a divisor (Yi ⊂ X irreducible analytic hyper-

surfaces, ni ∈ Z), we set E(D) := E ⊗OX(D), where OX(D) is the line bundle of meromorphic functions with
poles of order at most ni at Yi if ni is positive, and zeros of order at least −ni at Yi if ni is negative.
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which induces an isomorphism

(3.2.3) OC2/OC2(−2∆) ≃ OC2/OC2(−∆) ⊕OC2(−∆)/OC2(−2∆) .

of sheaves of vector spaces over C2.

Combining the second morphism in (3.2.1), the inverse of (3.2.2) and the isomorphism (3.2.3),

one obtains a morphism of sheaves of vector spaces over C2

(Ω1
C)⊠2(2∆) → OC2/OC2(−∆) ⊕OC2(−∆)/OC2(−2∆)

which, upon taking global sections and identifying Γ(C2,OC2/OC2(−∆)) ≃ Γ(C,OC) and

Γ(C2,OC2(−∆)/OC2(−2∆)) ≃ Γ(C,Ω1
C), induces a linear map

Res : Γ(C2, (Ω1
C)⊠2(2∆)) → Γ(C,OC) ⊕ Γ(C,Ω1

C) .

Using the isomorphism9 i∗(OC2(−∆)) ≃ Ω1
C , where i : ∆ →֒ C2, one checks that the first

component of Res is equal to the Poincaré residue res
OC2 (∆)
∆ .

If α ∈ Γ(C2, (Ω1
C)⊠2(2∆)), then in a neighborhood of the diagonal one has α = a−2(z)dzdw/(w−

z)2 +a−1(z)dzdw/(w− z) +O(1)dzdw in terms of local coordinates z, w and holomorphic func-

tions a−2 and a−1. One can check that Res(α) = (a−2(z), a−1(z)dz), so in particular a−2(z)

and a−1(z)dz do not depend on the choice of local coordinates. For this reason, we will call

Res−2(α) and Res−1(α) the first and second components of Res(α), respectively.

3.2.3. Fundamental forms of the second and third kind. In [Fay], one defines an element ϕ ∈

Γ(C2, (Ω1
C)⊠2(2∆)) (denoted by ω in [Fay], and by ψzw in [En]), which satisfies Res(ϕ) = (1, 0),

called the fundamental form of the second kind. It follows from [Fay], eq. (28) and (ii) p. 16,

that ϕ is invariant under exchanging the two factors of C2. We will need two properties of ϕ,

proven in [Fay], Cor. 2.6 (iii), which we reformulate as follows.

For any (P, v) ∈ T 1,0C, there is a well-defined map
∣∣
C×(P,v)

: Γ(C2, (Ω1
C)⊠2(2∆)) →

Γ(C,Ω1
C(2P )) given by the pairing with (P, v) in the second variable. Moreover, by the residue

theorem, elements of Γ(C,Ω1
C(2P )) are differentials of the second kind, so that integration gives

a pairing H1(C,Q)×Γ(C,Ω1
C(2P )) → C (for η a loop in C avoiding P , and α ∈ Γ(C,Ω1

C(2P )),

one has 〈[η], α〉 =
∫
η α)). Then one has 〈Ai, ϕ

∣∣
C×(P,v)

〉 = 0, 〈Bi, ϕ
∣∣
C×(P,v)

〉 = ωi(P, v), where

ωi(P, v) ∈ C denotes the pairing between the holomorphic 1-form ωi ∈ Γ(C,Ω1
C) introduced in

§2.2 and (P, v). We will therefore write
∫ (1)

Ai
ϕ = 0 and

∫ (1)

Bi
ϕ = ωi, where the superscript (1)

means that we integrate in the first coordinate. Since ϕ is symmetric in its two arguments, one

also has
∫ (2)

Ai
ϕ = 0 and

∫ (2)

Bi
ϕ = ωi.

9Let NY/X denote the normal bundle of a complex submanifold Y ⊂ X, ∆ be the diagonal in X2 and T 1,0∆

be its holomorphic tangent bundle, then N∆/X2 ≃ T 1,0∆. If the case of a Riemann surface C, this implies that

N∗
∆/C2 ≃ Ω1

∆. On the other hand, if i : Y →֒ X is a smooth analytic hypersurface of a complex manifold X,

then by the adjunction formula N∗
Y/X

≃ i∗(OX (−Y )), and therefore N∗
∆/C2 ≃ i∗(OC2 (−∆)). Combining these

two remarks gives i∗(OC2 (−∆)) ≃ Ω1
C .
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Now for r, s ∈ [[1, n]] with r 6= s, let ∆rs ⊂ Cn be the divisor associated with the diagonal

zr = zs. For r ∈ [[1, n]], set ∆r :=
∑

s6=r ∆rs and let ∆ :=
∑

r<s ∆rs. Let ∆̂rs, ∆̂r and ∆̂ be the

divisors of Ĉn, respectively defined as the pull-backs of ∆rs, ∆r and ∆ under the projection

πn : Ĉn → Cn. Let also ∆rs(Ĉ) be the divisor of Ĉn associated with the diagonal ẑr = ẑs, so

that ∆̂rs =
∑

θ∈Aut(Ĉ/C) θ
(r)(∆rs(Ĉ)), where θ(r) denotes the automorphism of Ĉn acting as θ

on the r-th component and as the identity on all the other ones.

Consider the restriction ϕ
∣∣
(P,v)×C

∈ Γ(C,Ω1
C(2P )). Since

∫
Âi
ϕ
∣∣
(P,v)×C

= res∞ϕ
∣∣
(P,v)×C

=

0, then the assignment (Q̂, R̂) →
∫ Q̂

R̂
ϕ
∣∣
(P,v)×C

gives rise to an element of Γ(Ĉ2,O⊠2
Ĉ

(π−1(π(P ))×

Ĉ + Ĉ × π−1(π(P )) − ∆(Ĉ))), which we denote by
∫ •

•
ϕ
∣∣
(P,v)×C

. Moreover, the map (P, v) →
∫ •

• ϕ
∣∣
(P,v)×C

is linear in v and analytic in (P, v), so it gives rise to an element in Γ(Ĉ3,Ω1
Ĉ
⊠

O⊠2
Ĉ

(∆̂12 + ∆̂13 − ∆23(Ĉ))), which fixing the second and third coordinate is the pull-back of a

meromorphic 1-form on C. This element, which we denote by ψ or by (
∫ •

•
)(2)ϕ, is called the

fundamental form of the third kind. Moreover, for any P ∈ Ĉ let

(3.2.4) ψP := ψ
∣∣
Ĉ2×P

=
( ∫ •

P

)(2)
ϕ ∈ Γ(Ĉ2,Ω1

Ĉ
⊠OĈ(∆̂12 + π−1(π(P̂ )) × Ĉ − Ĉ × P̂ )) .

In the rest of the article, we will only be interested in ψP , especially in the case where P = ∞̂,

and we will call also such restrictions “fundamental forms of the third kind”.

3.2.4. Residues on the Schottky covering. Let ∆(Ĉ) denote the diagonal in Ĉ2, and let ∆̂ :=

π−1(∆) =
⊔

θ∈Aut(Ĉ/C)(θ, 1)(∆(Ĉ)). Pulling back by the map π : Ĉ → C the first morphism

of (3.2.1), which remains injective, and identifying (Ω1
Ĉ

)⊠2 ≃ π∗((Ω1
C)⊠2) and (Ω1

Ĉ
)⊠2(2∆̂) ≃

π∗((Ω1
C)⊠2(2∆)), one obtains a morphism

(3.2.5) (Ω1
Ĉ

)⊠2(2∆̂) → (Ω1
Ĉ

)⊠2(2∆̂)/(Ω1
Ĉ

)⊠2 .

If we identify OĈ2/OĈ2(−2∆̂) ≃ (π2)∗(OC2/OC2(−2∆)), then the isomorphism (3.2.2) gives

rise to an isomorphism

(3.2.6) OĈ2/OĈ2(−2∆̂) →̃ (Ω1
Ĉ

)⊠2(2∆̂)/(Ω1
Ĉ

)⊠2 .

A splitting of the exact sequence

0 → OĈ2(−∆̂)/OĈ2(−2∆̂) → OĈ2/OĈ2(−2∆̂) → OĈ2/OĈ2(−∆̂) → 0

of sheaves of vector spaces over Ĉ2 can be constructed as follows. For U ⊂ C open subset

and U1, U2 lifts to the first and the second component of Ĉ2, let Ai
U := Γ(Ui,OĈ) and J12

U :=

ker(A1
U ⊗ A2

U → AU ). Then Γ(U1 × U2,OĈ2/OĈ2(−2∆̂)) ≃ (A1
U ⊗ A2

U )/(J12
U )2, while Γ(U1 ×

U2,OĈ2/OĈ2(−∆̂)) ≃ (A1
U ⊗A2

U )/JU ≃ AU . The map

Γ(U1 × U2,OĈ2/OĈ2(−∆̂)) ≃ AU → (AU ⊗AU )/J2
U ≃ Γ(U1 × U2,OĈ2/OĈ2(−2∆̂)) ,

where the middle map is a 7→ a⊗ 1, is a section of the canonical map

Γ(U1 × U2,OĈ2/OĈ2(−2∆̂)) → Γ(U1 × U2,OĈ2/OĈ2(−∆̂)) .
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It follows that there is an isomorphism

(3.2.7) OĈ2/OĈ2(−2∆̂) ≃ OĈ2/OĈ2(−∆̂) ⊕OĈ2(−∆̂)/OĈ2(−2∆̂)

of sheaves of vector spaces over Ĉ2.

Combining the second morphism in (3.2.5), the inverse of (3.2.6) and the isomorphism (3.2.7),

one obtains a morphism of sheaves of vector spaces over Ĉ2

(Ω1
Ĉ

)⊠2(2∆̂) → OĈ2/OĈ2(−∆̂) ⊕OĈ2(−∆̂)/OĈ2(−2∆̂)

which, upon taking global sections and identifying10 Γ(Ĉ2,OĈ2/OĈ2(−∆)) ≃ Γ(Ĉ,OĈ)Aut(Ĉ/C)

and Γ(Ĉ2,OĈ2(−∆̂)/OĈ2(−2∆̂)) ≃ Γ(Ĉ, (Ω1
Ĉ

)Aut(Ĉ/C), induces a linear map

R̂es = ⊕θ∈Aut(Ĉ/C)R̂es
θ

: Γ(Ĉ2, (Ω1
Ĉ

)⊠2(2∆̂)) → Γ(Ĉ,OĈ)Aut(Ĉ/C) ⊕ Γ(Ĉ,Ω1
Ĉ

)Aut(Ĉ/C) ,

whose first and second component will be denoted R̂es−2 = ⊕θ∈Aut(Ĉ/C)R̂es
θ

−2 and R̂es−1 =

⊕θ∈Aut(Ĉ/C)R̂es
θ

−1, respectively.

If α ∈ Γ(Ĉ2, (Ω1
Ĉ

)⊠2(2∆̂)), then in a neighborhood of any shifted diagonal {(P, θ(P )), P ∈ Ĉ}

there are holomorphic functions aθ−2 and aθ−1 such that, in local coordinates, α = aθ−2(z)dzdw/(w−

z)2 + aθ−1(z)dzdw/(w− z) +O(1)dzdw. One can check that R̂es
θ
(α) = (aθ−2(z), aθ−1(z)dz), and

therefore aθ−2(z) = R̂es
θ

−2(α) and aθ−1(z)dz = R̂es
θ

−1(α) do not depend on the choice of local

coordinates. We conclude with an explicitly coordinate-independent formula for R̂es
θ

−1:

Lemma 3.12. Let C(P ) denote a positive oriented small circle around a point P . If α ∈

Γ(Ĉ2, (Ω1
Ĉ

)⊠2(2∆̂)), θ ∈ Aut(Ĉ/C) and (P0, v0) ∈ T 1,0C, then

R̂es
θ

−1(α)(P0, v0) =

∫

C(θ(P0))

α
∣∣
(P0,v0)×C

.

Proof. Let Û be a neighborhood of P0, and fix a local coordinate on Û which vanishes at P0.

This induces a local coordinate w on θ(Û), and we obtain a coordinate system (z, w) on Û×θ(Û)

such that, locally, α = aθ−2(z)dzdw/(w−z)2+aθ−1(z)dzdw/(w−z)+O(1)dzdw. On the one hand

we know that R̂es
θ

−1(α) = aθ−1(z)dz, and therefore if v0 = ∂/∂z one finds R̂es
θ

−1(α)(P0, v0) =

aθ−1(0). On the other hand, if v0 = ∂/∂w then α
∣∣
(P0,v0)×C

= aθ−2(0)dw/w2 + aθ−1(0)dw/w +

O(1)dw, and therefore its integral over C(θ(P0)) is also equal to aθ−1(0), by Cauchy’s theorem,

thus proving our statement. �

3.3. The 1-form KKK.

10The notation Γ(. . .)Aut(Ĉ/C) is to be intended in the set-theoretical sense. The map to the component of

the target indexed by θ ∈ Aut(Ĉ/C) is induced by the restriction to the shifted diagonal {(P, θ(P )), P ∈ Ĉ}.
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3.3.1. The 1-form KKK[1].

Proposition 3.13 (see11 [En], Prop. 11). There exists a unique

KKK[1] ∈ Γ(Ĉn,Ω1
Ĉ
⊠O⊠n−1

Ĉ
(∆̂1)) ⊗̂ t̂h,n,

satisfying the following conditions:12

(a) For every r ∈ [[1, n]] and for every i ∈ [[1, h]]

(3.3.1) (B̂
(r)
i )∗KKK[1] = ead(b

(r)
i ) (KKK[1]) .

(b) For every r ∈ [[2, n]]

(3.3.2) res∆1r(Ĉ)(KKK
[1]) =

1

2πi
t1r .

(c) If13 P ∈ D̂n−1 ∩ Cfn−1(Ĉ), for every i ∈ [[1, h]]

(3.3.3)

∫

Âi

KKK [1]
∣∣
Ĉ×{PPP}

=
ad(b

(1)
i )

ead(b
(1)
i ) − 1

(a
(1)
i ) .

Remark 3.14. Using formula (3.1.1), one can show that the conditions (a) and (b) (or (a) and

(c)) are sufficient to uniquely determine KKK[1].

3.3.2. The 1-forms KKK[r] and KKK. The symmetric group Sn acts by permutation on Ĉn, and this

action lifts to an action on the bundle Ω1
Ĉn

. Consider the decomposition Ω1
Ĉn

= ⊕n
r=1(Ω1

Ĉ
)[r],

where (Ω1
Ĉ

)[r] := O⊠r−1

Ĉ
⊠ Ω1

Ĉ
⊠O⊠n−r

Ĉ
, then any σ ∈ Sn sets up an isomorphism (Ω1

Ĉ
)[r] →

(Ω1
Ĉ

)[σ(r)]. This decomposition extends to a diagram of bundles ⊕n
r=1(Ω

1
Ĉ

)[r](∆̂r) →֒ Ω1
Ĉn

(∆̂).

The action of Sn extends to Ω1
Ĉn

(∆̂) as well as to isomorphisms (Ω1
Ĉ

)[r](∆̂r) → (Ω1
Ĉ

)[σ(r)](∆̂σ(r)).

The group Sn also acts by Lie algebra automorphisms of t̂h,n (permutation of the indices in

[[1, n]]). It follows that Sn acts on both sides of the inclusion

⊕n
r=1Γr →֒ Γ(Ĉn,Ω1

Ĉn(∆̂)) ⊗̂ t̂h,n,

where Γr := Γ(Ĉn, (Ω1
Ĉ

)[r](∆̂r)) ⊗̂ t̂h,n, and that σ ∈ Sn induces an isomorphism Γr → Γσ(r).

View Sn−1 as the subgroup of Sn of all permutations which leave 1 ∈ [[1, n]] fixed. Then Sn−1

acts on Γ1. We recall that KKK [1] ∈ Γ1.

Lemma 3.15. KKK[1] is Sn−1-invariant.

Proof. This follows from the invariance of the conditions defining KKK [1]. �

Definition 3.16. For r ∈ [[2, n]], we define KKK[r] := (1r)KKK [1] ∈ Γr, and we set

KKK :=

n∑

r=1

KKK [r] ∈ Γ(Ĉn,Ω1
Ĉn(∆̂)) ⊗̂ t̂h,n.

11In [En] the 1-form KKK[1] is denoted by α1.
12Here and elsewhere, when we consider the action of (B̂

(r)
i )∗ on KKK[1], as well as its residue and its integral,

we are considering by abuse of notation KKK[1] as a t̂h,n-valued 1-form, rather than an element of Γ((Ĉn,Ω1
Ĉ

⊠

O⊠n−1

Ĉ
(∆̂1)) ⊗̂ t̂h,n.

13The statement of Prop. 11 should be corrected by the inclusion of this condition.
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Lemma 3.17. KKK is Sn-invariant.

Proof. This follows from Lemma 3.15. �

Proposition 3.18. KKK has the following properties:

(a) ∀r ∈ [[1, n]], ∀i ∈ [[1, h]], (B̂
(r)
i )∗KKK = ead(b

(r)
i )(KKK),

(b) ∀r < s ∈ [[1, n]], res∆rs(Ĉ)(KKK) = 1
2πi trs,

(c) dKKK = KKK ∧KKK = 0.

Proof. (a) and (b) are direct consequences of Proposition 3.13, while (c) is contained in [En], §6.

�

As a consequence, d +KKK is a regular singular meromorphic flat connection on the trivial

exp(̂th,n)-bundle on Ĉn, and it is the lift of a regular singular meromorphic flat connection ∇P

on the exp(̂th,n)-bundle P over Cn defined in §2.9.2.

3.4. Construction of gx̃,βββ and gggx̃,βββ. In §2.7 we have constructed a map g̃x̃,βββ : C̃ \ p−1(∞) →

exp(Lie(b1, . . . , bh)∧) such that, for any i ∈ [[1, h]],

A
∗
i g̃x̃,βββ = g̃x̃,βββ ,(3.4.1)

B
∗
i g̃x̃,βββ = g̃x̃,βββ e

−bi .(3.4.2)

Lemma 3.19. There exists a unique map gx̃,βββ : Ĉ \π−1(∞) → exp(Lie(b1, . . . , bh)∧), such that

p̂∗gx̃,βββ = g̃x̃,βββ.

Proof. This follows from (3.4.1) and from the identification of Ĉ with the quotient of C̃ by the

normal subgroup of Aut(C̃/C) generated by the Ai, i ∈ [[1, h]]. �

Definition 3.20. We define gggx̃,βββ : (Ĉ \ π−1(∞))n → exp(̂th,n) by setting

gggx̃,βββ := g
{1}
x̃,βββ · · · g

{n}
x̃,βββ ,

where the notation •{r} was introduced in §2.9.3.

Lemma 3.21. For any r ∈ [[1, n]] and i ∈ [[1, h]], one has

(B̂
(r)
i )∗ gggx̃,βββ = gggx̃,βββ e

−b
(r)
i .

Proof. One has

(B̂
(r)
i )∗ gggx̃,βββ = g

{1}
x̃,βββ · · · pr∗r ((r) ◦ B̂

∗
i gx̃,βββ) · · · g

{n}
x̃,βββ

= g
{1}
x̃,βββ · · · pr∗r ((r) ◦ gx̃,βββ e

−bi) · · · g
{n}
x̃,βββ

= g
{1}
x̃,βββ · · · g

{r}
x̃,βββ e

−b
(r)
i · · · g

{n}
x̃,βββ

= g
{1}
x̃,βββ · · · g

{r}
x̃,βββ · · · g

{n}
x̃,βββ e

−b
(r)
i = gggx̃,βββ e

−b
(r)
i

where the second equality follows from Lemma 3.19 and (3.4.2), and the fourth equality follows

from the fact that b
(r)
i commutes with the image of (s) for any s 6= r. �
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3.5. The connection d+ JJJ x̃,βββ. We define14

III x̃,βββ := gggx̃,βββ d(gggx̃,βββ)−1 ,

HHH x̃,βββ := Adgggx̃,βββ
KKK .

The fact that gggx̃,βββ is a regular map (Ĉ \ π−1(∞))n → exp(̂th,n) implies that III x̃,βββ belongs to

Γ((Ĉ \ π−1(∞))n,Ω1
Ĉn

) ⊗̂ t̂h,n, while the fact that KKK belongs to Γ(Ĉn,Ω1
Ĉn

(∆̂)) ⊗̂ t̂h,n implies

that HHH x̃,βββ belongs to Γ((Ĉ \ π−1(∞))n,Ω1
Ĉn

(∆̂)) ⊗̂ t̂h,n. The lemma below shows that stronger

statements hold true.

Lemma 3.22. (a) III x̃,βββ belongs15 to Γ((C \∞)n,Ω1
Cn) ⊗̂ t̂h,n.

(b) HHH x̃,βββ belongs16 to Γ((C \∞)n,Ω1
Cn(∆)) ⊗̂ t̂h,n.

Proof. We need to prove that (B̂
(r)
i )∗III x̃,βββ = III x̃,βββ and that (B̂

(r)
i )∗HHH x̃,βββ = HHH x̃,βββ for any r ∈ [[1, n]]

and any i ∈ [[1, h]]. For the first statement it is enough to show that ggg−1
x̃,βββ(B̂

(r)
i )∗gggx̃,βββ is constant,

which follows from Lemma 3.21. The second statement follows by combining Lemma 3.21 with

part (a) of Proposition 3.18. �

Definition 3.23. We set

JJJ x̃,βββ := III x̃,βββ + HHH x̃,βββ ∈ Γ((C \∞)n,Ω1
Cn(∆)) ⊗̂ t̂h,n.

In particular,

d + JJJ x̃,βββ = gggx̃,βββ (d+KKK) (gggx̃,βββ)−1 .

The previous lemma implies the following:

Theorem 3.24. d+ JJJ x̃,βββ is a flat connection on the trivial exp(̂th,n)-bundle over (C \∞)n.

Definition 3.25. For r ∈ [[1, n]], set

III
[r]
x̃,βββ := g

{r}
x̃,βββ d((g

{r}
x̃,βββ )−1) ∈ Γ((Ĉ \ π−1(∞))n, (Ω1

Ĉ
)[r]) ⊗̂ t̂h,n ,

HHH
[r]
x̃,βββ := Adgggx̃,βββ

(KKK [r]) ∈ Γ((Ĉ \ π−1(∞))n, (Ω1
Ĉ

)[r](∆̂r)) ⊗̂ t̂h,n ,

JJJ
[r]
x̃,βββ := III

[r]
x̃,βββ + HHH

[r]
x̃,βββ ∈ Γ((Ĉ \ π−1(∞))n, (Ω1

Ĉ
)[r](∆̂r)) ⊗̂ t̂h,n .

Lemma 3.26. (a) For r ∈ [[1, n]], III
[r]
x̃,βββ belongs to Γ((C\∞)n, (Ω1

C)[r]) ⊗̂ t̂h,n whileHHH
[r]
x̃,βββ and JJJ

[r]
x̃,βββ

belong to Γ((C \∞)n, (Ω1
C)[r](∆r)) ⊗̂ t̂h,n.

(b) One has III x̃,βββ =
∑n

r=1 III
[r]
x̃,βββ, HHH x̃,βββ =

∑n
r=1HHH

[r]
x̃,βββ and JJJ x̃,βββ =

∑n
r=1 JJJ

[r]
x̃,βββ.

14For any ξ ∈ exp(̂th,n), let Adξ denote the image of ξ via the group morphism Ad : exp(̂th,n) → GL(̂th,n)

induced by the adjoint action of exp(̂th,n) on t̂h,n, so that Adξ(X) = ξXξ−1 for any X ∈ t̂h,n.
15This is a slight abuse of notation, justified by the existence of a natural injection from Γ((C \∞)n,Ω1

Cn )

into Γ((Ĉ \ π−1(∞))n,Ω1
Ĉn

).
16This is a slight abuse of notation, justified by the existence of a natural injection from Γ((C\∞)n,Ω1

Cn (∆))

into Γ((Ĉ \∞)n,Ω1
Ĉn

(∆̂)).
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Proof. The proof of (a) is the same as that of Lemma 3.22.

The only non-trivial part of (b) is the identity III x̃,βββ =
∑n

r=1 III
[r]
x̃,βββ. By definition, we have

III x̃,βββ = gggx̃,βββd(gggx̃,βββ)−1

=

n∑

r=1

g
{1}
x̃,βββ · · · g

{n}
x̃,βββ (g

{n}
x̃,βββ )−1 · · · d(g

{r}
x̃,βββ )−1 · · · (g

{1}
x̃,βββ )−1.(3.5.1)

Recall that g
{r}
x̃,βββ takes values in exp(Lie(b

(r)
1 , . . . , b

(r)
h )∧) ≤ exp(̂th,n). This, together with

the relations [b
(r)
i , b

(s)
j ] = 0 for any i, j ∈ [[1, h]] and any r, s ∈ [[1, n]] with r 6= s, implies

that g
{r}
x̃,βββ g

{s}
x̃,βββ = g

{s}
x̃,βββg

{r}
x̃,βββ for any r, s ∈ [[1, n]]. The statement follows by combining this fact

with (3.5.1). �

Notice that part (b) of Lemma 3.26 corresponds to the fact that there is a direct sum

decomposition Γ((C \ ∞)n,Ω1
Cn(∆)) = ⊕n

r=1Γ((C \ ∞)n, (Ω1
C)[r](∆r)), which induces a direct

sum decomposition of Γ((C \∞)n,Ω1
Cn(∆)) ⊗̂ t̂h,n.

3.6. Dependence of JJJ x̃,βββ in x̃ and βββ.

Proposition 3.27. For any x̃, ỹ ∈ C̃ \ p−1(∞) and any two families βββ,βββ′ as in §2.2, the

Maurer-Cartan elements JJJ x̃,βββ and JJJ ỹ,βββ′ are related by gauge conjugation by a holomorphic

function hhh : (C \∞)n → exp(̂th,n). If βββ = βββ′ then this function is constant.

Proof. By Proposition 2.28 there exists h : C \ ∞ → exp(Lie(b1, . . . , bh)∧) such that17 gx̃,βββ =

h · gỹ,βββ′ . Let hhh := h{1} · · ·h{n}. Since gy,βββ′ takes values in exp(Lie(b1, . . . , bh)∧) and since

[b
(r)
i , b

(s)
j ] = 0 for r 6= s, then gggx̃,βββ = hhh · gggỹ,βββ′ . Then

d+ JJJ x̃,βββ = Adhhh·gggỹ,βββ′ (d+KKK) = Adhhh ◦ Adgggỹ,βββ′ (d+KKK)

= Adhhh(d+ JJJ ỹ,βββ′) .

If moreover βββ = βββ′, then it follows from Proposition 2.27 that hhh is constant. �

4. Decompositions of KKK and JJJ x̃,βββ

In §4.1 and §4.2 we introduce spaces of multi-valued (i.e. defined on Cn(Ĉ)) and single-valued

(i.e. defined on Cn(C)) forms, respectively, and we explain how in some cases these forms can be

decomposed in terms of forms defined only on one or two copies of the curve. In §4.3 we explain

how to map such multi-valued forms to such single-valued forms using the function gx̃,β. In

§4.4 we make use of results from [En] to show thatKKK[1], which is the main constituent ofKKK (see

Definition 3.16) and which belongs to the space of multi-valued forms, admits a decomposition

in the sense of §4.1. From this we infer in §4.5 a decomposition for HHH
[1]
x̃,β , which is the main

constituent of JJJ x̃,βββ (see Definition 3.25), and which belongs to the space of single-valued forms.

Throughout this section we consider x̃ and βββ as fixed, so we will in general drop the subscript

(x̃,βββ), e.g. we will write JJJ and g instead of JJJ x̃,β and gx̃,β .

17Throughout this proof we write h to denote also its pull-back π∗h.
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4.1. Decompositions of multi-valued forms. For Σ a Riemann surface, let Ω1
Σ,log be the

sheaf of differentials over Σ whose space of sections on an open subset U is the space of mero-

morphic 1-forms on U with at most simple poles.

Definition 4.1. (a) Let Forms be the vector subspace of Γ(Ĉ,Ω1
Ĉ,log

) ⊗̂U(Lie(b1, . . . , bh))∧

spanned by elements δ such that B̂
∗
i δ = ebiδ for any i ∈ [[1, h]].

(b) Let T uples be the complex vector space spanned by tuples (κ1, . . . , κh, κ), constituted

by κ1, . . . κh ∈ Forms and by κ ∈ Γ(Ĉ2, (Ω1
Ĉ,log

)[1](∆̂)) ⊗̂U(Lie(b1, . . . , bh))∧ such that, for any

i ∈ [[1, h]], one has18

(B̂
(1)
i )∗ κ = ebi κ,(4.1.1)

(B̂
(2)
i )∗ κ = κ e−bi + κi

1 − e−bi

bi
.(4.1.2)

(c) Let FormsFormsForms be the vector subspace of Γ(Ĉn, (Ω1
Ĉ,log

)[1](∆̂1)) ⊗̂ t̂h,n spanned by elements κκκ

such that (B̂
(r)
i )∗κκκ = ead(b

(r)
i )(κκκ) for any r ∈ [[1, n]] and any i ∈ [[1, h]].

We refer to the differential forms which belong to these spaces as multi-valued, meaning that

they are not the pull-backs of differential forms defined on the curve C (or its powers), i.e.

they are not invariant under the action of Aut(Ĉ/C) (or its powers). Note that, because of

Proposition 3.13, KKK [1] ∈ FormsFormsForms.

Recall from §2.9.3 that, if any function or 1-form φ is U(Lie(b1, . . . , bh))∧-valued and if

r ∈ [[1, n]], we have introduced the notation φ(r) := (r) ◦ φ. If φ is defined on Σ2, and if

prrs : Σn → Σ2 denotes the projection on product of the r-th and the s-th component, we set

φ{rs} := pr∗rs φ
(r) .

Lemma 4.2. (a) There is a linear map T uples→FormsFormsForms, defined by19

(4.1.3) (κ1, . . . , κh, κ) 7→ κκκ :=
h∑

i=1

ad(κ
{1}
i )(a

(1)
i ) +

n∑

r=2

ad(κ{1r})(t1r) ,

the meaning of the superscript {r} being as in (2.9.2).

(b) There is an injective linear map Forms → T uples, defined by δ 7→ (δb1, . . . , δbh, pr∗1δ).

(c) The composed map Forms → T uples→FormsFormsForms is zero.

18Equation (4.1.2) contains a slight abuse of notation: κi stands for pr∗1κi.
19We denote by x 7→ ad(x) the degree completion of the algebra morphism U(th,n) → End(th,n) attached to

the adjoint action of th,n. This morphism restricts to the group morphism Ad : exp(̂th,n) → GL(̂th,n) defined

in the footnote 14.
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Proof. (a) We need to prove that (B̂
(s)
j )∗κκκ = ead(b

(s)
j )(κκκ) for any s ∈ [[1, n]] and any j ∈ [[1, h]].

If s = 1 the statement immediately follows from (4.1.1). Suppose that s 6= 1, then

(B̂
(s)
j )∗ κκκ =

h∑

i=1

ad(κ
{1}
i )(a

(1)
i ) +

∑

r∈[[1,n]]
r 6=s

ad(κ{1r})(t1r) + ad

(
κ{1s}e−b

(1)
j + κ

{1}
j

1 − e−b
(1)
j

b
(1)
j

)
(t1s)

=

h∑

i=1

ad(κ
{1}
i )(a

(1)
i ) +

∑

r∈[[1,n]]
r 6=s

ad(κ{1r})(t1r) + ad

(
κ{1s}eb

(s)
j + κ

{1}
j

eb
(s)
j − 1

b
(s)
j

)
(t1s)

= κκκ + ad
(
κ{1s}(eb

(s)
j − 1)

)
(t1s) + ad

(
κ
{1}
j (eb

(s)
j − 1)

)
(a

(1)
j )

= κκκ + (ead(b
(s)
j ) − 1)

(
ad(κ{1s})(t1s) + ad(κ

{1}
j )(a

(1)
j )
)

= κκκ+ (ead(b
(s)
j ) − 1)κκκ = ead(b

(s)
j )κκκ ,

where the first identity follows from (4.1.2) and (4.1.3), the second identity follows from

[b
(1)
j , t1s] = −[b

(s)
j , t1s], the third identity follows from [b

(s)
j , a

(1)
j ] = t1s, the fourth identity follows

from [b
(1)
i , b

(s)
j ] = 0 for any i, and the fifth identity follows from [b

(s)
j , a

(1)
i ] = 0 for i 6= j (together

with [b
(s)
i , b

(1)
j ] = 0, this implies that (ead(b

(s)
j ) − 1)ad(κ

{1}
i )(a

(1)
i ) = 0) and from [b

(s)
j , t1r] = 0

for r 6= s (together with [b
(s)
i , b

(1)
j ] = 0, this implies that (ead(b

(s)
j ) − 1)ad(κ{1r})(t1r) = 0).

(b) Since δ ∈ Forms, also δbi ∈ Forms for any i ∈ [[1, h]]. For the same reason, it is obvious

that (B̂
(1)
i )∗pr∗1δ = ebipr∗1δ. We need to verify that pr∗1δ satisfies the condition (4.1.2). Because

(B̂
(2)
i )∗pr∗1δ = pr∗1δ, we can write (B̂

(2)
i )∗pr∗1δ − pr∗1δe

−bi = pr∗1δ(1 − e−bj ). The right hand side

can be rewritten as (pr∗1δbj)
1−e−bj

bj
, thus concluding the proof that the image of the map is

contained in T uples. The injectivity is obvious.

(c) The image of δ by the composed map is
∑h

i=1 ad((δbi)
{1})(a

(1)
i )+

∑n
r=2 ad((pr∗1δ)

{1r})(t1r).

One has (δbi)
{1} = δ{1}b

(1)
i and (pr∗1δ)

{1r} = δ{1}, so the image of δ is ad(δ{1})
(∑h

i=1[b
(1)
i , a

(1)
i ]+

∑n
r=2 t1r

)
, and

∑h
i=1[b

(1)
i , a

(1)
i ] +

∑n
r=2 t1r = 0 by (2.9.1). �

4.2. Decompositions of single-valued forms.

Definition 4.3. (a) Let Forms := Γ(C \∞,Ω1
C,log) ⊗̂U(Lie(b1, . . . , bh))∧.

(b) Let Tuples be the complex vector space spanned by tuples (η1, . . . , ηh, η) constituted by

η1, . . . ηh ∈ Forms and by η ∈ Γ(C2, (Ω1
C,log)[1](∆)) ⊗̂U(Lie(b1, . . . , bh))∧.

(c) Let FormsFormsForms := Γ((C \∞)n, (Ω1
C,log)[1](∆1))) ⊗̂ t̂h,n.

The pull-back to Ĉ (or its powers) of the differential forms which belong to these spaces

is invariant under the action of Aut(Ĉ/C) (or its powers). To stress this difference with the

multi-valued differential forms considered in the previous section, we refer to the differential

forms of this section as single-valued. Note that, because of Lemma 3.26,HHH [1] := HHH
[1]
x̃,βββ ∈ FormsFormsForms.
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Lemma 4.4. (a) There is a linear map Tuples → FormsFormsForms, defined by

(η1, . . . , ηh, η) 7→ ηηη :=

h∑

i=1

ad(η
{1}
i )(a

(1)
i ) +

n∑

r=2

ad(η{1r})(t1r).

(b) There is an injective linear map Forms → Tuples, defined by ǫ 7→ (ǫb1, . . . , ǫbh, pr∗1ǫ).

(c) The composed map Forms → Tuples → FormsFormsForms is zero.

Proof. The statements (a) and (b) are obvious, while the proof of statement (c) is the same as

that of statement (c) in Lemma 4.2. �

4.3. Mapping multi-valued forms to single-valued forms. Let γ : Ĉ\π−1(∞) → exp(Lie(b1, . . . , bh)∧)

be a holomorphic function such that B̂
∗
i γ = γe−bi for any i ∈ [[1, h]]. We know that the space

of such functions is non-empty, because it contains g := gx̃,βββ .

To each γ as above, we attach a morphism of complexes from Forms → T uples → FormsFormsForms

to Forms → Tuples → FormsFormsForms as follows.

Lemma 4.5. (a) The assignment δ 7→ γδ defines a linear map sγ : Forms → Forms.20

(b) Let a be the antipode map of the Hopf algebra U(Lie(b1, . . . , bh))∧, induced by bi1 · · · bim 7→

a(bi1 · · · bim) := (−1)mbim · · · bi1 . For i ∈ [[1, h]], define ∂i to be the unique linear endomorphism

of U(Lie(b1, . . . , bh))∧ such that u = ε(u)1 +
∑h

i=1 ∂i(u)bi for any u ∈ U(Lie(b1, . . . , bh))∧,

where ε is the counit map. Both a and ∂i extend to endomorphisms of any space of functions

with values in U(Lie(b1, . . . , bh))∧. Then the assignments κi 7→ γκi and

(4.3.1) κ 7→ (pr∗1γ)κ (pr∗2γ)−1 +

h∑

i=1

(pr∗1γ)κi (pr∗2 a(∂i(γ)))

define a linear map Sγ : T uples→ Tuples.

(c) The assignment κκκ 7→ Adγ{1}···γ{n}(κκκ) defines a linear map sssγ : FormsFormsForms→ FormsFormsForms.

(d) The two squares in the following diagram are commutative:

Forms T uples FormsFormsForms

Forms Tuples FormsFormsForms

sγ Sγ
sssγ

Proof. (a) One needs to check that B̂
∗
jγδ = γδ for any j ∈ [[1, h]], which follows immediately

from the definition of γ and δ.

(b) By (a) we already know that B̂
∗
jγκi = γκi. Let us denote by η the image of κ via Sγ

defined by eq. (4.3.1); we are left with checking that (B̂
(1)
j )∗η = η and that (B̂

(2)
j )∗η = η for any

j ∈ [[1, h]]. The first identity immediately follows from the definition of γ, κi and κ. In order to

verify the second identity, let us first compute B̂
∗
j∂i(γ).

20We identify Forms with the subspace of Γ(Ĉ \ π−1(∞),Ω1
Ĉ,log

) ⊗̂U(Lie(b1, . . . , bh))
∧ of 1-forms which

are invariant under the action of Aut(Ĉ/C). The same kind of identification is understood also for the other
statements.
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By definition, γ = 1 +
∑h

i=1 ∂i(γ) bi. On the one hand, this implies that

B̂
∗
jγ = 1 +

h∑

i=1

B̂
∗
j∂i(γ) bi .

On the other hand, one can write

γ e−bj = γ + γ
e−bj − 1

bj
bj = 1 +

h∑

i=1

(
∂i(γ) + δij γ

e−bj − 1

bj

)
bi .

Since we know that B̂
∗
jγ = γe−bj , we can compare these two equations and deduce that

B̂
∗
j∂i(γ) = ∂i(γ) + δij γ

e−bj − 1

bj
.

Using this, we get

(B̂
(2)
j )∗η = (pr∗1γ) (B̂

(2)
j )∗κ (B̂

(2)
j )∗(pr∗2γ)−1 +

h∑

i=1

(pr∗1γ)κi (B̂
(2)
j )∗(pr∗2 a(∂i(γ)))

= (pr∗1γ)

(
κ e−bj + κj

1 − e−bj

bj

)
ebj (pr∗2γ)−1 +

h∑

i=1

(pr∗1γ)κi

(
pr∗2 a

(
∂i(γ) + δij γ

e−bj − 1

bj

))

= η + (pr∗1γ)

(
κj
ebj − 1

bj

)
(pr∗2γ)−1 + (pr∗1γ)κj a

(
pr∗2γ

e−bj − 1

bj

)

= η ,

where the last identity follows from the following properties of the antipode: a(uv) = a(v)a(u)

for any u, v, a(bj) = −bj for any j, and a(u) = u−1 for any u which is group-like.

(c) One needs to check that (B̂
(r)
i )∗Adγ{1}···γ{n}(κκκ) = Adγ{1}···γ{n}(κκκ) for any i ∈ [[1, h]] and

for any r ∈ [[1, n]]. This follows from the fact that the action of B̂
(r)
i is trivial on γ{s} for s 6= r,

from (B̂
(r)
i )∗ ◦ Adγ{r} = Adγ{r} ◦ e−ad(b

(r)
i ) and from the fact that [b

(r)
i , b

(s)
j ] = 0.

(d) To prove that the square on the left commutes, one needs to check for any element

δ ∈ Forms that Sγ(δb1, . . . , δbh, pr∗1δ) = (γδb1, . . . , γδbh, pr∗1γδ). This is obviously true for the

first h components. We are left with showing that

(pr∗1γ) pr∗1δ (pr∗2γ)−1 +

h∑

i=1

(pr∗1γ) δ bi (pr∗2 a(∂i(γ))) = pr∗1γδ .

This is a consequence of the fact that γ−1 = a(γ) = 1 −
∑h

i=1 bia(∂i(γ)).

To prove that the square on the right commutes, one needs to check for any element

(κ1 . . . , κh, κ) ∈ T uples that

(4.3.2)
h∑

i=1

Adγ{1}···γ{n} ad(κ
{1}
i )(a

(1)
i ) +

n∑

r=2

Adγ{1}···γ{n} ad(κ{1r})(t1r) =
h∑

i=1

ad(γ{1}κ
{1}
i )(a

(1)
i )

+

n∑

r=2

ad

(
(pr∗1γ

(1))κ{1r}(pr∗rγ
(1))−1 +

h∑

i=1

(pr∗1γ
(1))κ

{1}
i (pr∗ra(∂i(γ))(1))

)
(t1r).
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First of all, notice that Adγ{1}···γ{n} ad(κ
{1}
i ) = ad(γ{1} · · · γ{n}κ

{1}
i ). Since [b

(r)
j , b

(1)
i ] = 0 for

any r ∈ [[2, n]] and any i, j ∈ [[1, h]], we have γ{r}κ
{1}
i = κ

{1}
i γ{r} for any r ∈ [[2, n]]. Moreover,

since [b
(r)
j , a

(1)
i ] = δijt1r for any r ∈ [[2, n]] and any i, j ∈ [[1, h]], we have ad(γ{r})(a

(1)
i ) =

a
(1)
i + ad(γ{r} − 1)(a

(1)
i ) = a

(1)
i + ad(∂i(γ){r})(t1r) for any r ∈ [[2, n]]. Finally, the fact that

[b
(s)
j , t1r] = 0 for any s 6= 1, r implies that the first term on the l.h.s. of (4.3.2) coincides with

(4.3.3)

h∑

i=1

ad(γ{1}κ
{1}
i )(a

(1)
i ) +

n∑

r=2

h∑

i=1

ad(γ{1}κ
{1}
i (∂i(γ)){r})(t1r) .

The fact that [b
(r)
j , t1r] = −[b

(1)
j , t1r] implies that ad(∂i(γ))(r)(t1r) = ad(a(∂i(γ))(1))(t1r), and

therefore we can rewrite (4.3.3), i.e. the first term on the l.h.s. of (4.3.2), as21

h∑

i=1

ad(γ{1}κ
{1}
i )(a

(1)
i ) +

n∑

r=2

h∑

i=1

ad
(

(pr∗1γ
(1))κ

{1}
i (pr∗ra(∂i(γ))(1))

)
(t1r) .

Comparing this expression with the r.h.s. of (4.3.2), we are left with proving that

(4.3.4) Adγ{1}···γ{n} ad(κ{1r})(t1r) = ad
(

(pr∗1γ
(1))κ{1r}(pr∗rγ

(1))−1
)

(t1r)

for any r ∈ [[2, n]].

Using that Adγ{1}···γ{n} ad(κ{1r}) = ad(γ{1} · · · γ{n}κ{1r}), that [b
(r)
j , b

(1)
i ] = 0 for any r ∈

[[2, n]] and any i, j ∈ [[1, h]], and that [b
(s)
j , t1r] = 0 for any s 6= 1, r, we can rewrite the l.h.s.

of (4.3.4) as ad(γ{1}κ{1r}γ{r})(t1r). The identity (4.3.4) is then a consequence of the fact that

ad(γ{r})(t1r) = ad((pr∗rγ
(1))−1)(t1r), which follows from [b

(r)
j , t1r] = −[b

(1)
j , t1r]. �

4.4. Decompositions of KKK[1]. Let P ∈ Ĉ. A key step in [En] towards constructing the

1-form KKK[1] was the introduction of two families of 1-forms22

(
ωP,i1...im

)
m≥1

i1,...,im∈[[1,h]]

,
(
ψP,i1...im

)
m≥0

i1,...,im∈[[1,h]]

.

The first family is contained in Γ(Ĉ,Ω1
Ĉ

(π−1(π(P )))) ⊂ Γ(Ĉ,Ω1
Ĉ,log

); it satisfies, and is

uniquely determined by, the following properties:

• If m = 1 then the forms ωP,i do not depend on P , and they coincide with (the pullback

to Ĉ of) the holomorphic 1-forms ωi introduced in §2.2 (see Lemma 6 of [En]).

• For any j ∈ [[1, h]] one has (see Lemma 6 of [En])

(4.4.1) B̂
∗
j ωP,i1...im =

∑

l≥0

1

l!
δji1···il ωP,il+1...im .

• One has (see Lemma 6 of [En])

resP ωP,i1...im = −
δm2 δi1i2

2πi
.

21Recall that, by definition, γ{r} = pr∗rγ
(r).

22In [En] the forms ωP,i1...im(z) are denoted ω
zP
i1...im

, while the forms ψP,i1...im (z1, z2) are denoted ψ
z1Pz2
i1...im

.
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• For P ∈ D̂, one has (see the proof of Lemma 6 of [En])

(4.4.2)

∫

Âj

ωP,i1...im =
bm−1

(m− 1)!
δji1···im ,

where bm−1 is the (m− 1)-th Bernoulli number23.

The second family is contained in Γ(Ĉ2, (Ω1
Ĉ

(π−1(π(P ))))[1](∆̂)) ⊂ Γ(Ĉ2, (Ω1
Ĉ,log

)[1](∆̂)); it

satisfies, and is uniquely determined by, the following properties:

• If m = 0 then ψP is the fundamental form of the third kind defined in §3.2.3.

• For any m ≥ 1 the forms ψP,i1...im belong to Γ
(
Ĉ2, (Ω1

Ĉ
)[1]
)
, and the integrals along the

loops Âi of their restrictions on Ĉ×{Q} for any Q ∈ Ĉ vanish identically (see Lemma 8

of [En]).

• For any j ∈ [[1, h]] one has (see Prop. 10 of [En])

(4.4.3) (B̂
(1)
j )∗ ψP,i1...im =

∑

l≥0

1

l!
δji1···il ψP,il+1...im .

• For any j ∈ [[1, h]] one has (see Prop. 10 of [En])

(4.4.4) (B̂
(2)
j )∗ ψP,i1...im =

∑

l≥0

(−1)l

l!
δjim···im−l+1

ψP,i1...im−l
+
∑

l≥1

(−1)l−1

l!
δjim···im−l+2

ωP,i1...im−l+1j .

Furthermore, these families are related by the following relation: for any j ∈ [[1, h]] and for

any P ′ ∈ Ĉ one has (see Prop. 10 of [En])

(4.4.5) ωP,i1...im − ωP ′,i1...im = δim−1imψP,i1...im−2

∣∣
Ĉ×{P ′}

.

The dependence of these two families on P ∈ Ĉ is described in Lemma 9 of [En].

Definition 4.6. For P, P ′ ∈ Ĉ and for j ∈ [[1, h]] we set

DP,P ′ :=
∑

m≥0
i1,...,im∈[[1,h]]

ψP,i1...im

∣∣
Ĉ×{P ′}

⊗ bi1 · · · bim ,

KP,j :=
∑

m≥0
i1...im∈[[1,h]]

ωP,i1...im,j ⊗ bi1 · · · bim ,

KP :=
∑

m≥0
i1,...,im∈[[1,h]]

ψP,i1...im ⊗ bi1 · · · bim ,

so that

DP,P ′ ∈ Γ(Ĉ,Ω1
Ĉ

(π−1(π(P )) + π−1(π(P ′)))) ⊗̂U(Lie(b1, . . . , bh))∧ ,

KP,j ∈ Γ(Ĉ,Ω1
Ĉ

(π−1(π(P )))) ⊗̂U(Lie(b1, . . . , bh))∧ ,

KP ∈ Γ(Ĉ2, (Ω1
Ĉ

(π−1(π(P ))))[1](∆̂)) ⊗̂U(Lie(b1, . . . , bh))∧ .

23The Bernoulli numbers are defined by
∑

m≥0 bm
tm

m!
:= t

et−1
.
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Lemma 4.7. (a) For any P ∈ Ĉ one has (KP,1, . . . ,KP,h,KP ) ∈ T uples, and the image of

this element in FormsFormsForms is KKK [1].

(b) For any P, P ′ ∈ Ĉ one has DP,P ′ ∈ Forms, and the image of this element in T uples is

(KP,1, . . . ,KP,h,KP ) − (KP ′,1, . . . ,KP ′,h,KP ′).

(c) For any P, P ′, P ′′ ∈ Ĉ one has DP,P ′ +DP ′,P ′′ = DP,P ′′ .

Proof. (a) First of all, note that the property (4.4.1) implies that B̂∗
iKP,j = ebiKP,j for any i, j ∈

[[1, h]], and therefore that KP,j ∈ Forms for any j ∈ [[1, h]]. Moreover, the properties (4.4.3)

and (4.4.4) imply that KP satisfies (4.1.1) and (4.1.2), respectively, from which we conclude

that (KP,1, . . . ,KP,h,KP ) ∈ T uples.

The image of this element in FormsFormsForms is24

h∑

j=1

∑

m≥0
i1,...,im∈[[1,h]]

ωP,i1...im,j ⊗ [b
(1)
i1
, . . . [b

(1)
im
, a

(1)
j ]] +

n∑

s=2

∑

m≥0
i1,...,im∈[[1,h]]

ψP,i1...im ⊗ [b
(1)
i1
, . . . [b

(1)
im
, t1s]],

and this is precisely the definition ofKKK[1] (denoted α1 in the reference) from [En], §4.3. Alterna-

tively, one can also check that this expression satisfies the properties listed in Proposition 3.13,

which uniquely determine KKK [1].

(b) The fact that DP,P ′ ∈ Forms follows from (4.4.3), while the fact that its image in T uples

is (KP,1, . . . ,KP,h,KP ) − (KP ′,1, . . . ,KP ′,h,KP ′) follows from (4.4.5).

(c) This follows from statement (b) and from the injectivity of Forms → T uples. Alterna-

tively, a direct proof can be deduced from the fact that ψP

∣∣
Ĉ×{P ′}

satisfies this identity, which

is true because ψP

∣∣
Ĉ×{P ′}

=
( ∫ P ′

P

)(2)
ϕ. �

In particular, it follows from (a) that the image of (KP,1, . . . ,KP,h,KP ) in FormsFormsForms does not

depend on the choice of P , thus leading to a family of different decompositions

(4.4.6) KKK[1] =

h∑

j=1

ad(K
{1}
P,j )(a

(1)
j ) +

n∑

r=2

ad(K
{1r}
P )(t1r) .

Notice that the independence of the image of (KP,1, . . . ,KP,h,KP ) on P may also be viewed

as a consequence of (b): indeed, (b) implies that for P, P ′ ∈ Ĉ the image of the difference

(KP,1, . . . ,KP,h,KP ) − (KP ′,1, . . . ,KP ′,h,KP ′) in FormsFormsForms is the image of Dw,w′ in FormsFormsForms via

the composed map Forms→ T uples→FormsFormsForms, which vanishes by Lemma 4.2, (c).

4.5. Decompositions of HHH [1].

Definition 4.8. (a) For P, P ′ ∈ Ĉ we set25 EP,P ′ := sg(DP,P ′) ∈ Forms.

(b) For P ∈ Ĉ we set (HP,1, . . . , HP,h, HP ) := Sg(KP,1, . . . ,KP,h,KP ) ∈ Tuples.

24The notation [bi1 , . . . [bim , aj ]] stands for the nested Lie bracket expression ad(bi1 ) · · · ad(bim )(aj ).
25g = gx̃,βββ : Ĉ \ π−1(∞) → exp(Lie(b1, . . . , bh)

∧) is the map constructed in §3.4.
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Lemma 4.9. (a) For P ∈ Ĉ, the image of (HP,1, . . . , HP,h, HP ) in FormsFormsForms is HHH [1].

(b) For P, P ′ ∈ Ĉ, the image of EP,P ′ in Tuples is (HP,1, . . . , HP,h, HP )−(HP ′,1, . . . , HP ′,h, HP ′).

(c) For P, P ′, P ′′ ∈ Ĉ, EP,P ′ + EP ′,P ′′ = EP,P ′′ .

Proof. Statement (a) of this lemma follows by combining statement (a) of Lemma 4.7 with

statement (d) of Lemma 4.5 and with the fact that, by definition, HHH [1] = sssg(KKK[1]).

Statement (b) (resp. (c)) of this lemma follows by combining statement (b) (resp. (c)) of

Lemma 4.7 with statement (d) of Lemma 4.5. Statement (c) can also be proven by combining

statement (b) of this lemma with the fact that Forms → Tuples is injective. �

5. Algorithms for the computation of KKK and JJJ x̃,βββ

In this section we provide algorithms to write some of the forms and functions considered in

this article in terms of iterated integrals or residues of classical differential forms on Riemann

surfaces. In particular, one obtains explicit formulas for KKK and JJJ x̃,βββ when n = 1. As in the

previous section, from now on we will omit x̃ and βββ from the notation.

In §5.1, we review how to compute g in terms of iterated integrals directly from its definition,

and we provide an alternative algorithm to compute the logarithm of g and the differential form

I = gd(g−1). In §5.2 and §5.3 we recall some facts about differential forms on closed Riemann

surfaces which we use in §5.4 to obtain recursive formulas in terms of iterated integrals and

residues for some of the constituents of KKK and HHH introduced in §4.4 and §4.5, respectively. We

report in §5.5 examples up to degree 3 of computations performed using these methods in the

case n = 1.

5.1. Computation of g and III.

5.1.1. Computation of ΛΛΛ and g. It follows by combining Lemma 3.19, Definition 2.23, Proposi-

tion 2.19 and eq. (2.4.1), that the map g = gx̃,βββ : Ĉ \ π−1(∞) → exp(Lie(b1, . . . , bh)∧) defined

in §3.4 satisfies the differential equation

(5.1.1) d(g−1) = g−1
2h∑

i=1

γi ⊗ Λi ,

where ΛΛΛ ∈ (Lie(b1, . . . , bh)∧)2h is uniquely determined (see Remark 2.15) by the system of

equations
∑

m≥1

∫

Ai

γΛΛΛ · · · γΛΛΛ︸ ︷︷ ︸
m

= 0 ,(5.1.2)

∑

m≥1

∫

Bi

γΛΛΛ · · · γΛΛΛ︸ ︷︷ ︸
m

= ebi − 1 ,

with i ∈ [[1, h]], where γΛΛΛ :=
∑2h

i=1 γi ⊗ Λi. From this it follows that

g−1 = 1 +
∑

m≥1

∑

i1,...,im∈[[1,2h]]

[i1, . . . , im|•] ⊗ Λi1 · · ·Λim ,
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where we introduce the shorthand notation26

(5.1.3) [i1, . . . , im|•] :=

∫ •

x̃

γi1 · · · γim .

This implies that

(5.1.4) g = 1 +
∑

m≥1

(−1)m
∑

i1,...,im∈[[1,2h]]

[i1, . . . , im|•] ⊗ Λim · · ·Λi1 .

The only obstacle towards computing g is then inverting the relations (5.1.2) to obtain the

elements Λi ∈ Lie(b1, . . . , bh)∧, which can be done recursively by writing them in the form27

∑

m≥1

∑

i1,...,im∈[[1,2h]]

[i1, . . . , im|j] ⊗ Λi1 · · ·Λim = 0 ,(5.1.5)

∑

m≥1

∑

i1,...,im∈[[1,2h]]

[i1, . . . , im|h+ j] ⊗ Λi1 · · ·Λim = ebj − 1 ,

where for j ∈ [[1, h]] we introduce the shorthand notations

[i1, . . . , im|j] :=

∫

Aj

γi1 · · · γim , [i1, . . . , im|h+ j] :=

∫

Bj

γi1 · · · γim .

We will give in §5.5 explicit low-degree formulas computed with this method.

5.1.2. Computation of log(g) and III. We set

λ := log(g) ∈ Γ(Ĉ \ π−1(∞),OĈ) ⊗̂Lie(b1, . . . , bh)∧ .

In particular, λ(x̂) = 0 (because g(x̂) = 1)). We also set

I := gd(g−1) ∈ Γ(C \∞,Ω1
C) ⊗̂Lie(b1, . . . , bh)∧ .

Note that, by Lemma 3.26, III = III [1] + · · · + III [n] = g{1}d((g{1})−1) + · · · + g{n}d((g{n})−1), and

g{r}d((g{r})−1) = I{r}, with I as above.

We have seen in the previous section how to compute g, which in turn allows us to compute

also λ and I (and therefore III). In this section we present an alternative approach: we obtain

a recursive formula for λ, which can then be used to compute g and I. The formulas for λ

and I obtained with this method, as opposed to those obtained by first computing g, highlight

the fact that λ and I take values in Lie(b1, . . . , bh)∧; this fact also makes such formulas more

compact.

Lemma 5.1. For each i ∈ [[1, h]] we have
∫
Âi
dλ = 0 and

∫
B̂i
dλ = −bi.

26These are integrals over C̃ \ p−1(∞) which in general depend on the integration path and define functions

on C̃ \∞, but we know that the special combination which gives rise to g−1 does not depend on the path and

it is well-defined on C̃ \ p−1(∞), and even on Ĉ \ π−1(∞).
27Alternatively, in these formulas one may use the notation (5.1.3) and replace [i1, . . . , im|j] by

[i1, . . . , im|Âj(x̂)] and [i1, . . . , im|h + j] by [i1, . . . , im|B̂j(x̂)]. We stress again the fact that, in general,

[i1, . . . , im|ŷ] is not well-defined, but it is in this case.
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Proof. The identity
∫
Âi
dλ = 0 follows from the fact that λ is a holomorphic function on

Ĉ \ π−1(∞), and Âi is a cycle in Ĉ \ π−1(∞).

As for the identity
∫
B̂i
dλ = −bi, note first that

∫
B̂i
dλ =

∫ B̂i(x̂)

x̂ dλ = λ(B̂i(x̂)) − λ(x̂).

We know that λ(x̂) = 0, so we only need to prove that λ(B̂i(x̂)) = −bi, or equivalently that

g(B̂i(x̂)) = e−bi . This is a consequence of the fact that B̂
∗
i g = ge−bi and that g(x̂) = 1. �

Corollary 5.2. For i ∈ [[1, h]] let Ĉi = Âi and Ĉh+i = B̂i. Then

I =

h∑

i=1

γh+i ⊗ bi +

2h∑

i=1

γi ⊗

(∫

Ĉi

I + dλ

)
.

Proof. It follows from eq. (5.1.1) that

(5.1.6) I =

2h∑

i=1

γi ⊗ Λi .

Then Λi =
∫
Ĉi
I =

∫
Ĉi

(I + dλ) + δi>hbi−h, where the first equality follows from (5.1.6) and
∫
Ĉi
γj = δij , and the second equality follows from Lemma 5.1. Plugging this identity in (5.1.6)

yields the result. �

Corollary 5.3. One has

λ = −
h∑

i=1

[h+ i|•] ⊗ bi +
∑

k≥1

(
2h∑

i=1

(
[i|•] ⊗

∫

Ĉi

(ad(λ))k

(k + 1)!
(dλ)

)
−

∫ z

x̂

(ad(λ))k

(k + 1)!
(dλ)

)
.

Proof. First of all, by the formula for the derivative of the exponential map, one has

(5.1.7) I =
1 − ead(λ)

ad(λ)
(dλ) .

It follows that

(5.1.8) dλ = − I +
1 + ad(λ) − ead(λ)

ad(λ)
(dλ) = − I −

∑

k≥1

(ad(λ))k

(k + 1)!
(dλ) .

Combining this with Corollary 5.2, we get

(5.1.9) dλ = −
h∑

i=1

γh+i ⊗ bi −
2h∑

i=1

γi ⊗

(∫

Ĉi

I + dλ

)
−
∑

k≥1

(ad(λ))k

(k + 1)!
(dλ) .

But (5.1.8) also tells us that I+dλ = −
∑

k≥1
(ad(λ))k

(k+1)! (dλ), and if we can plug this into eq. (5.1.9)

we obtain

dλ = −
h∑

i=1

γh+i ⊗ bi +

2h∑

i=1

(
γi ⊗

∫

Ĉi

∑

k≥1

(ad(λ))k

(k + 1)!
(dλ)

)
−
∑

k≥1

(ad(λ))k

(k + 1)!
(dλ) .

The statement follows by integrating this equation with the initial condition λ(x̂) = 0. �

Let Lie(b1, . . . , bh)[d] be the degree-d part of Lie(b1, . . . , bh), and let λ[d] be the component of

λ in Γ(Ĉ \ π−1(∞),OĈ) ⊗̂Lie(b1, . . . , bh)[d], so that λ =
∑

d≥1 λ[d]. Corollary 5.3 immediately



MAURER-CARTAN ELEMENTS OVER CONFIGURATIONS SPACES OF CURVES 41

implies that

λ[1] = −
h∑

i=1

[h+ i|•] ⊗ bi ,

as well as the following recursive formula for higher-degree terms:

Corollary 5.4. For any d ≥ 2 one has

λ[d] =
∑

k≥1

1

(k + 1)!
×

(5.1.10)

∑

d1,...,dk+1≥1
d1+···+dk+1=d

(
2h∑

i=1

(
[i|•] ⊗

∫

Ĉi

[λ[d1], . . . [λ[dk], dλ[dk+1]]]

)
−

∫ •

x̂

[λ[d1], . . . [λ[dk], dλ[dk+1]]]

)
.

Let now I[d] denotes the degree-d component of I, so that in particular

I[1] =

h∑

i=1

γh+i ⊗ bi .

Then by combining Corollary 5.2 with eq. (5.1.8) we find, for d ≥ 2,

(5.1.11) I[d] = −
∑

k≥1

1

(k + 1)!

∑

d1,...,dk+1≥1
d1+···+dk+1=d

2h∑

i=1

(
γi ⊗

∫

Ĉi

[λ[d1], . . . [λ[dk], dλ[dk+1]]]

)
,

hence one can plug in the values of λ[di] computed with Corollary 5.4 for all di < d and

compute I[d] (see §5.5 for explicit low-degree formulas computed with this method).

5.2. The map Ψ. Let t be a local coordinate on C at ∞. The space of Laurent formal

differentials at ∞ is then C((t))dt. Laurent expanding at ∞ enables one to view Γ(C \∞,Ω1
C)

as a vector subspace of C((t))dt. Moreover, integration along the A-cycles defines a linear map

Γ(C\∞,Ω1
C) → Ch, which yields a decomposition Γ(C\∞,Ω1

C) = SpanC(ω1, . . . , ωh)⊕ker(Γ(C\

∞,Ω1
C) → Ch). Note that ker(Γ(C \∞,Ω1

C) → Ch) = SpanC(β1, . . . , βh) ⊕ d Γ(C \∞,OC).

Lemma 5.5. There is a direct sum decomposition

(5.2.1) C((t)) dt = C[[t]]
dt

t
⊕ ker( Γ(C \∞,Ω1

C) → Ch ) .

Proof. The residue map res : C((t))dt → C yields a decomposition C((t))dt = dt
t C ⊕ ker(res).

We are left with showing that ker(res) = C[[t]]dt⊕ ker(Γ(C \∞,Ω1
C) → Ch).

It follows28 from Riemann-Roch’s theorem that, for any point P of a closed Riemann sur-

face C of genus h ≥ 1, there exists a family of meromorphic 1-forms (ξi)i≥2 ⊂ Γ(C \P,Ω1
C) such

28Let Ω1
C(nP ) denote the sheaf of 1-forms with a pole of order at most n at P , and holomorphic elsewhere,

and let OC(−nP ) denote the sheaf of holomorphic functions with a zero of order at least n at P . The Riemann-
Roch theorem implies that dim(Γ(C,Ω1(nP ))−dim(Γ(C,OC(−nP )) = h−1+n. Since dim(Γ(C,OC(−nP )) =
1 for n = 0, and = 0 otherwise, it follows that dim(Γ(C,Ω1(nP )) = h for n = 0 and n = 1, and then
dim(Γ(C,Ω1(nP )) = h+ n− 1 strictly increases for any n ≥ 2, thus implying the existence of the family (ξi).
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that ordP (ξi) = −i. Therefore, one can write ker(res) = C[[t]]dt+Γ(C \∞,Ω1
C). The statement

follows from the fact that C[[t]]dt∩Γ(C \∞,Ω1
C) ≃ Ch via the map ξ → (

∫
A1
ξ, · · · ,

∫
Ah
ξ). �

Definition 5.6. We denote by Ψ : C((t))dt ։ ker(Γ(C \∞,Ω1
C) → Ch) the projection on the

second component of the decomposition (5.2.1).

Consider the non-degenerate pairing 〈 , 〉 : C((t)) ⊗C((t))dt → C given by 〈f, α〉 := res(fα).

Since tC[[t]]⊥ = C[[t]]dtt with respect to this pairing, it follows from (5.2.1) that

tC[[t]]∗ ≃
C((t)) dt

C[[t]] dt
t

≃ ker( Γ(C \∞,Ω1
C) → Ch ) .

Let (ξi)i≥1 be a basis of regular 1-forms on C \ ∞ with vanishing A-cycle integrals which is

dual to the standard basis (ti)i≥1 of tC[[t]]. We define

ψ :=
∑

i≥1

ti ⊗ ξi ∈ tC[[t]] ⊗̂ ker( Γ(C \∞,Ω1
C) → Ch ) .

The projection Ψ : C((t))dt → ker(Γ(C \ ∞,Ω1
C) → Ch) can then be written in terms of ψ

as follows:

Ψ(α) =
∑

i≥1

〈ti, α〉 ξi = (res ⊗ id) (α • ψ) ,

where α•ψ ∈ C((t))dt ⊗̂ ker(Γ(C \∞,Ω1
C) → Ch) denotes the term-by-term multiplication by α

on the first component of ψ.

5.3. The map Ψ∞̂. Let ∞̂ be the preimage of ∞ by π which lies in D̂. Let inj∞̂ : Γ(Ĉ \

π−1(∞),Ω1
Ĉ

) →֒ C((t))dt be the injection given by sending a 1-form to its formal Laurent series

expansion in a local coordinate t̂ at ∞̂, and by identifying C((t̂))dt̂ with C((t))dt. We set

Ψ∞̂ := π∗ ◦ Ψ ◦ inj∞̂; this is a linear endomorphism of Γ(Ĉ \ π−1(∞),Ω1
Ĉ

). One can check that

this map does not depend on the choice of local coordinates t and t̂.

Lemma 5.7. If α ∈ Γ(Ĉ \ π−1(∞),Ω1
Ĉ

), then (id − Ψ∞̂)(α) has at most a simple pole at ∞̂.

Proof. Let inj∞ : Γ(C \ ∞,Ω1
C) →֒ C((t))dt be the injection given by sending a 1-form to its

formal Laurent series at ∞. One then has

inj∞̂ ◦ (id − Ψ∞̂)(α) = (id − inj∞̂ ◦ π∗ ◦ Ψ)(inj∞̂(α)) = (id − inj∞ ◦ Ψ)(inj∞̂(α)),

where the first equality follows from the definition of Ψ∞̂, and the second one from inj∞ =

inj∞̂ ◦ π∗. It follows from the definition of Ψ that for any ξ in C((t))dt, (id − inj∞ ◦ Ψ)(ξ)

belongs to C[[t]]dtt . The above equality then implies that so does inj∞̂ ◦ (id − Ψ∞̂)(α), which

proves the statement. �

The next result relates the map Ψ∞̂ with the fundamental form of the third kind ψ∞̂ defined

in §3.2.3.
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Proposition 5.8. For any 1-form α ∈ Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) and any fixed (P, v) ∈ T 1,0(C \∞),

one has Ψ∞̂(α)(P, v) = res∞̂(ψ∞̂|(P,v)×Ĉ · α).

Proof. Since Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) →֒ C((t))dt, using the decomposition (5.2.1) it is enough

to show the statement for α ∈ C[[t]]dtt (we identify α with its Laurent expansion) and for

α ∈ ker(Γ(C \∞,Ω1
C) → Ch).

Suppose first that α ∈ C[[t]]dtt , so that Ψ∞̂(α) = 0. Since ψ∞̂ has a simple zero along

C × ∞̂, for any fixed (P, v) with P 6= ∞ we get an asymptotic expansion ψ∞̂|(P,v)×C ∈ tC[[t]],

and therefore res∞̂(ψ∞̂|(P,v)×Ĉ · α) = 0.

Suppose now that α ∈ ker(Γ(C \ ∞,Ω1
C) → Ch), so that Ψ∞̂(α) = α. Let σ∞, σP and

σP,∞ denote small positively oriented contours contained in the simply connected fundamental

domain D ⊂ C encircling ∞, P and both ∞ and P , respectively. Note that one can locally

view ψ∞̂|(P,v)×Ĉ as a function on D.

By definition of ψ∞̂|(P,v)×Ĉ , Riemann’s bilinear relations, and the fact that
∫
Ai
ϕ|(P,v)×C =

∫
Ai
α = 0, we get

1

2πi

∫

σP,∞

ψ∞̂|(P,v)×C · α =

∫

z∈σP,∞

α(z)

(∫ z

∞

ϕ|(P,v)×C

)

=

g∑

i=1

(∫

Ai

ϕ|(P,v)×C

∫

Bi

α −

∫

Ai

α

∫

Bi

ϕ|(P,v)×C

)
= 0

Moreover, since ψ∞̂|(P,v)×Ĉ = 1
t(P )−t + O(1) for t a local coordinate in a neighborhood of P ,

then one has

1

2πi

∫

σP

ψ∞̂|(P,v)×Ĉ · α = resP (ψ∞̂|(P,v)×Ĉ · α) = −α(P, v).

Combining these two identities, we get

res∞̂(ψ∞̂|(P,v)×Ĉ ·α) =
1

2πi

∫

σ∞

ψ∞̂|(P,v)×Ĉ ·α =
1

2πi

(∫

σP,∞

−

∫

σP

)
ψ∞̂|(P,v)×C ·α = α(P, v).

�

5.4. General formulas for K∞̂,j and H∞̂,j. In Definition 4.6 we have introduced the family

of forms KP,j, where P ∈ Ĉ and j ∈ [[1, h]]. Throughout this section, we focus only on K∞̂,j .

Recall that K∞̂,j ∈ Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) ⊗̂U(Lie(b1, . . . , bh))∧, and it has simple poles at

the points of π−1(∞) (by Definition 4.6 and the properties of the forms ωP,i1...im), while g ∈

Γ(Ĉ \π−1(∞),OĈ) ⊗̂U(Lie(b1, . . . , bh))∧, and it has higher order poles at the points of π−1(∞).

Definition 5.9. Let op denote the linear endomorphism of Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) defined by29

α 7→
∑h

k=1

( ∫
Âk
α
)
ωk.

29Here and elsewhere ωk denotes by an abuse of terminology the pull-back to Ĉ of the holomorphic 1-form ωk,
originally defined on C.
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Proposition 5.10. One has

(5.4.1) g K∞̂,j =
(
(Ψ∞̂ + op) ⊗ id

)(
(g − 1)K∞̂,j

)
+ ωj ⊗

bj
ebj − 1

(equality in Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) ⊗̂U(Lie(b1, . . . , bh))∧).

Proof. Let α := gK∞̂,j − (Ψ∞̂ ⊗ id)((g − 1)K∞̂,j). By the definition of Ψ∞̂ and the fact that

gK∞̂,j = H∞̂,j , α is the pull-back via π of an element of Γ(C \∞,Ω1
C) ⊗̂U(Lie(b1, . . . , bh))∧.

On the other hand, one can write α = K∞̂,j +((id−Ψ∞̂)⊗ id)((g−1)K∞̂,j), and Lemma 5.7

implies that ((id − Ψ∞̂) ⊗ id)((g − 1)K∞̂,j) has at most a simple pole at ∞̂. Since K∞̂,j has a

simple pole at ∞̂, it follows that α has at most a simple pole at ∞̂.

All this implies that α is the pull-back of an element of Γ(C \∞,Ω1
C) ⊗̂U(Lie(b1, . . . , bh))∧

with at most a simple pole at ∞. Because there are no global meromorphic 1-forms on C with

a single simple pole at ∞, we conclude that α must be the pull-back of a holomorphic 1-form,

which is uniquely determined by its integrals on the A-cycles:

(5.4.2) α =

h∑

k=1

ωk ⊗

∫

Âk

α .

One then has
∫

Âk

α =

∫

Âk

K∞̂,j +

∫

Âk

(g − 1)K∞̂,j −

∫

Âk

(Ψ∞̂ ⊗ id)((g − 1)K∞̂,j)

= δjk
bk

ebk − 1
+

∫

Âk

(g − 1)K∞̂,j ,

where the last equality follows from the property (4.4.2) of the 1-forms ω∞̂,i1...im , and from the

fact that
∫
Âk

(Ψ∞̂⊗ id)((g−1)K∞̂,j) = 0, by the definition of Ψ∞̂. Combining this with (5.4.2),

one obtains

α = ωj ⊗
bj

ebj − 1
+

h∑

k=1

ωk ⊗

∫

Âk

(g − 1)K∞̂,j ,

which implies the statement. �

In the rest of this section we will see how to use the above result to obtain explicit for-

mulas for the coefficients of K∞̂,j and of H∞̂,j in terms of those of g. Let us set E :=

Γ(Ĉ \ π−1(∞),Ω1
Ĉ

) ⊗̂U(Lie(b1, . . . , bh))∧ and F := Γ(Ĉ \ π−1(∞),OĈ) ⊗̂U(Lie(b1, . . . , bh))∧,

so that K∞̂,j, H∞̂,j ∈ E and g ∈ F . Note that F is an algebra, equipped with a left action on E

given by multiplying on the first component and concatenating on the second.

Definition 5.11. (a) Let Op denote the linear endomorphism (−id + Ψ∞̂ + op) ⊗ id of E .

(b) Let g − 1 denote the linear endomorphism of E given by κ→ (g − 1)κ.

Using this notation, the statement of Proposition 5.10 can be written as follows:

(5.4.3)
(
id − Op ◦ (g − 1)

)
(K∞̂,j) = ωj ⊗

bj
ebj − 1

.
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Consider now the decreasing filtration on E given by F kE := ker(E →
∏k−1

d=0 E [d]), where

E [d] := Γ(Ĉ\π−1(∞),Ω1
Ĉ

) ⊗ U(Lie(b1, . . . , bh))[d], and U(Lie(b1, . . . , bh))[d] is the degree-d part

of U(Lie(b1, . . . , bh))∧. This induces a topology on E , for which E is complete and separated.

Lemma 5.12. For any v ∈ E the series
∑

r≥0(Op ◦ (g − 1))r(v) converges. The linear endo-

morphism id−Op◦ (g−1) is invertible, and its inverse is the map v 7→
∑

r≥0(Op◦ (g−1))r(v).

Proof. Consider the decreasing filtration on F given by F kF := ker(F →
∏k−1

d=0 F [d]), where

F [d] := Γ(Ĉ \ π−1(∞),OĈ) ⊗ U(Lie(b1, . . . , bh))[d]. One has F kF · F lE ⊂ F k+lE .

Since g − 1 ∈ F 1F , it follows that (g − 1)(F kE) ⊂ F k+1E for any k ≥ 0. Moreover, one has

Op(F kE) ⊂ F kE . All this implies that Op ◦ (g − 1)(F kE) ⊂ F k+1E for any k ≥ 0, from which

it follows that
∑

r≥0(Op ◦ (g − 1))r(v) converges, and that it therefore provides an inverse to

the linear endomorphism id − Op ◦ (g − 1). �

Corollary 5.13. One has

(5.4.4) K∞̂,j =
∑

r≥0

(Op ◦ (g − 1))r
(
ωj ⊗

bj
ebj − 1

)
.

Proof. This follows by combining Lemma 5.12 with eq. (5.4.3). �

Corollary 5.14. One has

(5.4.5) H∞̂,j =

(
id +

(
(Ψ∞̂ + op) ⊗ id

)
◦ (g − 1) ◦

∑

r≥0

(Op ◦ (g − 1))r
)(

ωj ⊗
bj

ebj − 1

)
.

Proof. Since H∞̂,j = gK∞̂,j , Proposition 5.10 tells us that H∞̂,j =
(
(Ψ∞̂ + op) ⊗ id

)
◦ (g −

1)(K∞̂,j) + ωj ⊗
bj

ebj−1
. The statement follows by combining this identity with eq. (5.4.4). �

For d ≥ 0 let K∞̂,j [d] and H∞̂,j [d] denote the components of K∞̂,j and H∞̂,j in E [d], and

let g[d] denote the component of g in F [d]. In particular, one has K∞̂,j [0] = ωj , g[0] = 1 and

H∞̂,j [0] = g[0]K∞̂,j [0] = ωj .

Corollary 5.15. For any d ≥ 0 one has

(5.4.6) K∞̂,j[d] =
∑

r≥0

∑

d1,...,dr≥1,dr+1≥0
d1+···+dr+1=d

Op ◦ g[d1] ◦ · · · ◦ Op ◦ g[dr]

(
ωj ⊗

bdk+1

dk+1!
b
dk+1

j

)

and

H∞̂,j [d] = ωj ⊗
bd

d!
bdj +

(5.4.7)

∑

r≥0

∑

d0,...,dr≥1,dr+1≥0
d0+···+dr+1=d

(
(Ψ∞̂ + op) ⊗ id

)
◦ g[d0] ◦ Op ◦ g[d1] ◦ · · · ◦ Op ◦ g[dr]

(
ωj ⊗

bdr+1

dr+1!
b
dr+1

j

)
.

Proof. These two equations follow from eq. (5.4.4) and (5.4.5), respectively, combined with the

fact that the linear endomorphism Op of E has degree zero. �



46 BENJAMIN ENRIQUEZ AND FEDERICO ZERBINI

Recall that, by definition, K∞̂,j[d] =
∑

i1,...,id∈[[1,h]]ω∞̂,i1···idjbi1 · · · bid . Therefore, if we

define a family of functions gi1···id ∈ Γ(Ĉ \ π−1(∞),OĈ) by

g =: 1 +
∑

d≥1

∑

i1,...,id∈[[1,h]]

gi1···id bi1 · · · bid ,

then eq. (5.4.6) implies the following:

Corollary 5.16. For any d ≥ 0 and any i1, . . . , id ∈ [[1, h]] one has

ω∞̂,i1···idj =
∑

r≥0

∑

d1,...,dr≥1,dr+1≥0
d1+···+dr+1=d

(−id + Ψ∞̂ + op)(gi1···id1 · (−id + Ψ∞̂ + op)(gid1+1···id1+d2
· · ·

(5.4.8)

× (−id + Ψ∞̂ + op)

(
gid1+···+dr−1+1···id1+···+dr

·

(
bdr+1

dr+1!
δj,id1+...+dr+1,...,id ωj

))
· · · ) ,

where δj,id1+...+dr+1,...,id = 1 if the last dr indices id1+···+dr+1, . . . , id are equal to j, and it

vanishes otherwise.

Explicit low-degree formulas computed with these methods can be found in §5.5.

5.5. Low-degree formulas. As explained in §5.1.1, in order to compute the first terms of g

one needs to invert the relations (5.1.5) and compute the first few coefficients of the Lie algebra

elements Λl. We report below the first terms: for any l ∈ [[1, h]] one has

Λl = −
h∑

i,j=1

[h+ i, h+ j|l]

(
bi +

b2i
2

+ · · ·

)(
bj +

b2j
2

+ · · ·

)

−
h∑

i,j,k=1

(
[h+ i, h+ j, h+ k|l] −

2h∑

r=1

(
[h+ j, h+ k|r] [h+ i, r|l]

+ [h+ i, h+ j|r] [r, h+ k|l]
))

(bi + · · · )(bj + · · · )(bk + · · · ) + · · · ,

Λh+l = bl +
b2l
2

+
b3l
6

+ · · · −
h∑

i,j=1

[h+ i, h+ j|h+ l]

(
bi +

b2i
2

+ · · ·

)(
bj +

b2j
2

+ · · ·

)

−
h∑

i,j,k=1

(
[h+ i, h+ j, h+ k|h+ l] −

2h∑

r=1

(
[h+ j, h+ k|r] [h+ i, r|h+ l]

+ [h+ i, h+ j|r] [r, h+ k|h+ l]
))

(bi + · · · )(bj + · · · )(bk + · · · ) + · · · .
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Combining these formulas with (5.1.4), one finds30

g[1] = −
h∑

i=1

[h+ i|•] bi ,

g[2] = −
h∑

i=1

[h+ i|•]
b2i
2

+

h∑

i,j=1

(
[h+ j, h+ i|•] +

2h∑

r=1

[h+ i, h+ j|r] [r|•]

)
bibj ,

g[3] = −
h∑

i=1

[h+ i|•]
b3i
6

+
h∑

i,j=1

(
[h+ j, h+ i|•] +

2h∑

r=1

[h+ i, h+ j|r] [r|•]

)(
b2i bj

2
+
bib

2
j

2

)

+

h∑

i,j,k=1

(
− [h+ k, h+ j, h+ i|•] +

2h∑

r=1

(
[h+ i, h+ j, h+ k|r]

−
2h∑

s=1

(
[h+ i, h+ j|s] [s, h+ k|r] + [h+ j, h+ k|s] [h+ i, s|r]

))
[h+ r|•]

− [h+ i, h+ j|r] [h+ k, r|•] − [h+ j, h+ k|r] [r, h+ i|•]

)
bibjbk .

On the other hand, as explained in §5.1.2, in order to deduce compact expressions for the

low-degree terms I = gd(g−1) it is useful to first compute the low-degree terms of λ = log(g)

30We have rewritten these formulas in a more compact way by making use of the shuffle relations (2.2.2) and
the identity [i|j] = δij .
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using formula (5.1.10), and then to use formula (5.1.11). One finds

λ[1] = −
2h∑

i=1

[h+ i|•] ⊗ bi ,

λ[2] = −
1

2

h∑

i,j=1

(
[h+ i, h+ j|•] −

2h∑

r=1

[h+ i, h+ j|r] [r|•]

)
⊗ [bi, bj ] ,

λ[3] =

h∑

i,j,k=1

(
1

6

(
[h+ j, h+ k, h+ i|•] − [h+ i, h+ j, h+ k|•]

)

+
1

6

2h∑

r=1

(
[h+ i, h+ j, h+ k|r] − [h+ j, h+ k, h+ i|r]

)
[r|•]

+
1

4

2h∑

s=1

[h+ j, h+ k|s]

(
[h+ i, s|•] − [s, h+ i|•]

+

2h∑

r=1

(
[s, h+ i|r] − [h+ i, s|r]

)
[r|•]

))
⊗ [bi, [bj , bk]] ,

as well as

I[1] =

h∑

i=1

βi ⊗ bi ,

I[2] = −
1

2

( h∑

i,j=1

2h∑

r=1

[h+ i, h+ j|r] γr

)
⊗ [bi, bj ] ,

I[3] = −
h∑

i,j,k=1

( 2h∑

r=1

(1

6
[h+ i, h+ j, h+ k|r] −

1

6
[h+ j, h+ k, h+ i|r]

+
1

4

2h∑

s=1

[h+ j, h+ k|s]
(
[s, h+ i|r] − [h+ i, s|r]

))
γr

)
⊗ [bi, [bj, bk]] .

Combining the expressions given above of the low-degree terms of g with the formulas (5.4.6)

and (4.4.6), one finds that, in the case n = 1,

KKK[1] =

h∑

i=1

ωi ⊗ ai ,

KKK[2] =

h∑

i,j=1

(
(id − Ψ∞̂ − op)([h+ i|•]ωj) −

δij
2
ωi

)
⊗ [bi, aj ] ,

KKK[3] =

h∑

i,j,k=1

(
(−id + Ψ∞̂ + op)

(
δij + δjk

2
[h+ i|•] − [h+ i, h+ j|•]ωk

−
2h∑

r=1

[h+ j, h+ i|r] [r|•]ωk + [h+ i|•](Ψ∞̂ + op)([h+ j|•]ωk)

)
+
δijk
12

ωi

)
⊗ [bi, [bj , ak]] .
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Finally, combining the expressions for the low degree terms of I with the formula (5.4.7),

one finds that, in the case n = 1,

JJJ [1] =

h∑

i=1

βi ⊗ bi +

h∑

i=1

ωi ⊗ ai ,

JJJ [2] = −
1

2

( h∑

i,j=1

2h∑

r=1

[h+ i, h+ j|r] γr

)
⊗ [bi, bj ]

−
h∑

i,j=1

(
(Ψ∞̂ + op)([h+ i|•]ωj) +

δij
2
ωi

)
⊗ [bi, aj ] ,

JJJ [3] = −
h∑

i,j,k=1

( 2h∑

r=1

(1

6
[h+ i, h+ j, h+ k|r] −

1

6
[h+ j, h+ k, h+ i|r]

+
1

4

2h∑

s=1

[h+ j, h+ k|s]
(
[s, h+ i|r] − [h+ i, s|r]

))
γr

)
⊗ [bi, [bj , bk]]

+

h∑

i,j,k=1

(
(Ψ∞̂ + op)

(
δij + δjk

2
[h+ i|•] − [h+ i, h+ j|•]ωk

−
2h∑

r=1

[h+ j, h+ i|r] [r|•]ωk + [h+ i|•](Ψ∞̂ + op)([h+ j|•]ωk)

)
+
δijk
12

ωi

)
⊗ [bi, [bj , ak]] .
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