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Abstract.

3D non-linear magnetohydrodynamic simulations of a disruption triggered by a

massive injection of argon gas in JET are performed with the JOREK code. The

key role of the thermal drive of the m = 2, n = 1 tearing mode (i.e. the drive from

helical cooling inside the island) in the disruption process is highlighted by varying

the amplitude and position of the argon source across simulations, and also during a

simulation. In cases where this drive persists in spite of the development of magnetic

stochasticity, which is favoured by moving the argon source in an ad hoc way from

the plasma edge into the 2/1 island at some point in the simulation, a relaxation in

the region q ≤ 2 (roughly) takes place. This relaxation generates a plasma current

spike comparable to the experimental one. Simulations are compared in detail to

measurements via synthetic diagnostics, validating the model to some degree.

1. Introduction

The possibility of disruptions is a well-identified problem of tokamaks and a threat to

the success of ITER [1][2]. In response to this threat, a Disruption Mitigation System

‡ See the author list of M. Hoelzl et al., ‘The JOREK non-linear extended MHD code and applications

to large-scale instabilities and their control in magnetically confined fusion plasmas’, submitted to Nucl.

Fusion, preprint at https://arxiv.org/abs/2011.09120
§ See the author list of E. Joffrin et al. 2019 Nucl. Fusion 59 112021
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(DMS) based on Shattered Pellet Injection (SPI) is being designed for ITER [3][4][5].

In support of the ITER DMS design and in relation with SPI experiments in present

tokamaks, SPI-triggered (mitigated) disruptions are being investigated via 3D MHD

simulations, in particular with the JOREK [6][7][8][9][10], NIMROD [11] and M3D-C1

[12] codes. Prior to the development of SPI, the main Massive Material Injection (MMI)

technique was Massive Gas Injection (MGI), beginning with early experiments at DIII-

D [13]. MGI was also investigated via 3D MHD simulations, mainly with NIMROD

[14][15][16] but also with JOREK [17][18] and M3D-C1 [19].

Even though the above-cited 3D MHD modelling works validate the codes to some

extent, complete quantitative validation has not been demonstrated yet. In particular,

the characteristic plasma current (Ip) spike observed during disruptions is typically much

smaller in simulations than in experiments [18][19][20].

This paper presents JOREK simulations of an argon-MGI-triggered disruption in

JET and their comparison to experimental data (for a recent overview on disruptions

and MGI experiments in JET, see [21]). This work was initiated at a time when it was

not yet clear that SPI would be selected for ITER. Future work should clearly focus on

SPI rather than MGI simulations. However, MGI and SPI probably involve common

physics to a certain extent. In particular, when the gas or pellet contains impurities

(which is the case in this paper), MHD activity is thought to be destabilized in both

cases by the penetration of a cold front and by helical cooling inside magnetic islands.

On the other hand, when the gas or pellet contains pure deuterium, MGI and SPI may

behave differently due a much milder plasma cooling from deuterium and to the much

deeper penetration of SPI [10].

It is observed that, depending on the setting of the argon source in the simulations,

an Ip spike comparable to experimental measurements may or may not be obtained.

What seems to determine the outcome is whether or not the thermal drive of the m = 2,

n = 1 (or 2/1 in short; m and n are the poloidal and toroidal mode numbers) tearing

mode persists in time, even as magnetic stochasticity develops. The thermal drive

of tearing modes, i.e. the fact that radiation cooling inside a magnetic island may

drive the island to grow further, has been pointed out by Rebut and Hugon several

decades ago, already in the context of disruptions [22], and has recently been invoked to

explain density limit disruptions [23]. The mechanism is relatively easy to understand:

if radiation is strong enough inside an island, the temperature will decay locally, causing

an increase in resistivity and thus a decrease in current density inside the island. The

latter, similarly to the decrease in bootstrap current for neoclassical tearing modes [24],

will drive further island growth. The picture becomes however more complicated when

magnetic stochasticity comes into play, as is the case towards the end of the pre-Thermal

Quench (TQ) phase of MMI-triggered disruptions, according to 3D MHD simulations.

Indeed, heat conduction and shear Alfvén wave propagation along stochastic field lines

will tend to refill the island region with heat and current, such that it is not obvious a

priori whether the thermal drive of tearing modes, and especially of the largely dominant

2/1 mode, may continue to operate.
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Figure 1. Cross-section of the JET vacuum vessel showing the geometry of DMV1

(courtesy of S. Jachmich).

In this paper, after describing the experiment in Section 2 and the model in Section

3, we will present in Section 4 a set of JOREK simulations in which we vary the

argon injection parameters, depositing more or less argon in the 2/1 island region.

Depending on parameters, the thermal drive of the 2/1 mode will be seen to persist

or not as stochasticity develops. Simulation results will be compared in some detail to

experimental data in Section 5. The violent relaxation in one of the simulated cases,

which appears to have a persistent thermal drive of the 2/1 mode and produces an Ip
spike comparable to the experimental one, will be analyzed in Section 6. Finally, Section

7 will summarize the results and discuss their implications as well as the remaining open

questions.

2. Experiment

We simulate the argon-MGI-triggered disruption in JET pulse 85943. This is an Ohmic

discharge with a toroidal field Bt = 3 T, plasma current Ip = 2 MA, central electron

density ne0 = 2.1 × 1019 m−3 and temperature Te0 = 3.3 keV from an experimental

session on Runway Electrons (REs). Pure argon is injected into a healthy plasma from

Disruption Mitigation Valve 1 (DMV1), which is located at the top of the machine, as

shown in Fig. 1. DMV1 is pre-loaded at 33 bar, corresponding to an argon content of

21.4 bar.L, i.e. 5.3× 1023 argon atoms. It is important to note however that, according

to estimates based on gas dynamics theory [30], only about 1% of this quantity has

entered the vacuum vessel by the time the thermal quench happens.

Figure 2 shows the evolution of Ip, Prad (the radiated power inferred from bolometry

measurements, assuming axisymmetric radiation), nel (the line-integrated electron

density) from 3 lines of sight of the interferometry system (the signal is not valid

anymore after 6.3 ms), magnetic fluctuations dB/dt measured by a Mirnov coil, and



4

the electron temperature Te measured by 4 channels of the fast (‘KK3F’) Electron

Cyclotron Emission (ECE) radiometer. The presented ECE data was digitised with a

200 kHz rate and smoothed with a +/- 100 µs triangular filter to reduce noise. The time

origin here is the time at which the argon enters the vacuum vessel (22.5282 s in ‘JET

absolute time’), calculated from the DMV1 opening time (22.5239 s) and the theoretical

gas propagation time from DMV1 to the vessel (4.3 ms) [30][31]. The pre-TQ phase

lasts about 6 ms and is characterized by a gradual increase of nel and decrease of Ip.

The fast ECE data strongly suggests that a cold front penetrates during this phase: Te
is seen to rapidly collapse for each channel, at time which increases from edge to central

channels. The TQ is indicated by the collapse of Te from the central ECE channel. This

follows a sharp increase in Prad up to about 500 MW within 1 ms. A burst of magnetic

fluctuations is visible on the Mirnov coil signal for a period of about 1 ms after the

TQ, a period during which Prad keeps rising fast, eventually peaking at 2.3 GW. Ip also

peaks, approximately at the same time as Prad. During the ensuing Current Quench

(CQ) phase, a Runaway Electron (RE) beam is generated, resulting in a short Ip plateau

at about 1 MA around 12 ms.

3. Model

In order to simulate this experiment, we use the JOREK 3D non-linear

magnetohydrodynamics (MHD) code, which is extensively described in [10][25] and

references therein. The specific model used in this work is the same as described in

[9]. It is a reduced MHD model which includes an equation for the impurity density

(argon here). The latter is summed over all charge states. Impurities are transported

by diffusion as well as by advection at the same velocity as the main ions. A Coronal

Equilibrium (CE) assumption is used to get the impurity charge state distribution and

the associated energy sinks and sources from radiation, ionization and recombination,

using data from the open ADAS database [26]. A Collisional-Radiative (CR) model

evolving the charge state distribution according to ionization and recombination rates

has been implemented recently in JOREK [27]. Comparisons between the CE and CR

models show that the CE model typically predicts a somewhat slower thermal collapse

during an MMI [27]. Future studies aiming at quantitative validation will use the CR

model.

In terms of simulation parameters, for the resistivity we use η ' 2×ηSp(min[Te, 0.7]),

where ηSp is the Spitzer resistivity and Te is the electron temperature in keV. This

way, the resistivity is realistic for Te ≤ 0.7 keV, while very low resistivities, which are

numerically challenging, are avoided. The factor 2 is a simplified way to account for the

fact that only passing particles carry the current (instead of a constant factor, a profile

would be more accurate; the value 2 used here corresponds roughly to the inverse of the

passing fraction near the edge of the plasma, which is the most important region for the

pre-TQ and early TQ phases). Ohmic heating is included. The perpendicular kinematic

viscosity (which is independent of temperature here, in contrast with previous works on
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Figure 2. Overview of the disruption phase of JET pulse 85943. From top to bottom:

plasma current Ip, radiated power Prad, line-integrated electron density nel from 3 lines

of sight of the interferometry system (the signal is not valid anymore after 6.3 ms),

magnetic fluctuations dB/dt (given here in terms of Mirnov coil voltage), and electron

temperature Te for 4 channels of the fast ECE radiometer (the radii correspond to the

mapped equilibrium at 22.3852 s in ‘JET absolute time’).

MMI-triggered disruptions with JOREK [17][18][6][7][8][9]) and heat diffusivity are of

order 3 m2/s and 2 m2/s respectively, which might be considered as representative of

underlying turbulent transport, although the characteristics of the latter during an MGI

are unknown. A Spitzer-Härm parallel heat conductivity is used. The most unrealistic

aspects of the model are probably the particle diffusivity, set to the large value of 30

m2/s for both main ions and argon, and the fact that we artificially damp the parallel

flow via a large hyper-parallel-viscosity. These choices have been made in order to

avoid numerical instabilities. Hyper-resistivity and hyper-perpendicular-viscosity are
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also used at moderate level in order to smooth structures finer than the grid resolution.

For the poloidal discretization, which is done via cubic Bézier finite elements

[28][10], a flux-aligned grid extending into the Scrape-Off Layer (SOL) with moderate

resolution (3242 elements) is used, and for the toroidal discretization, Fourier harmonics

from n = 0 to n = 10 are included. The simulations are run in free-boundary

mode, making use of the JOREK-STARWALL coupling [29][10], and including a rather

realistic, although axisymmetric, model of the JET resistive wall. It can be noted, e.g.

in Fig. 4 below, that the Last Closed Flux Surface (LCFS) in the simulations is defined

by the boundary of the computation domain on the high field side midplane instead of

the X-point. This is not expected to affect results dramatically but should be improved

in future studies.

One of the main limitations of the model is that it does not treat gas dynamics and

is therefore not able to simulate the propagation and penetration of neutral argon from

DMV1 into the plasma (for modelling of this process, see [30][31][32][33]). Instead, argon

is deposited via a volumetric source term and transported by diffusion and convection

at the same velocity as the main plasma. At the beginning of the simulations, the argon

is always deposited in the SOL. More precisely, the argon source is a Gaussian centered

on R = 3.5 m, Z = 1.1 m (indicated by the cross in Fig. 3 - note that in reality

the major radius of the gas arrival is closer to 3.25 m) and on the toroidal position of

DMV1, with a width of 6 cm poloidally and 1.4 rad toroidally. In some simulations, as

will be detailed below, the argon source is moved into the 2/1 island region (precisely

at R = 3.3 m, Z = 0.9 m) after a few ms. As in [17][18], the argon injection rate follows

the rate expected from gas dynamics theory [30] but we use a smaller DMV1 pressure

PDMV than the experimental 33 bar as a simple way of accounting for the fact that

only a fraction of the argon penetrates the plasma. In order to select PDMV for the

simulations, a comparison to interferometry data via a synthetic dagnostic is used, as

shown in Fig. 3. In these simulations, where the argon source is left in the SOL at all

times, it appears that PDMV = 6 bar allows a rather good match to the central lines of

sight (2 and 3), while PDMV = 3 bar is not sufficient. The rise in the measurement of

line of sight 4, which runs across the SOL on the low field side, is clearly not reproduced

in either simulation, which may be a consequence of the fact that the model does not

account for the argon that enters the vessel but does not penetrate the plasma.

4. Impact of the amount of argon deposited in the 2/1 island region

In this section, we will compare the above PDMV = 6 bar simulation in which the argon

source is left in the SOL at all times, which we call ‘Case A’, with simulations in which

the source is suddenly moved into the 2/1 island region (precisely R = 3.3 m, Z = 0.9

m) at 4.47 ms, which we call ‘Case B’ and ‘Case C’. In Case B, PDMV remains equal to

6 bar after the source movement, while in Case C, it is increased to 12 bar. We will also

analyze ‘Case D’, in which PDMV = 3 bar at all times and which has a source movement

into the 2/1 island region at 5.02 ms. While Cases A, B and C may be directly compared
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Figure 3. Left: Comparison between experimental (plain lines) and synthetic

interferometry data from two JOREK simulations with DMV1 pressures of 6 (dashed)

and 3 bar (dash-dotted). Right: Cross-section of the electron density from the 6 bar

simulation showing the interferometry lines with the same color code as in the left

figure.

Case PDMV before source movement Source movement? PDMV after source movement

A 6 bar No N/A

B 6 bar Yes, at 4.47 ms 6 bar

C 6 bar Yes, at 4.47 ms 12 bar

D 3 bar Yes, at 5.02 ms 3 bar

Table 1. Characteristics of the simulation cases.

to each other since their setups are clearly connected (they actually constitute a scan in

the amount of material deposited in the 2/1 island region after 4.47 ms), Case D is not

meant to be directly compared to the other cases. It is however included since, although

less consistent with experimental data (e.g. interferometry or Ip) in the pre-TQ phase

than the other cases (as will be shown below), it is more stable numerically and allows

investigating the current profile relaxation and the Ip spike after the TQ, as will be done

in Section 6. The characteristics of these four cases are summarized in Table 1.

Fig. 4 shows the evolution of Te for Cases A, B and C in the early phase of the

simulation, before the source is moved (the three cases are identical in this phase).

Three times are shown: t = 0 (left), 2.78 (middle) and 4.33 ms (right). The penetration

of a cold front is clearly visible. The overlayed Poincaré cross-sections indicate that a

stochastic layer extending from the edge to roughly the q = 2 surface has formed by

4.33 ms.

The ensuing evolution of Te in Case A is shown in Fig. 5. A TQ takes place at

about 6 ms, caused by the stochastization of the magnetic field over almost the whole

plasma volume. This TQ is however incomplete, with Te remaining on the order of

several hundred eV in the core. Also, in the late pre-TQ (t = 4.92 ms, left plot) and

early TQ (t = 5.95 ms, middle plot) phases, the 2/1 island region is not cooled to very
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Figure 4. Poloidal cross-section of the electron temperature, with a Poincaré cross-

section (white dots)and the q = 2 and LCFS (calculated for the axisymmetric part of

the magnetic field, green lines) overlayed, in the injection plane at t = 0 (left), 2.78

(middle) and 4.33 ms (right) for Cases A, B and C, which are identical in this phase

(see Table 1). The color scale is saturated at 0.5 keV so as to highlight the dynamics

in the cold regions.

Figure 5. Poloidal cross-section of the electron temperature, with a Poincaré cross-

section (white dots) and the q = 2 and LCFS (calculated for the axisymmetric part of

the magnetic field, green lines) overlayed, in the injection plane at t = 4.92 (left), 5.95

(middle) and 6.39 ms (right) for Case A (see Table 1). The color scale is saturated at

0.5 keV so as to highlight the dynamics in the cold regions.

low temperatures.

Fig. 6 shows similar plots for Case B, in which the source is moved into the 2/1

island region at 4.47 ms. It is important to stress that moving the source in such a

way has some justification. Indeed, as mentioned above, our model does not include

gas dynamics. Simulations including gas dynamics [33][31] find that when the gas front

first reaches the plasma edge, only a small fraction of the gas penetrates the plasma.
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Figure 6. Poloidal cross-section of the electron temperature, with a Poincaré cross-

section (white dots) and the q = 2 and LCFS (calculated for the axisymmetric part of

the magnetic field, green lines) overlayed, in the injection plane at t = 4.62 (left), 4.91

(middle) and 5.09 ms (right) for Case B (see Table 1). The color scale is saturated at

0.5 keV so as to highlight the dynamics in the cold regions.

This is the reason why we position the argon source in the SOL at the beginning of the

simulation. The level of argon penetration in this phase is determined by PDMV and the

argon diffusion coefficient, which we set so as to match interferometry measurements.

However, as the cold front penetrates into the plasma, it is likely that the cloud of neutral

argon outside the plasma expands radially. Hence, moving the argon source inward as

the cold front penetrates appears reasonable, justifying to some extent our displacement

of the source into the 2/1 island region at 4.47 ms. Comparing Figs. 5 and 6, it can be

seen that when the argon source is moved into the 2/1 island region, Te remains much

lower there as global stochasticity develops. This is even more pronounced in Case C,

where PDMV is increased to 12 bar after the source is moved, as shown in Fig. 7.

Fig. 8 compares the evolution of the magnetic energy in the n = 1 component

(which is dominated by the 2/1 mode) for Cases A to D. It can be seen that the n = 1

magnetic energy shoots up in Cases B and C compared to Case A almost as soon as the

source is moved. At about 5 ms, however, Case B ‘rolls over’. On the other hand, the

mode continues growing fast for Case C. Case D (which we recall has PDMV = 3 bar

and a later source movement than in the Cases B and C, at 5.02 instead of 4.47 ms)

shows a similar evolution to Case C but delayed in time.

Differences in the strength of the non-axisymmetric thermal drive are likely to at

least partly explain these results. However, differences in the evolution of the current

density profile may also have an effect. In order to help distinguish the two mechanisms,

we ran simulations in which only the axisymmetric part of the resistivity η is taken

into account, removing the non-axisymmetric thermal drive mechanism. Two such

simulations with PDMV = 6 bar are shown in Fig. 9, one in which the source is left in

the SOL at all times, equivalent to Case A (plain line), and one in which it is moved
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Figure 7. Poloidal cross-section of the electron temperature, with a Poincaré cross-

section (white dots) and the q = 2 and LCFS (calculated for the axisymmetric part of

the magnetic field, green lines) overlayed, in the injection plane at t = 4.62 (left), 4.80

(middle) and 5.09 ms (right) for Case C (see Table 1). The color scale is saturated at

0.5 keV so as to highlight the dynamics in the cold regions.

Figure 8. Time evolution of the magnetic energy in the n = 1 component for a set of

simulations with different argon source settings (see text and Table 1).

into the 2/1 region at 5.95 ms, equivalent to Case B, although the source is moved later

here (dashed line). The behaviour is similar to Cases A and B: the n = 1 energy shoots

up in the second simulation after the source is moved and rolls over a few hundred

microseconds later. This suggests a likely role of the current profile evolution in the

‘shoot up’ of the n = 1 energy for Cases B and C right after the source movement at

4.47 ms. Coming back to Fig. 8, one can however notice a striking bifurcation between

Cases B and C shortly before 5 ms. With the support of Figs. 6 and 7, we interpret this
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Figure 9. Time evolution of the magnetic energy in the n = 1 component for two

simulations (equivalent to Cases A and B from Fig. 8) in which only the axisymmetric

part of the resistivity η is used.

bifurcation as due to the persistence or not of the thermal collapse in the 2/1 island,

and thus of the thermal drive. We note that Case D behaves similarly to Case C with

about 1 ms of delay. A persistent thermal drive is thus likely to be at play also in Case

D, although further work is needed to confirm this. Case D will be studied in more

detail in Section 6.

5. Detailed comparison to experimental data

Fig. 10 compares the evolution of Ip in the experiment and in Cases A to D. A first

observation which can be made is that the pre-TQ evolution of Ip in Cases A to C is

quite similar to the experiment. Case D has a slower pre-TQ Ip decay due to the lower

PDMV . A second observation is that all simulations produce an Ip spike, but with a

clearly different magnitude depending on the case. Cases A and B have a much smaller

spike than the experiment. Unfortunately, Case C runs into a numerical issue which

prevents from observing the entire Ip spike. Most interestingly, Case D produces an Ip
spike very similar to the experiment, both in magnitude and timescale. It is not clear

why Case D has a much larger Ip spike than the other cases. In fact, one may have

expected the opposite since Case D has a lower PDMV . It should however be recalled

that, while Cases A to C constitute a ‘clean’ scan in the amount of argon deposited in

the 2/1 island region after 4.47 ms, Case D cannot be viewed as part of this scan. More

specifically, the state of the plasma at the moment when the argon source is moved into

the 2/1 island is not the same in Case D as in the other cases (e.g. Case D has slightly

broader temperature and current profiles), and this must somehow explain the observed

behaviour. In any case, we note that the larger n = 1 magnetic energy reached by
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Figure 10. Evolution of the plasma current in the experiment and in a set of

simulations with different argon source settings (see text and Table 1).

Case D compared to Cases A and B (see Fig. 8) is consistent with its larger Ip spike.

We also note that Case C reaches an even larger n = 1 magnetic energy than Case D.

Thus, one may think that Case C would have produced a similar or larger Ip spike than

Case D, had it not run into a numerical issue. When comparing only Cases A to C, a

consistent trend of a larger Ip spike (and n = 1 magnetic energy, see Fig. 8) with an

increasing amount of argon deposited in the 2/1 island region after 4.47 ms seems to

exist, although this is again slightly speculative since Case C runs into a numerical issue

before completing its Ip spike.

As will be discussed below, one non-realistic aspect of the simulations is that they

do not capture the global radiative collapse at the end of the TQ which leads to the fast

CQ. Thus, there is very little resistive Ip decay during the Ip spike in the simulations,

while in the experiment, one may estimate (assuming that the time of the thermal

collapse corresponds to the peak radiated power and that the resistive decay rate can

be extrapolated from the CQ phase) that about 30 kA are resistively lost during the Ip
spike phase. This represents about 20% of the Ip spike height, which is not negligible

but not sufficient to strongly affect the comparison between simulations and experiments

made in Fig. 10.

A final note related to the evolution of Ip is that supra-thermal electrons during

the TQ have been observed recently on DIII-D in sufficient amounts to carry potentially

a significant fraction of Ip [34]. These supra-thermals are not included in the present

model. Their possible influence on the Ip spike or more generally on the TQ and current

profile relaxation is presently unclear and will have to be studied.

Another important point of comparison with the experiment is the radiated power,

Prad. Fig. 11 compares Prad in Cases A to D with the experiment. A sharp rise is visible
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Figure 11. Evolution of the radiated power inferred from bolometry measurements

in the experiment and in a set of simulations with different argon source settings (see

text and Table 1).

in Cases B and C when the argon source is moved into the 2/1 island region. As could

already be guessed from Fig. 10, it is evident that the source is moved too early in Cases

B and C. Moving the source later, like in Case D, provides a much better match in the

evolution of both Ip and Prad, with the rise of both quantities happening only a few

hundred microseconds earlier in Case D compared to the experiment. What is clearly

not reproduced by any of the simulations is the continuing rise in Prad after 6 ms. This

is probably due to a lack of global radiative collapse in the simulations, stemming from

an insufficient argon influx. Unfortunately, as illustrated by Case C, it is numerically

challenging to increase the argon source in the simulations.

In addition to the global Prad, we also compare the spatial structure of the radiation

pattern. Fig. 12 shows a schematic view of JET from the top, indicating the position of

DMV1 and of some relevant diagnostics, including the two ‘KB5’ bolometers (horizontal,

KB5H, and vertical, KB5V). The latter are located at two distinct toroidal positions,

both quite distant from DMV1. Their lines of sight are shown in Fig. 14.

Fig. 13 compares experimental (top) and synthetic (bottom) measurements for

KB5H (left) and KB5V (right). The simulation used here is Case A, but the pattern is

rather similar in all simulations. A striking geometrical resemblance can be seen in the

experimental and synthetic patterns. In both cases, two maxima are visible for KB5H

around 160 and 200 degrees in the pre-TQ phase, which gradually get closer to each

other. For KB5V, a single maximum, near 270 degrees and moving towards smaller

angles, is visible.

Fig. 14 shows cross-sections of the radiated power density in the simulation at 6.24

ms in the poloidal planes of KB5H (left) and KB5V (right), with corresponding lines of

sight overlayed. These cross-sections help interpret the patterns of Fig. 13: they result
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Figure 12. Schematic view of JET from the top, indicating octant numbers and the

position of DMV1 and of interferometry, bolometry and ECE systems.

Figure 13. Experimental (top row) and synthetic (from Case A, bottom row)

bolometry measurements for the horizontal (KB5H, left column) and vertical (KB5V,

right column) bolometers. Please note the different color scales.
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Figure 14. Poloidal cross-section of the radiated power per unit volume from Case

A at 6.24 ms in the plane of the horizontal (KB5H, left) and vertical (KB5V, right)

bolometers, with lines of sight shown in white and extreme angles indicated for easier

comparison with Fig. 14.

from radiation being large at the edge of the 2/1 island region, where Te maximizes

the argon radiative cooling rate. Note that, even though the parallel flow is somewhat

damped and smoothed by parallel hyper-viscosity in these simulations (for numerical

stability reasons), a non-negligible parallel flow still exists which makes the argon plume

expand, explaining the radiation away from the injection point.

We then compare the experimental and synthetic n = 1 locked mode signal in Fig.

15, both in terms of amplitude (left) and phase (right). The synthetic signal is obtained

via saddle coils, exactly like in the experiment (synthetic saddle coils with the exact

geometry are included in the simulation). It can be seen that the amplitude of the

locked mode signal has the right order of magnitude for all simulations. The amplitude

is not extremely different between simulations, e.g. between Cases A and D, in spite of

their large difference in terms of n = 1 mode energy (see Fig. 8) and Ip spike (see Fig.

10). This may be related to a low-pass filter effect due to the finite wall penetration

time (the saddle coils are just behind the wall). The phase of the locked mode signal

is not well reproduced in the pre-TQ phase, but quite well at the TQ, i.e. at about 6

ms: ' 4 rad in simulations vs. 3 rad in the experiment. This indicates that, as it grows

to a very large amplitude, the mode locks at approximately the same position in the

experiment and simulations. The O-point of the 2/1 island coincides with the position

where the gas is deposited, which is consistent with a thermal drive (i.e. a drive from

helical cooling) and is also well known experimentally in cases with low toroidal rotation

and weak error field [42][43]. This is also consistent with the good geometrical match

observed in the radiation pattern (Fig. 13).

Finally, in Fig. 16, we compare experimental and synthetic Te profiles as measured
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Figure 15. Experimental and simulated (for a set of simulations with different argon

source settings - see text and Table 1 locked mode signal amplitude (left) and toroidal

phase (right).

by the fast ECE system. The experimental data is believed not to be affected by cut-off

issues, based on estimates using ne profiles from the JOREK simulations, which we recall

match interferometry measurements (Fig. 3). It is also not believed to be affected by

non-thermal electrons, which usually produce a fast rise of the signal measured by some

ECE channels. The synthetic data in Fig. 16 are from Case A. Several observations

can be made on this figure. First of all, the central plasma is much hotter in the

simulation than in the experiment. This is due to a spurious heating at the beginning

of the simulation, which comes from the large particle diffusion used here. Indeed,

since particle diffusion is implemented in such a way that heat does not diffuse with

the particles, the diffusion of the initially peaked density profile causes the temperature

profile to peak. A second observation is that the cold front penetrates faster in the

simulation than in the experiment, and that the flattening of the Te profile around the

q = 2 surface (near R = 3.4 m) happens earlier and in a more gradual way in the

simulation than in the experiment: in the simulation profiles, one can see the flattened

region growing between 4.80, 5.30 and 5.80 ms, while in the experiment, profiles at 4.80

and 5.30 ms are almost identical, with a substantial flattening appearing at 5.80 ms,

directly followed by a complete Te collapse at 6.30 ms. It thus seems that the 2/1 mode

appears later but grows faster in the experiment than in the simulation.

Altogether, these instructive comparisons with experimental measurements suggest

that simulations capture well the fact that a large 2/1 mode is destabilized by the MGI,

with the 2/1 island O-point corresponding to the gas deposition region. However, the

detailed pre-TQ dynamics are not well captured. In particular, the phase of the mode

and the Te profiles from ECE are not reproduced. This may be the object of future

studies.
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Figure 16. Comparison between experiment (thin lines with crosses) and synthetic

(thick lines) electron temperature from fast ECE. The synthetic data is from Case A.

6. Relaxation resulting from a persistent thermal drive of the 2/1 tearing

mode

We will now look in detail at Case D, which produces an Ip spike comparable to the

experimental one, as seen in Fig. 10. Fig. 17 shows a series of poloidal cross-sections

of the toroidal current density jφ (left) and its axisymmetric part jφ,n=0 (middle), as

well as the electron temperature Te (right) at times 5.26, 5.72, 6.05 and 6.54 ms (top

to bottom). Fig. 18 shows, for the same times, profiles as a function of the normalized

n = 0 poloidal magnetic flux, ψN ≡ ψn=0−ψn=0,a

ψn=0,b−ψn=0,a
(where ψn=0,a and ψn=0,b are the n = 0

flux on axis and at the LCFS), of the flux surface averaged toroidal current density

〈jφ〉 (top left), safety factor q (top right), electron temperature 〈Te〉 (bottom left) and

mass density (including all species) 〈ρ〉 (bottom right). Fig. 19 shows, still at the

same times, profiles at the midplane, as a function of the major radius, of the n = 0

component of the toroidal current density jφ,n=0 (left) and electron temperature Te,n=0

(right). A substantial growth of the 2/1 mode between 5.26 and 5.72 ms, accompanied

by the stochastization of the magnetic field over most of the plasma volume, is visible

by comparing the first two rows of Fig. 17. This corresponds to an increase in the n = 1

magnetic energy by about one order of magnitude (see Fig. 8). Magnetic stochastization

leads to a substantial flattening of Te between these two times (see Figs. 18 and 19).

However, the current density, safety factor, and mass density profiles have virtually not

changed by 5.72 ms. The fact that Te responds faster to magnetic stochasticity than jφ
or ρ is indeed expected and comes from the fast thermal motion of electrons along field

lines. On the other hand, between 5.72 and 6.05 ms, a further growth of the 2/1 mode

leads to a flattening of the jφ, q and ρ profiles in a large part of the plasma (ψN ≤ 0.6,

roughly). One can see in particular that q flattens to a value slightly above 2 in that
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region. As it does so, the q = 2 surface (indicated by the inner green line in Fig. 17)

moves towards the plasma center. The jφ cross-section shows a thin current ribbon at

the plasma center (and consistently the current profiles of Figs. 18 and 19 show a central

peak), which we interpret as a consequence of the 2/1 ‘ghost island’ ‘running into itself’

in the center and of the associated reconnection. These observations are reminiscent of

the results of Drake and Kleva [36]. However, in the latter work, the 2/1 island runs into

itself by growing so much that it encompasses virtually the entire plasma cross-section,

which requires a central safety factor q0 ≥ 1.5. In contrast, in the present simulation,

q0 is close to 1 and it appears that the 2/1 island runs into itself by moving towards

the center along with the q = 2 surface as a result of the current profile evolution. A

precise understanding of these dynamics remains to be established.

One can see in Figs. 17, 18 and 19 that the jφ profile has substantially flattened

at 6.05 ms in the relaxed region. As shown in Fig. 20, this process takes place at

almost constant global magnetic helicity, which is expected from theory for fast MHD

relaxations [37][38][39] (we note that Te ' 0.2 keV during this phase, implying little

resistive dissipation of helicity). This leads to an increase of the total current in the

relaxed region. However, this increase is compensated by the induction of a negative

skin current at the edge (clearly visible on the jφ,n=0 cross-section in Fig. 17), such

that the total Ip in the simulation domain does not change immediately (see Fig. 10).

Consistently with the picture described in [37], the Ip spike seems related to the decay

of the negative skin current, which takes place between 6.05 and 6.54 ms (compared the

last two rows in Fig. 17).

It can be noticed on Fig. 18 (bottom right) that the relaxation process also leads

to a flattening of the mass density in the plasma core. This is associated to a strong

mixing by an essentially macroscopic E×B flow associated with the 2/1 mode.

It is interesting to look into field line transport properties in this simulation.

These may have important consequences regarding RE generation and may also help

understand the current profile relaxation process [40][38][39]. A simple analysis is done

here: we initialize 200 field lines at R = 3.2 m, Z = 0.2 m (which corresponds to

ψN ' 0.22), evenly spread toroidally, and we track them for 200 toroidal turns. We

then represent in Fig. 21, as a function of the number of toroidal turns, the minimal

and maximal ψN over all field lines (left), as well as the number of field lines remaining

within ψN ≤ 1 (right) at the same times as in Figs. 17, 18 and 19. It can be seen

that as the 2/1 mode grows, field lines spread over a large part of the plasma (say

ψN ≤ 0.8) within a handful of turns. However, it takes roughly an order of magnitude

larger number of turns for field lines to be lost. We attribute this difference to the

fact that the 2/1 mode amplitude peaks in the core (see Fig. 9 in [40], which is from a

similar JOREK simulation) and to the larger magnetic shear near the edge. The median

number of turns for field lines to be lost decreases strongly with time: it is about 200

at 5.72 ms, 100 at 6.05 ms, and 20 at 6.54 ms. The reasons for this evolution are not

entirely clear but may be related to the evolution of the modes amplitude and of the q

profile (see Fig. 18).
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Figure 17. Poloidal cross-sections in the MGI plane of the toroidal current density

jφ (left), the axisymmetric part of the toroidal current density jφ,n=0 (middle), and

the electron temperature Te (right), with a Poincaré cross-section (white dots) and the

q = 2 and LCFS (calculated for the axisymmetric part of the magnetic field, green

lines)

overlayed, in the injection plane at times 5.26, 5.72, 6.05 and 6.54 ms (top to bottom)

for Case D.
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Figure 18. Flux surface averaged profiles of the toroidal current density (top left),

the safety factor (top right), the electron temperature (bottom left), the mass density

including all species (bottom right) for Case D at 5.26, 5.72, 6.05 and 6.54 ms (same

times as in Figs. 17 and 19).

Figure 19. Profiles vs. the major radius of the n = 0 component at the midplane of

the toroidal current density (left) and the electron temperature (right) for Case D at

5.26, 5.72, 6.05 and 6.54 ms (same times as in Figs. 17 and 18).

7. Summary and outlook

The results presented above suggest that the argon MGI-triggered disruption in JET

pulse 85943 is dominated by a 2/1 mode which reaches a very large amplitude as a

consequence of the thermal drive persisting even as magnetic stochasticity develops.

This triggers a relaxation of the current density profile in (roughly) the q ≤ 2 region,

whereby q is brought to a value slightly above 2 in this region. Ip spikes shortly after this

relaxation, as the negative skin current induced at the edge by the relaxation decays.
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Figure 20. Evolution of the experimental and simulated plasma current as well as

simulated plasma internal inductance and global magnetic helicity for Case D.

Figure 21. Field line statistics for Case D, based on a population of 200 field lines

initialized at R = 3.2 m, Z = 0.2 m (which corresponds to ψN ' 0.22) at evenly spread

toroidal positions.

Although simulations do not match experimental measurements in detail, especially

during the pre-TQ phase, a qualitative and sometimes quantitative match is obtained

regarding several aspects: pre-TQ line integrated density evolution, late pre-TQ Prad
and its spatial distribution, locked mode amplitude and phase at the TQ, pre-TQ Ip
evolution, Ip spike. None of the simulations however produces a good agreement for

all of these together, but this might be improved by moving the argon source later in

simulations starting with PDMV = 6 bar. Also, none of the simulations presented here

matches the experimental rise in Prad after the TQ. As mentioned above, this probably

requires increasing the argon source at some point, which will be tried in the future

(first attempts however ran into numerical issues).

We speculate that the dynamics observed in these simulations take place to some

extent in a large number of disruptions triggered by MMI (whether MGI or SPI).

However, at least three points remain to be clarified: 1) the role of toroidal rotation,

2) the role of pre-existing MHD modes and 3) the role of the 1/1 mode. Let us
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briefly discuss these. In the present paper, the target plasma (which is Ohmic) has

a relatively slow toroidal rotation and does not suffer from pre-existing MHD modes.

These conditions are observed experimentally to favor a direct influence of the MGI on

the phase of the 2/1 mode, whereby the O-point of the 2/1 island tends to lock to the

gas deposition region, as discussed in [42][43]. This is consistent with the strong thermal

drive of the 2/1 mode found in the above simulations. However, with faster toroidal

rotation (e.g. in the presence of substantial neutral beam heating), the 2/1 mode is

often observed to rotate during the whole pre-TQ phase, possibly locking only at the

beginning of the TQ [42][43]. On the other hand, a pre-existing locked mode may be

the dominating factor determining the phase of the 2/1 mode, limiting the influence of

the injection location [42]. The 1/1 mode is not present in the above simulations since

q0 is just above 1, but former simulations with q0 slightly below 1 gave a qualitatively

similar behaviour (see slides 19 and 20 in [41]). This would suggest a small influence

of the 1/1 mode. However, this mode has been found to play an important role in

other simulations (see e.g. [9][16]) as well as in experiments (in relation to cold bubble

observations [42]). We speculate that the influence of the 1/1 mode depends on the

radius of the q = 1 surface.

Finally, simulations take roughly one month on a High Performance Computing

(HPC) cluster, which makes progress rather slow. Furthermore, it is numerically

challenging to run through the TQ, which constitutes a bottleneck and will be the

object of future efforts. In particular, we plan to assess how much numerical dissipation

coefficients can be increased without making simulations unrealistic.
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