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The linearized GW density matrix (γGW ) is an efficient method to improve the static portion of the self-
energy compared to ordinary G0W0 while keeping the single-shot simplicity of the calculation. Previous
work has shown that γGW gives an improved Fock operator and total energy components that approach
self-consistent GW quality. Here, we test γGW for dimer dissociation for the first time by studying N2,
LiH, and Be2. We also calculate a set of self-consistent GW results in identical basis sets for a direct and
consistent comparison. γGW approaches self-consistent GW total energies for a starting point based on a
high amount of exact exchange. We also compare the accuracy of different total energy functionals, which
differ when evaluated with a non-self-consistent density or density matrix. While the errors in total energies
among different functionals and starting points are small, the individual energy components show noticeable
errors when compared to reference data. The energy component errors of γGW are smaller than functionals
of the density and we suggest that the linearized GW density matrix is a route to improving total energy
evaluations in the adiabatic connection framework.

I. INTRODUCTION

The GW approximation to the many-electron
problem1 earned its reputation as a successful method
for solids with accurate band structure predictions.2–5

Despite its development in the 1960’s and early con-
siderations in the context of propagator theory6, GW
has only recently gained popularity in chemistry for
its accurate predictions of orbital energies.7–20 A lesser
known fact is that GW is also a ground state theory
since the total energy can be obtained from the Green’s
function.21–24 The GW total energy and the closely re-
lated Random-Phase Approximation (RPA) energy cap-
ture non-local correlation effects, such as the van der
Waals interactions,25–31 which makes them attractive
as advanced exchange-correlation functionals in density-
functional theory (DFT) or Green’s function methods.

The GW equations are meant to be solved self-
consistently as the solution to Dyson’s equation. In prac-
tice, self-consistent solutions are still rare, though in-
creasing in frequency. A non-self-consistent evaluation of
the self-energy based on a mean-field Green’s function is
much more common and far less computationally expen-
sive. As a compromise, one of us recently introduced the
linearized GW density matrix, denoted γGW .32,33 γGW is
evaluated in a single-shot way, as with G0W0, but its off-
diagonal elements give an update to the static portion of
the self-energy that is not accessible with ordinary G0W0.
Initial calculations show that the resulting total energies
are in better agreement with reference data than ordinary
G0W0.

To develop a better understanding of Green’s-function-
based total energy methods, systematic tests are re-
quired. However, such systematic benchmarking is met
by several challenges. The first challenge is concep-

tual. Many nonequivalent total energy functionals of the
Green’s function have been proposed, e.g., RPA (or Klein
functional),34 Luttinger-Ward,35 or Galitskii-Migdal36

(GM), that only agree for the fully self-consistent G. The
simple one-shot procedure, which is commonly used, is
therefore problematic as it leads to functional dependent
GW total energies. In the 2000’s, GW total energy func-
tionals were investigated that can be evaluated with a
one-shot Green’s function G0 and still retain some sim-
ilarity with the fully self-consistent result.37–41 Further-
more, we notice that today adiabatic-connection total
energies are experiencing a renewed interest.42–44 These
methods go beyond GW in terms of Feynman diagrams.
However, in most cases, they are implemented in a non-
self-consistent fashion. A careful assessment of their
performance for non-self-consistent Green’s functions is
therefore timely and valuable.

The second challenge relates to conservation laws that
could be violated when using a one-shot procedure. For
example, the electron number is not conserved in non-
self-consistent GW calculations45,46. A loss or surplus
of electrons leads to large changes in the electrostatic
repulsion energy (Hartree energy) and subsequent total
energy errors. Conversely, self-consistent GW calcula-
tions based on the Dyson equation obey the conservation
laws by construction.

The last challenge involves benchmarking data. Ide-
ally, we would test non-self-consistent total energy meth-
ods against fully self-consistent GW calculations. How-
ever, such fully self-consistent GW calculations are a
numerical challenge of their own and thus rare in the
literature.24,40,46–50 Owing to the slow basis set conver-
gence of GW total energy methods, all benchmarking cal-
culations should be performed with the same basis sets.
This requirement aggravates systematic benchmarking
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considerably, since almost all self-consistent GW refer-
ence studies employ different basis sets.

In this work, we assess the accuracy of different total
energy functionals for dimer dissociation with emphasis
on the performance of the linearized GW density matrix.
Recognizing the difficulty of obtaining umambiguous self-
consistent GW (scGW ) data, we also perform our own
scGW calculations in identical basis sets for a consistent
comparison. We reach a complete picture of the perfor-
mance of one-shot GW total energies, the linearized GW
density matrix, and their starting point dependencies for
the evaluation of total energies in critical dissociation
problems. Our results allow us to perform a detailed en-
ergy component analysis on the performance of the vari-
ous methods. We conclude that γGW corrects some of the
error in energy components that appears in energy evalu-
ations based on the non-self-consistent Green’s function.
γGW therefore shows promise as an improved single-shot
total energy method.

This article is organized as follows: In Section II, we
recap the different energy expressions that can be used in
the context of GW total energies: scGW , RPA, and lin-
earized GW density-matrix. We derive an analytic proof
of the electron conservation of the latter. In Section III,
we describe the critical steps and settings to obtain the
numerical results. Then, studying molecular bond disso-
ciations, we address the quality of the different function-
als as compared to self-consistent GW in Section IV. The
approximations of one-shot adiabatic-connection calcula-
tions are explored in the final results section, Section V.
Conclusions are given in Section VI. Hartree atomic units
are used everywhere in the manuscript. Real wave func-
tions are assumed.

II. GW TOTAL ENERGIES

A. Many-body perturbation theory

Many-body perturbation theory considers the Green’s
function G as its central object.51 The single-particle
Green’s function is

G(r, r′, t− t′) = −i 〈N | T̂ [ψ̂(r, t)ψ̂†(r′, t′)] |N〉 (1)

for field creation (annihilation) operator ψ̂†(r′) (ψ̂(r)),

time-ordering operator T̂ , and ground state |N〉 (we sup-
press spin variables). The Green’s function contains a
great deal of information. For instance, at time zero the
Green’s function yields the so-called one-particle reduced
density matrix:

γ(r, r′) = −iG(r, r′, 0−), (2)

where 0− stands for the left-hand-side limit to time 0 (t′

is infinitesimally later than t, t′ → t+). Going even fur-
ther, contracting the spatial indices yields the electronic
density:

ρ(r) = −iG(r, r, 0−). (3)

These will be useful quantities when evaluating the total
energy later.

The Green’s function obeys the Dyson equation

G = G0 +G0(Σxc[G]− vxc)G. (4)

The Dyson equation connects a non-interacting Green’s
function G0 obtained with the exchange-correlation po-
tential vxc

52 to the fully interacting Green’s function G
that corresponds to the self-energy Σxc. Space and time
variables have been omitted for simplicity. Equation 4 is
perhaps the best way to explain the self-energy, as the
connection between G0 and G. The self-energy itself is a
functional of G and therefore the Dyson equation must
be solved self-consistently.

Here, we focus on the GW approximation to the self-
energy. By subtracting the bare Coulomb interaction v,
which gives rise to the exact-exchange operator Σx, we
obtain the correlation part of the self-energy, Σc, that
reads in the GW approximation1,53

Σc(r, r
′, t− t′) = iG(r, r′, t− t′)

× [W (r, r′, t− t′)− v(r− r′)] , (5)

with W , the screened Coulomb interaction. The GW ap-
proximation obviously depends on the Green’s function
G and therefore should be calculated self-consistently to
satisfy the Dyson equation, in theory. But as the expres-
sion shows, Σc is dynamic and non-local, which makes
the self-consistent calculations numerically involved. It
is then very tempting to skip the self-consistency and
evaluate the GW self-energy only once using a general-
ized Kohn-sham Green’s function G0.

The self-consistent GW approach has a major advan-
tage over non-self-consistent calculations, which is that
it conserves particle number. scGW is conservative ac-
cording to the Baym-Kadanoff criterium:54 The GW self-
energy can be formally obtained from a functional deriva-
tive of a correlation functional with respect to G. This
ensures that the density calculated from the resulting
Green’s function conserves the number of electrons.

B. Self-consistent GW energies with Galitskii-Migdal

A general way of calculating the total energy from the
Green’s function is with the Galitskii-Migdal formula,

EGM
total[G] = T [G] + Vne[G] + EH [G]

+ Ex[G] + Ec[G] + Vnn (6)

for kinetic energy T , external potential energy Vne,
Hartree energy EH , exchange energy Ex, correlation en-
ergy Ec, and nuclei repulsion Vnn. All of these energy
components are functionals of the Green’s function and
can be evaluated with any given candidate G.

However, only the correlation energy itself actually de-
pends on the full dynamical Green’s function G(r, r′, t−
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t′). All the other components just need the time zero
Green’s function. For instance, let us show this statement
for the kinetic energy, whose definition as a functional of
G reads55

T [G] = −i
∫
dr lim

t′→t+
lim
r′→r

(
−∇

2
r

2

)
G(r, r′, t− t′). (7)

The kinetic operator −∇2
r/2 does not act on the time

variables so that the limit t′ → t+ and the kinetic op-
erator can be swapped. With this, the kinetic energy
becomes an explicit functional of the sole one-particle re-
duced density matrix γ introduced in Eq. (2):

T [γ] =

∫
dr lim

r′→r

(
−∇

2
r

2

)
γ(r, r′). (8)

Similar arguments can be used to demonstrate that the
exchange energy is also a functional of γ:

Ex[γ] = −1

2

∫
dr

∫
dr′γ(r, r′)

1

|r− r′|
γ(r′, r) (9)

and that the electrostatic energies Vne and EH are func-
tionals of the even simpler electronic density ρ(r).

To summarize these remarks, we explicitly introduce
γ and ρ in the Galitskii-Migdal total energy expression
introduced in Eq. (6):

EGM
total[G] = T [γ] + Vne[ρ] + EH [ρ]

+ Ex[γ] + Ec[G] + Vnn. (10)

Our total energy calculations based on scGW follow
this Galitskii-Migdal procedure. Just the correlation en-
ergy Ec[G] is not defined yet. The general correlation
energy in the Galitskii-Migdal formalism is

Ec[G] =
1

2

∫ ∞
−∞

dω

2π
Tr{G(µ+ iω)Σc(µ+ iω)}, (11)

where the Tr operator implies an integral over the spatial
coordinates. In the previous expression, we have intro-
duced the Fourier transform of the correlation self-energy
Σc and of the Green’s function G for imaginary frequen-
cies µ + iω with µ a real-valued energy that separates
occupied and empty electronic states. Our own Galitskii-
Migdal energies are numerically evaluated with Eq. 11.

The correlation energy can be transformed in an equiv-
alent expression that is numerically simpler and more
similar to the adiabatic-connection correlation energy
as we will see.. Let us introduce in Eq. (11) the irre-
ducible polarizability χ0 = −iGG, the GW correlation
self-energy from Eq. (5), the expression of the screened
Coulomb interaction W = v + vχv as a function of the
reducible polarizability χ = χ0 + χ0vχ to obtain

Ec[G] =
1

2

∫ ∞
−∞

dω

2π
Tr{vχ0(iω)− vχ(iω)}. (12)

Eq. 12 is the Galitskii-Migdal correlation energy in the
GW approximation.

In practical calculations, GW total energies are
known to precisely capture the correlation energy of
the homogeneous electron gas.22,23,37,48 However, the
correlation energy is found to be too negative for
molecules.24,41 Higher-order terms are necessary to fix
this shortcoming.56

C. Non-self-consistent Klein functional or random-phase
approximation

As the self-consistent evaluation of the GW self-energy
and Green’s function is very challenging, it is common
to use single-shot calculations of G when evaluating the
total energy. This introduces both a dependence on the
mean-field starting point and a dependence on the choice
of energy functional. As mentioned previously, different
expressions for the total energy do not agree for non-self-
consistent Green’s functions.

The most widely used approximation in this context
is certainly the Klein functional34 and its DFT counter-
part, RPA. The Klein functional is obtained from the
adiabatic connection of a non-interacting and a fully in-
teracting system with the same (exact) electronic density.
The Hohenberg-Kohn theorem57 guarantees that a local
potential that produces the exact density can always be
found irrespective of the Coulomb interaction strength λ.

Hence, with this constant density, the different compo-
nents of the total energy can be integrated over the cou-
pling constant λ from zero (non-interacting electrons) to
one (fully interacting electrons). The obtained expression
contains functionals with logarithms of the self-energy,
which would be rather difficult to evaluate for general
Green’s functions G and is of no use to us here (See Ap-
pendix B of Ref. 40, for instance).

However, the Klein functional simplifies much when
evaluated with a Green’s function G0 produced from a
one-electron self-consistent field (SCF). In this case, G0

reads

G0(r, r′, ω) = 2
∑
n

ϕn(r)ϕ∗n(r′)

ω − εn ± iη
, (13)

where ϕn(r) and εn are the eigenfunctions and eigenval-
ues obtained for the SCF. η is a vanishing positive real
number. Then the Klein functional becomes39

EK[G0] = Ts[ϕ] + Vne[ρ
SCF] + EH [ρSCF]

+ Ex[ϕ] + Φc[G0] + Vnn, (14)

where we stress with the notation Ts[ϕ] that the kinetic
energy is evaluated with Kohn-Sham orbitals and hence
does not contain the correlation part of the kinetic en-
ergy. The SCF density is denoted ρSCF.

Finally, the correlation functional Φc[G0] introduced in
Eq. (14) is identical to the one coined RPA in the frame-
work of the adiabatic-connection fluctuation-dissipation
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approach to DFT:58

Φc[G0] =
1

2

∫ ∞
−∞

dω

2π
Tr {vχ0(iω) + ln [1− vχ0(iω)]} .

(15)
In this work, energies denoted RPA are calculated with
Eqs. 14 and 15. Notice the differences and similarities
between the correlation energy functionals Ec defined in
Eq. (12) and Φc defined in Eq. (15). The difference be-
tween Φc and Ec is usually interpreted as the kinetic cor-
relation energy that Φc should contain whereas Ec should
not.

In non-self-consistent calculations, the RPA functional
and the Klein functional give the same total energy. How-
ever, the agreement is lost at self-consistency.47 Remem-
ber that the RPA functional is defined in the frame-
work of Kohn-Sham DFT and that the self-consistent
cycles are performed to obtain a local Kohn-Sham poten-
tial. The Klein functional is a Green’s function approach
and will converge to the self-consistent GW result. As
the vast majority of the practical cases use a non-self-
consistent approach, we will consider RPA or Klein func-
tional as synonyms in the following.

D. Linearized GW density matrix

Recently, the linearized GW density-matrix (γGW )
was introduced. It provides a third option to compute the
total energy in our study, the other two being Galitskii-
Migdal and the Klein functional.32,33 This density matrix
is obtained from the linearized Dyson equation

G = G0 +G0(Σxc[G0]− vxc)G0, (16)

where all Green’s functions G on the right-hand side of
the equation have been replaced with a non-interacting
G0. This linear approximation is customary in the con-
text of the Sham-Schlüter equation,59,60 where a local po-
tential is derived from a non-local dynamical self-energy.

The linearized GW density matrix has several interest-
ing properties, despite the fact that it is obtained from
a linearized approximation. First, γGW has a closed ex-
pression in the Kohn-Sham orbital basis:

γGWij = 2δij − 2
∑
as

wsiaw
s
ja

(εi − εa − Ωs)(εj − εa − Ωs)
(17a)

γGWab = 2
∑
is

wsaiw
s
bi

(εi − εa − Ωs)(εi − εb − Ωs)
(17b)

γGWib = 2
〈i|Σx − vxc |b〉

εi − εb

+2
1

εi − εb

[∑
as

wsiaw
s
ba

(εi − εa − Ωs)

−
∑
js

wsijw
s
bj

(εj − εb − Ωs)

 , (17c)
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FIG. 1. Number of electrons as a function of the bond length
in H2 for different approximations. G0W0 stands for a one-
shot evaluation of the Dyson equation, whereas γGW stands
for the linearized GW density-matrix. Calculations are per-
formed in aug-cc-pV5Z basis set.

where i, j indices run over occupied orbitals and a, b over
empty orbitals. The virtual-occupied terms γGWbi can be
readily obtained thanks to the symmetry of the density
matrix. The poles Ωs and the residues ws of the reducible
polarizability vχv can be obtained analytically61–63 solv-
ing Casida-like equations.64,65 A detailed derivation and
the generalization of spin-unrestricted case for these
equations can be found in Ref. 33.

Second, the linearized GW density matrix conserves
the number of electrons, which is not the case for reg-
ular non-self-consistent Green’s functions. The number
of electrons is obtained from the trace of γGW , which
we can perform analytically by considering the diagonal
terms in Eqs. (17a)-(17c):

TrγGW =
∑
i

γGWiiσ +
∑
aσ

γGWaaσ

=
∑
i

2δii = N. (18)

We have used the symmetry wsia = wsai to arrive at the
final result.

In Fig. 1, we illustrate the gain of electrons with or-
dinary G0W0 and conservation of electrons with γGW

by studying the stretched H2 molecule. The one-shot
Dyson equation is solved numerically for imaginary fre-
quencies. The Hartree-Fock (HF) based G0 reproduces
earlier calculations and gives a relatively small error.41,66

Conversely, for PBE-based G0W0 calculations, the elec-
tron number is already too high at equilibrium and then
increases further as the hydrogen atoms move apart from
each other. As expected from the formal derivation in
Eq. (18), the linearized density-matrix γGW always per-
fectly conserves the number of electrons, irrespective of
the SCF starting point.
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Finally, we propose an alternative expression for the
total energy that equals the scGW total energy when
evaluated with a self-consistent Green’s function33

Eγ
GW

total = T [γGW ] + Vne[ρ
GW ] + EH [ρGW ]

+ Ex[γGW ] + Ec[G0] + Vnn. (19)

In Eq. (19), the correlation energy Ec is the Galistkii-
Migdal expression shown in Eq. (12) but evaluated with
a non-interacting Green’s function G0. This expression
is different from the correlation energy of the RPA/Klein
functional (Φc) in that it does not include the kinetic cor-
relation energy, which is already included in the kinetic
energy term T [γGW ]. As a side note we like to reiterate
that γGW is a correlated density matrix with occupation
numbers that depart from 0 or 1 (non-idempotency). In
previous work, one of us has shown that the occupation
numbers of γGW approximate those obtained from scGW
for the stretched H2 molecule.33

Now we need to evaluate the different total energy ex-
pressions for realistic molecules. We first present in the
following sections the technical details for the numerical
implementations.

III. GW TOTAL ENERGIES IN GAUSSIAN BASIS WITH
MOLGW AND FHI-AIMS

To compare the different total energy expressions in
practice, we have used two computer codes that have
GW capabilities for molecules, namely MOLGW63 and
FHI-AIMS.11,67 Both codes can use the same Gaussian
basis sets. Nevertheless, some important technical details
vary.

MOLGW uses analytic Gaussian-type orbitals, as is
customary in quantum chemistry. With this choice of
orbitals, the integrals in the Hamiltonian can be evalu-
ated analytically with recursive formulas.68,69 FHI-AIMS
uses numeric atomic-centered orbitals. This approach
is more versatile as any type of atomic-centered orbital
can be used, in principle. However, the integrals have
to be computed using a quadrature.67 In the present
study, we employ spherical Gaussian orbitals from the
Dunning family.70 The discretization and quadrature er-
rors in FHI-AIMS are known to be negligible. We use
the same settings for the basis and numerical quadrature
as determined in Ref. 71 for Gaussian-type orbitals in
FHI-AIMS.

Both codes use the resolution of the identity approx-
imation in order to eliminate the two-electron 4-center
repulsion integrals.72,73 This approximation has been
shown to be extremely efficient and accurate for the
GW self-energy.9,11,74 In MOLGW and FHI-AIMS, an
atomic-centered auxiliary basis is introduced to split the
4-center integrals into 2-center and 3-center integrals us-
ing the so-called Coulomb metric. For our present pur-
pose of total energy comparisons, we have used much
more complete auxiliary basis sets than usually needed

for GW orbital energies. In MOLGW, we have used
the “PAUTO” recipe as described in Ref. 75 and imple-
mented in GAUSSIAN.76 This technique automatically
generates an auxiliary basis set corresponding to an in-
put basis set. Its accuracy in the context of GW cal-
culations has already been assessed in Ref. 77. In FHI-
AIMS, the RI basis is initialized with all possible on-site
products of the chosen numeric atomic-centered orbitals
which, in this work, are the Gaussian-type orbitals. The
set of these auxiliary basis functions centered on a cho-
sen atomic site are reduced with a Gram-Schmidt-like
orthogonalization procedure. FHI-AIMS further reduces
the auxiliary basis through a singular value decomposi-
tion to orthogonalize auxiliary basis functions centered
on different atoms.

In Table I, we show the HF total energy at the micro-
Hartree accuracy for three systems: the helium atom,
the neon atom, and ethene (C2H4). The error induced
by the two different auxiliary bases can be measured by
the difference in their HF energies. It is always lower
than 0.1 mHa, which is more than sufficient for all the
results that will be reported in the following.

Finally, the two codes treat the GW self-energy differ-
ently. In scGW calculations, FHI-AIMS fits all dynam-
ical quantities needed for the self-consistent calculation
on an additional auxiliary basis of Lorentzians in order
to perform Fourier transforms analytically.78 As shown in
Eq. (12), the Green’s function G(µ+iu) is only needed for
imaginary frequencies to calculate the correlation energy.
The same statement holds for the density and the density
matrix entering the other parts of the energy expression
in Eq. (10). As a consequence, the entire total energy
can be evaluated from the sole knowledge of G(µ+ iu) at
the expense of a quadrature on the imaginary axis. FHI-
AIMS uses an exponentially spaced imaginary frequency
grid so that grid point k is placed at

ωk = ω0[e(k−1)h − 1] (20)

for a constant h that determines the maximum frequency.
Our calculations are converged with 60 frequency points,
in agreement with previous convergence studies.78

MOLGW takes an alternative route to calculating the
self-energy, as it is mostly devoted to “one-shot” calcu-
lations. When a non-interacting Green’s function G0 is
used, a simple spectral decomposition of the self-energy
can be obtained, as shown in Ref. 63, but at the expense
of a large diagonalization. With this spectral decompo-
sition, the correlation energy is calculated analytically.

The “one-shot” GM G0W0 correlation energy based on
a HF starting point computed with both codes is given
in Table I for the same three electronic systems. The
difference between FHI-AIMS and MOLGW quantifies
the quadrature error. In all cases, the error remains well
below 0.1 mHa. In the end, the GM total energy EGM

total,
which is the sum of the two previous columns, varies
very little when comparing the two codes. Therefore, we
have verified the consistency of the results obtained with
MOLGW and FHI-AIMS.
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TABLE I. Hartree-Fock, G0W0@HF GM correlation and to-
tal energies in cc-pVQZ basis obtained in FHI-AIMS and
MOLGW codes (Ha).

HF Ec[G0] EGM
total

He
FHI-AIMS -2.861514 -0.120551 -2.982065
MOLGW -2.861514 -0.120554 -2.982068
Diff. 2.3 × 10−7 2.5 × 10−6 2.7 × 10−6

Ne
FHI-AIMS -128.543452 -0.759737 -129.303189
MOLGW -128.543470 -0.759780 -129.303250
Diff. 1.8 × 10−5 4.4 × 10−5 6.1 × 10−5

C2H4

FHI-AIMS -78.068893 -0.997408 -79.066301
MOLGW -78.068823 -0.997380 -79.066203
Diff. 7.0 × 10−5 2.8 × 10−5 9.8 × 10−5
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FIG. 2. N2 dissociation curve obtained with scGW and dif-
ferent one-shot evaluations in cc-pVQZ basis. RPA or Klein
functional total energies are shown with dashed lines. Lin-
earized GW total energies are shown with solid lines.

IV. DISSOCIATION CURVES

We can now evaluate the performance of the differ-
ent GW total energies for realistic situations. Diatomic
molecules are very often considered as a benchmark for
computational chemistry methods. Here, we treat three
molecules that have very different types of bond: N2, a
covalently bonded molecule, LiH, an ionic molecule, and
Be2, a van der Waals bonded dimer.

In the following, we compare the scGW total energy
to the one-shot evaluations in the RPA/Klein functional,
labeled RPA, or in the GM functional based on the lin-
earized GW density-matrix, denoted γGW . As the latter
two formulas are not self-consistent, they necessarily de-
pend on the SCF approximation on which they are based.
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FIG. 3. LiH dissociation curve obtained with scGW and dif-
ferent one-shot evaluations in cc-pVQZ basis. RPA or Klein
functional total energies are shown with dashed lines. Lin-
earized GW total energies are shown with solid lines.

TABLE II. Equilibrium bond lengths in Angstrom for N2,
LiH, and Be2. Below the scGW results, rows correspond
to the starting self-consistent mean-field inputs, whereas
columns show the two energy formulas, RPA or γGW .

N2 LiH Be2

scGW 1.0865 1.5627 2.6567

RPA γGW RPA γGW RPA γGW

PBEh1.00 1.0859 1.0861 1.5604 1.5631 2.6838 2.6844
PBEh0.75 1.0886 1.0861 1.5611 1.5619 2.5953 2.6773
PBEh0.50 1.0914 1.0855 1.5617 1.5612 2.5328 2.6817
PBEh0.25 1.0946 1.0836 1.5632 1.5580 2.4655 2.8269
PBEh0.00 1.0985 1.0767 1.5674 1.5616 2.3683 3.2400

We use the notation “RPA@” and “γGW@” to highlight
the starting point dependence.

A convenient way of exploring the starting point de-
pendence is to play with the exact-exchange content α
in the PBEh hybrid functional.79 Within this approach,
the standard PBE functional80 is denoted PBEh0.00 and
the PBE0 functional81 PBEh0.25.

Figure 2 shows the dissociation curves for the N2

molecule. The equilibrium bond lengths are summarized
in Table II. Even though all the curves have a very simi-
lar minimum, the γGW total energy is less sensitive to the
starting point than RPA. For PBEh1.00, both RPA and
γGW agree remarkably well with the scGW curve. How-
ever, when decreasing the amount of exact-exchange, the
RPA energies continuously go down. On the contrary, the
γGW energies are much less sensitive to the SCF starting
point and slowly go up when decreasing α.

The very same conclusions can be drawn from the anal-
ysis of LiH dissociation in Fig. 3: Both expressions agree
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FIG. 4. Be2 dissociation curve with scGW and different one-
shot evaluations in cc-pV5Z basis (upper panel). Be2 binding
energy with scGW and different one-shot evaluations in cc-
pV5Z basis (lower panel).

for PBEh1.00, and γGW is less sensitive to the starting
point than RPA. Here, for LiH, a pathological behavior of
γGW@PBEh0.00 can be observed: The total energy rises
too rapidly as the bond length increases. The weird be-
havior happens in the region where the transition from an
ionic bonding Li+ H− to an atomic limit Li· H· starts.82

Then we turn to the delicate case of Be2, which has
been carefully investigated in the past to determine the
ability of the RPA functional to capture the elusive van
der Waals interactions.83–85 Be2 is interesting for another
reason: its binding energy curve often exhibits a large
positive bump at intermediate bond lengths.

The upper panel of Fig. 4 shows the total energy
along the Be2 dissociation. Again, the RPA depen-
dence on the SCF starting point is worrying, whereas
the γGW expression is much less sensitive. However, the
binding energy of the beryllium dimer is so weak that it
is better to inspect the binding energy curves instead, in
which the energy of the two isolated beryllium atoms has
been subtracted from the total energy.

The lower panel of Fig. 4 shows the binding energy
curves of Be2. First of all, scGW produces a smooth
binding energy curve with a minimum and no bump at
intermediate bond lengths. This in itself is a remarkable
result, which has, to our knowledge, not been reported,
yet. This behavior contrasts with the huge positive bump
found for RPA@PBEh0.00 and the huge negative bump
observed for γGW@PBEh0.00. However when the exact-
exchange amount is increased, both functionals behave
much better. In particular, γGW@PBEh0.50 is a very
convincing approximation to scGW .

Across these dissociation curves, one can draw the gen-
eral conclusion that the PBE starting point should be
avoided for molecules. Additionally, hybrid functionals
with a large content of exact-exchange are a better SCF
starting point for both RPA and γGW in the sense that
they better approach the scGW result. The γGW total
energy appears less sensitive to the starting point and
might be thought of as a reliable way to avoid the heavy
fully self-consistent GW calculations.

V. ENERGY COMPONENT COMPARISON

In the previous Section, we discussed the quality of to-
tal energies in the non-self-consistent approximations to
scGW . However, even when they agree, these approxi-
mations are built with different energy components. For
instance, the Hartree energy in the RPA functional is con-
structed directly from a DFT electronic density, whereas
in the γGW functional, it is obtained from the linearized
GW density matrix. Even when the total energies match
between RPA, γGW and scGW , it is very much possible
that the individual components of the total energy differ.

In our study, the individual parts of the scGW total
energy are available, which provides us with a unique op-
portunity to appraise the quality of each component of
the total energy. This analysis is instructive not only
for the approximation to the GW total energy itself,
but for the general framework of adiabatic-connection
fluctuation-dissipation (ACFD). Indeed, the vast major-
ity of the ACFD approaches rely on a non-self-consistent
calculation, in which the electronic density is kept con-
stant and equal to the underlying SCF starting point.

In this section, we consider the examples of water and
methane, whose energy components are shown in Figs. 5
and 6. In these series of plots, we provide the total en-
ergy, the kinetic energy, the electron-nucleus energy, the
Hartree energy, the exchange energy, and the sum of the
latter three as a function of the starting SCF method.
To span a wide range of starting points, we give the re-
sults for all the tuned PBEh functionals from α = 0 to
α = 1 and also for pure HF. As reference, we also pro-
vide the scGW and the coupled-cluster (CCSD) results.
The latter ones have been calculated with Gaussian16.76

Note that for comparison purposes, we have enforced the
same energy scale on the y-axis and the data sometimes
fall outside the graph.
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FIG. 5. H2O energy decomposition as a function of the starting SCF functional in cc-pVQZ basis. Energy parts are given for
SCF, RPA, γGW , scGW , and CCSD. Results for scGW and CCSD are independent from the starting point. Upper left panel is
the total energy, upper central panel the kinetic energy, and upper right panel the electron-nucleus energy. Lower left panel is
the Hartree energy, lower central panel the exchange energy, and lower right the sum of electron-nucleus, Hartree and exchange
energies.

The upper left panels of Fig. 5 and 6 represent the to-
tal energy of H2O and CH4. They confirm the previous
conclusions: γGW reproduces quite well the scGW total
energy irrespective of the starting point. RPA is more
sensitive to the starting point, but with high amounts
of exact exchange in the startin point both RPA and
γGW reproduce the scGW total energy well. We also
see that the scGW total energy is too low compared to
CCSD.

Turning to the kinetic energy T [γ] in the upper cen-
tral panels of Fig. 5 and 6, the explanation requires some
additional details. scGW , CCSD, and γGWmethods give
direct access to the reduced density matrix and there-
fore the kinetic energy can be calculated directly. This
kinetic energy readily incorporates the so-called correla-
tion part of the kinetic energy. The SCF kinetic energy is
calculated from the Kohn-Sham orbitals and misses this
correlation part. This explains why the SCF kinetic ener-
gies are way too low and the curve does not even appear
on the graph. Finally, the RPA kinetic energy is defined
indirectly:

TRPA = Ts[ϕi] + Ec[G0]− Φc[G0], (21)

as the adiabatic-connection in Φc[G0] is meant to capture
the pure correlation energy together with the kinetic en-
ergy correlation. From the upper central panels of Figs. 5
and 6, we observe that both RPA and γGWkinetic ener-
gies are very sensitive to the starting SCF functional.

For the next energies in Figs. 5 and 6, namely the

electron-nucleus Vne, Hartree EH , and exchange Ex en-
ergies, the RPA values are identical to the SCF ener-
gies in the “one-shot” approach. For the other methods,
one can first note the astonishing agreement of those en-
ergies within scGW and CCSD. Then, both RPA and
γGW energies are rather sensitive to the chosen starting
point.

However, the different deviations may compensate
to some extent. Let us quantify this with the lower
right panels of Figs. 5 and 6. There we draw the
sum Vne+EH+Ex that is not updated in a “one-shot”
adiabatic-connection approach. For the SCF calcula-
tions alone, a large amount of exchange is required to
match scGW or CCSD for H2O, whereas for CH4 SCF
always remains too low. Conversely, γGW agrees well with
scGW and CCSD for large amounts of exchange for both
molecules.

We conclude that the “one-shot” adiabatic-connection
approach can be problematic since simple parts of the
total energy, such as the electrostatic and the exchange
components, are kept unchanged and equal to their SCF
starting point. Hence, improving the adiabatic connec-
tion total energy would imply compensating the “one-
shot” error with the correlation energy. This could, in
turn, worsen the correlation energy component by it-
self. Working with an improved density matrix, such
as γ@PBEh0.75 would accurately separate the necessary
improvement to the correlation energy from the improve-
ment to the electrostatic and exchange energies. Com-
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FIG. 6. CH4 energy decomposition as a function of the starting SCF functional in cc-pVQZ basis. Energy parts are given for
SCF, RPA, γGW , scGW , and CCSD. Results for scGW and CCSD are independent from the starting point. Upper left panel is
the total energy, upper central panel the kinetic energy, and upper right panel the electron-nucleus energy. Lower left panel is
the Hartree energy, lower central panel the exchange energy, and lower right the sum of electron-nucleus, Hartree and exchange
energies.

pared with scGW and CCSD, γ@PBEh0.75 gives good
total energies and total energy components.

VI. CONCLUSION

In this article, we have compared the performance of
approximated GW total energy functionals to the self-
consistent reference value. We have especially studied
the RPA functional (also named Klein functional) and
the recently proposed linearized density matrix total en-
ergy. We have shown analytically and numerically that
the linearized GW density matrix conserves the number
of electrons, an important property which is violated by
the usual one-shot Dyson equation.

We have shown that the linearized density-matrix to-
tal energy is less sensitive to the starting SCF functional
than the regular RPA when studying dissociation of di-
atomic molecules, including the famously difficult exam-
ple of Be2. Both RPA and γGW total energies better ap-
proach scGW when starting from hybrid functionals with
a high content of exact-exchange (0.75-1.00). This gives
us a hint that those SCF functionals produce Green’s
functions which are reasonably close to that obtained
with scGW .

With a term by term comparison of the total energy
components for water and methane, we have appraised
the intrinsic error introduced when performing a one-
shot adiabatic-connection calculation. In one-shot cal-

culations, the electron-nucleus, the Hartree and the ex-
change energies are kept equal to the SCF starting point.
For methane, we show that no simple hybrid functional
correctly produces these energy components and no er-
ror cancellation occurs in their sum, which is not accu-
rate when compared to the reference data. Therefore,
the error in these energies permeates up to the final total
energy. These findings show that the quest for a bet-
ter adiabatic-connection correlation energy should come
along with a quest for a better density matrix. The
linearized GW density matrix may be a rung towards
achieving that goal.
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FIG. 7. C2H4 energy decomposition as a function of the starting SCF functional in cc-pVQZ basis. Energy parts are given
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panel is the total energy, upper central panel the kinetic energy, and upper right panel the electron-nucleus energy. Lower left
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