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We analyze in this study the numerical thermo-hydro-mechanical response of an annular reinforced con-
crete structure called MAQBETH subjected to a thermal loading up to 200 �C during more than 250 h. This
mock-up is typical of concrete structures in nuclear waste storage conditions under accidental situations.
The simulations are performed with a simplified coupled model based on the mechanics of partially sat-
urated porous media, which was previously developed in [1]. As a main contribution of this paper, we
explicitly take into account the temperature effects in the water retention curves, via the introduction
of the isosteric heat of sorption. These effects result in a significant reduction of the saturation degree
at any given relative humidity for increasing temperatures. The numerical results of the MAQBETH sim-
ulation are then compared with experimental ones in terms of profiles of temperature, relative humidity,
gas pressures and strains in the median plan at different times. This comparison shows a reasonable
agreement. The effects of the temperature-dependent sorption curves are further analyzed through addi-
tional simulations carried out with a constant sorption curve. Large differences in the relative humidity
and saturation degree profiles, and to a lesser extent in the gas pressure profiles, are observed between
the two cases.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

The precise characterization of the mid and long-term behav-
iour of concrete is of paramount importance in the context of
nuclear plant containments and radioactive waste management.
For the latter case, cementitious materials are considered as an
attractive option for building structures. These constructions are
typically subjected in service to combined moderate thermal (less
than 100 �C) and mechanical loadings, but may experience tempo-
rary accidental situations characterized by temperature increase
up to 200 �C. In general, thermal loadings accelerate the moisture
transfers by increasing the related gradients between the material
and the environment. Moreover, the thermomechanical loadings
may cause more or less severe cracking, leading in turn to locally
augment the transport properties and then to lessen the radionu-
clide confinement function of the structure, which is critical in
the framework of nuclear waste storage.

The precise description of short as well as long-term behaviour
of deformable porous media subjected to thermal loadings is gener-
ally achieved by means of coupled models involving heat conduc-
tion, liquid and gaseous water flow, and interactions of these fluid
ll rights reserved.

x: +33 1 69 08 84 41.
phases with the solid skeleton (see e.g. [2–4]). The corresponding
models are then constituted by several non-linear coupled differen-
tial equations describing many physical phenomena, with a large
amount of parameters to identify. The more sophisticated formula-
tions involve three interacting fluid phases: dry air, vapour water
and liquid (see e.g. [3–8]). Numerous comparisons to experimental
data have confirmed the interest of these numerical developments
for the simulation of the thermo-hydro-mechanical (THM) concrete
structure response. In particular, they allow predicting both hydric
state and temperature evolutions within the structure, which are of
great importance when reactive porous materials like concrete are
considered. Indeed, this material may be subjected to the penetra-
tion of aggressive substances from the environment (chlorides, car-
bon dioxide. . .), and the transport properties of these substances as
well as the induced chemical reactions are significantly affected by
both the local internal saturation state and the temperature. More-
over, differed deformations due to shrinkage and creep phenomena,
which may in the long term provoke more or less severe cracking,
are known to be deeply related to these two factors (see e.g. [9]).
Then, the precise knowledge of the thermo-hydric state of concrete
structures is not only important with regards to their mechanical
response, but also concerning the long-term material durability.

We focus in this work on the THM behaviour of concrete
structures subjected to temperatures up to 200 �C, as may be
encountered in accidental situations in the context of nuclear waste

http://dx.doi.org/10.1016/j.engstruct.2011.12.007
mailto:benoit.bary@cea.fr
http://dx.doi.org/10.1016/j.engstruct.2011.12.007
http://www.sciencedirect.com/science/journal/01410296
http://www.elsevier.com/locate/engstruct
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storage. More precisely, we investigate and analyze the numerical
THM response of a large reinforced concrete structure called MAQ-
BETH and representing a prototype of a ring enclosing nuclear
wastes in a typical waste disposal concept. This structure is consti-
tuted of a hollow cylinder with external diameter of 2.2 m and
height of 3 m, and it has undergone a thermal loading at 200 �C dur-
ing several hundreds of hours. To describe the macroscopic THM
behaviour of concrete, a simplified coupled model (denoted as
THMs in the following) was developed at CEA/LECBA in the last
few years. This THMs model is based on the mechanics of partially
saturated porous media and assumes that the gaseous phase is
composed exclusively of vapour [1]. This hypothesis leads to sub-
stantial simplification in the theoretical formulation since only
one equation governs the mass conservation of the water in both li-
quid and gas form. The THMs model was applied to the simulation
of plain concrete structures in [1], and in this study it is then applied
to the simulation of the reinforced concrete structure MAQBETH. Its
capacity to reproduce the main features of the concrete structure
including the reinforcement rebars will be evaluated through the
comparison between numerical and experimental results in terms
of evolution of temperatures, gas pressures, relative humidity and
strains in the median plan of the structure as a function of time.

As a second objective of this study, the modelling of the sorp-
tion curves is improved so as to take into account the effects of
the temperature through the introduction of the isosteric heat of
sorption. Such effects are indeed known to be of significant influ-
ence on these curves, and then on the hydric state (e.g. [10,11]).
The numerical implementation into the THM model of the corre-
sponding formulation is further described and some simplifica-
tions are proposed and discussed. This temperature-dependence
is in general not considered in most existing models for simplicity,
and also due to the lack of available experimental data. Their con-
sequences on the concrete structure response and in particular on
the temporal evolutions of the hydric state are next analyzed
through a detailed comparison of the numerical results obtained
with non-evolving and with temperature-dependent sorption
curves. Specifically, the simulations results are studied in terms
of relative humidity, saturation degree and gas pressures profiles
at different times.

The paper is organized as follows. The reinforced concrete
structure is briefly described in Section 2. The coupled THM model
used for the simulations is recalled in Section 3, with a particular
focus on the temperature-dependent sorption curves modelling.
The Section 4 presents and analyses the numerical results ob-
tained, and confronts them to experimental data. Finally, some
concluding remarks and perspectives are given in Section 5.
Fig. 1. General view of MAQBETH mock-up (left) a
2. Description of the MAQBETH mock-up

The MAQBETH mock-up is a large scale experiment developed
at the French Atomic Energy Commission (CEA Saclay), in order
to get exploitable experimental data on concrete structures
subjected to loadings representative of those encountered in the
context of nuclear interim waste storage structures, and then to
support their conception [12]. The design of this mock-up was
guided mainly by specific characteristics and loading conditions
of this type of structures (high performance concrete, large thick-
ness for radioprotection, slow heating rates, and moderate to high
temperature levels maintained for long periods). The main objec-
tive of this study was to provide a series of temporal data regarding
the THM behaviour of a large scale experiment. To this aim, several
sensors are radially placed inside the structure to measure the
temporal evolutions of temperature, gas pressure and relative
humidity. Strain gauges are further set on the inner surface at
mid-height to measure both vertical and orhoradial strains.

The MAQBETH mock-up is a reinforced hollow concrete cylin-
der with an inner and outer diameter of 1 and 2.2 m, respectively,
and a height of 3 m (see Figs. 1 and 2). The dimensioning criteria
adopted limit the steel stress to a maximum of 300 MPa (corre-
sponding to a crack opening of 0.3 mm) with a concrete compres-
sive stress smaller than 30 MPa at the heated surface. Following
these criteria, the steel reinforcement is concentrated near the sur-
faces, leaving a central zone to experimental measures. The total
weight of reinforcement rebars corresponds to 10% of the mock-
up weight (2.2 tons). The steel reinforcements are composed of
high quality steel of high adherence (CRELOI 500S) with a diameter
of 25 and 16 mm for the vertical rebars in the inner part of the
structure. The mock-up is laid on a 60 mm thick wooden plate
and its top is covered with a 200 mm thick insulator layer and a
30 mm thick wooden layer [13].

The hollow cylinder geometry for the reinforced concrete struc-
ture is representative of real nuclear storage structures; its dimen-
sions result from the following constraints:

� having a sufficient thickness to obtain high temperature gradi-
ents, to limit the scale effects and to be representative of real
civil engineering structures,
� radial symmetries allowing the installation of several sensors,

possibly of important size,
� obtaining one-dimensional moisture and heat flows,
� considering a zone in the structure at mid-height where the

influence of boundary effects is negligible (in terms of temper-
ature loading as well as hydrous and mechanical ones), thus
nd cylindrical steel reinforcement (right) [12].
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Fig. 2. Geometrical characteristics of MAQBETH mock-up (concrete hollow cylinder) (a), schematic description of experimental conditions (b), and scheme of axisymmetrical
numerical model (c).

Table 1
Experimental concrete composition of MAQBETH mock-up.

Data Value

Cement mass mc (CEM I 52,5 Lafarge) 354 kg/m3

Aggregate mass ma 1877 kg/m3

Calcium–siliceous gravel 5–20 mm 715 kg/m3

Fine calcium–siliceous gravel 5–14 mm 402 kg/m3

Siliceous sand 0–5 mm 760 kg/m3

Mix water mw 154 kg/m3

Superplasticizer optima 100 5.31 kg/m3

Water/cement ratio 0.43
Hydrated water do 0.9 � 0.21 �mc
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allowing to concentrate the instrumentation in a quasi-homo-
geneous behaviour zone.

The cylindrical geometry also allowed the installation of very
simple heating system composed of three heating-mandrills of
approximately 10 kW each and an external diameter (0.98 m)
slightly lower than internal diameter of the mock-up.

The concrete composition and characteristics are listed in Table
1. Concrete was prepared using a standard Portland cement [12].
This composition was adapted to optimize the solid skeleton and
to follow the usual criteria of durability (low water/cement ratio,
high cement content. . .) for current concrete structures. Its
mechanical characteristics (compressive strength at 28 days over
60 MPa) and its reduced permeability allow the classification of
high performance concrete (HPC).
3. THM governing equations

In this section the behaviour of both concrete and steel materi-
als are first recalled and specified in the particular conditions of
moderate thermomechanical loadings. The model proposed for
taking into account the effects of the temperature on the sorption
curves is then presented and discussed in the second subsection.

3.1. Description of the THMs model

This subsection is largely devoted to the governing equations of
the simplified THM model developed in [1], which are briefly re-
called hereafter. We focus our attention on the concrete behaviour
since this material constitutes the major part of the MAQBETH
structure, and is furthermore particularly affected by the thermo-
hydric (TH) evolutions and by cracking resulting from TH as well
as mechanical loadings. On the other hand, reinforcement rebars
act essentially on the mechanical response of the whole structure:
steel is indeed assumed unchanged by the hydric state of the sur-
rounding material for the typical simulation times considered in
this study, and the results have further shown that the effects of
the presence of the reinforcement bars on the temperature evolu-
tions are negligible.

In the THMs formulation, it is assumed that the gas phase is
constituted only of water vapour, i.e. the dry air is neglected. This
hypothesis allows combining both mass conservation equations of
water (liquid and vapour) into a single one. Cracking is simply
described in the model via an isotropic damage variable related
to randomly distributed microcracks represented as penny-shaped
ellipsoids. In [1] the model was applied to the simulation of a plain
concrete cylinder of 0.80 m height and 0.80 m diameter subjected
to heating up to 160 �C. The numerical results were proven to cor-
rectly reproduce the experimental data in terms of temperature
and pore pressure evolutions within the structure, including in
the transient regime. Subsequently, the simplified model was con-
fronted in [14] to a more sophisticated model in which the dry air
was no more neglected and considered as a constituent of the
problem, thus leading to a supplementary mass conservation equa-
tion in the system. The two models were applied to the simulation
of a 16 � 32 cm cylindrical concrete specimen heated up to 200 �C.
Very comparable results were obtained, which were furthermore
in good agreement with experimental data, thus justifying the
use of the simplified model in the corresponding range of temper-
ature and loading conditions.

3.1.1. Mechanical behaviour
The classical Biot formulation extended to the unsaturated case

is retained for expressing the concrete mechanical behaviour (see
e.g. [2,4,15]), assumed to be isotropic. The stress tensor r takes
the form:

r ¼ 2lJ : eþ 3kL : e� bIpl � 3akhI ð1Þ

where e is the strain tensor, L and J are projection operators such
that L ¼ 1

3 I � I and J ¼ I�I � L with I the second order identity ten-
sor, l and k the shear and bulk moduli in isothermal drained condi-
tions, b the Biot coefficient, pl the liquid pressure, a the coefficient of
thermal expansion, and h = T � T0 with T and T0 the current and ini-
tial temperatures, respectively. The Eq. (1) is formulated with the
assumptions that only infinitesimal transformations are considered,
and that the mechanical effects of the gaseous phase on the solid
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skeleton are negligible relative to the ones of the liquid phase (see
[1,16] for further details). It should be noted that the latter hypoth-
esis appears reasonable for slow heating rates and moderate tem-
peratures as considered in this study, but should be carefully
assessed in the case of higher heating rates and/or temperatures.
In particular, it is well known that concrete exposed to fire (i.e. to
high temperatures) may exhibit important gas pressures (up to
4 MPa, e.g. [17]), which cannot be disregarded from the mechanical
viewpoint.

In this model concrete is viewed as a porous material composed
of a homogeneous matrix in which are dispersed spherical inclu-
sions and penny-shaped ellipsoids representing porosity and
microcracks, respectively. These two families of inclusions are sup-
posed to have well separated dimensions in typical conditions,
such that a two-step homogenization procedure may be applied
to estimate the main mechanical and transfer parameters [1]. In-
deed, capillary pores are commonly defined as the ‘large’ pores
with size greater than 0.1–1 lm up to a few hundred of lm (while
pores of lower size are designated as inter hydrates and C–S–H
pores), which is assumed much smaller than the ellipsoids radius
representing microcracks for moderate damage states. We also
suppose that they are connected such that both gaseous and liquid
phase are subjected to the same pressure in the two inclusion fam-
ilies. Finally we make the hypothesis to simplify that the ellipsoids
are identical and randomly oriented, this latter assumption being
necessary to guarantee that the corresponding macroscopic dam-
age variable remains isotropic. The ellipsoids distribution is then
classically characterized by the density parameter q = Na3, with N
the density number (i.e. the number of microcracks per volume)
and a the radius of the ellipsoids (see e.g. [18]). Denoting as 2c
the microcrack opening corresponding to the dimension of the
ellipsoid in the revolution axis direction, the volume fraction of
microcracks is /c = (4p/3)qX, with X = c/a the aspect ratio of the
ellipsoid. We apply the interaction direct derivative (IDD) scheme
developed by Zheng and Du [19] to estimate the mechanical and
hydro-mechanical properties. For the microstructure representa-
tion and the two-step homogenization scheme as adopted here,
the bulk and shear moduli introduced in Eq. (1) are then given
by (see [1] for the detailed calculations):

k
ks
¼ 1þ

/pTh
p

1� /p

 !�1

1þ qah
I

1� qah
II

� ��1

;

l
ls
¼ 1þ

/pTd
p

1� /p

 !�1

1þ qad
I

1� qad
II

� ��1

ð2Þ

where Th
p and Td

p are the hydrostatic and deviatoric parts, respec-

tively, of the isotropic (dilute) strain localization tensor T s
p ¼

Ið4Þ � Rs
p

� ��1
, with Rs

p the Eshelby tensor of a spherical inclusion

in the solid matrix and I(4) the fourth order identity tensor;
ah

I ;ah
II;ad

I and ad
II are coefficients resulting from an average proce-

dure over all possible orientations of microcracks (see [1,16] for fur-
ther details); the subscript s designates quantities relative to the
solid phase; /p is the volume fraction of pores. Having defined the
variable representing the isotropic defects at the macroscale and
the behaviour of the damaged material, the next stage consists in
characterizing the evolutions of the damage variable, which is sim-
ply chosen to be the density parameter q. We adopt the classical ap-
proach in which the evolutions of the internal variables are
specified macroscopically by means of appropriate laws involving
state variables. Following this simple and pragmatic approach, the
evolutions of the damage variable q are expressed by making use
of the relation introduced by Mazars [20] specifying that the main
parameter controlling these evolutions is the equivalent strain de-
fined by ~e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

iheiii2þ
q

, with eii the principal strains and h � i+ the

Macauley brackets. The damage evolutions are further proposed
to be ruled by:

q ¼ exp
~e
e0

� �m

� 1
� �

� 1 if ~e P e0 and r > 0 ð3Þ

with the condition _q P 0; m is a positive parameter and e0 corre-
sponds to the initial strain threshold; r is the bulk stress defined
by r = (r: I)/3. In the numerical applications presented in Section
4, as the essential source of damage is related to extensions, only
damage due to tensile states of stresses is considered, and the
parameters are set to the values m = 0.55 and e0 = 1 � 10�4. More-
over, a non-local damage formulation is used for ensuring objective
results in terms of damage and mechanical response with respect to
the mesh size [21]. The internal parameter related to the non-local
formulation is set to lc = 0.025 m.

Besides, to simplify the so-called load induced thermal strains
(LITS, see e.g. [22]) are not accounted for, as they are assumed to
be small relative to thermal and mechanical strains due to the
moderate temperatures considered in this study. However, this
assumption would deserve to be validated upon appropriate
experimental measurements.

The evaluation of the Biot coefficient is based on the consider-
ation that the macroscopic stress ri generated by any microscopic
homogeneous eigenstresses (or strain-free stresses) pi I acting in
the inclusion family i reads (see e.g. [23,24]):

ri ¼ �hT A : piIi ¼ �/ihT A : piIii ¼ �/i
T Ai : Ipi ð4Þ

where A is the strain localization tensor, h � i and h � ii denote the
average operations over the whole volume and the volume of phase
i, respectively, and Ai = hAii. We apply this equation to the case of
our porous material subjected to the pore pressure pl in the volume
fraction /l. Indeed in our case pl can be interpreted as an eigenstress
which develops in the inclusions formed by the space occupied by
water. To evaluate /l, we suppose that the same water pressure pl

exerts in the two inclusion families of the material. We further
adopt the hypothesis that the microcracks first totally desaturate
before porosity begins to empty in the case of a desaturation of
the material. Conversely, the microcracks are supposed to resatu-
rate after porosity in the case of an imbibition process. With these
definitions and assumptions, the effective Biot coefficient b is
obtained in the form [1,16]:

b ¼
qah

I 1þ /p Th
p � 1

� �� �
nc þ /pTh

p 1� qah
II

� �
np

1þ /p Th
p � 1

� �� �
1þ qah

I � qah
II

� � ð5Þ

where np and nc are coefficients varying from 0 to 1 and indicating
the saturation level of porosity and microcracks, respectively. They
are defined as:

nc ¼ 1þ
/p

/c

� �
Sl �

/p

/c

	 

HðSl � SlpÞ;

np ¼ 1þ /c

/p

 !
Slð1� HðSl � SlpÞÞ þ HðSl � SlpÞ ð6Þ

where Sl is the liquid saturation degree, Slp = /p/(/c + /p) corre-
sponds to the saturation degree at which microcracks are emptied
while pores are filled by water, and H is the Heaviside function.
Note that this approach may be generalized without difficulty to
an arbitrary number of pore and microcrack classes, provided they
exhibit a size hierarchy [16]. It may further be extended quite easily
to the more general case of ellipsoidal pores with isotropic spatial
distribution [16].

Another remark concerns the simplification in the microstruc-
ture description, which is assumed here to be only composed of
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a homogeneous matrix in which are dispersed void inclusions.
Indeed, some authors propose a more complex representation
including various solid phases present at different scales, from
the hardened cement paste (i.e. dimensions ranging from several
nm to about one hundred of lm) to the concrete with its typical
characteristic dimension of about 10 cm (see e.g. [25–31]).
Matrix-inclusion type morphologies and/or multi-layered compos-
ite sphere models are used in these studies. Again, to simplify and
since the purpose of the present study mainly concerns the multi-
physical behaviour of cementitious materials (in particular when
subjected to complex non-linear phenomena consecutive to
temperature increase and partially saturated conditions, which in
general are not tackled in the aforementioned sophisticated micro-
mechanical models due to their complexity), we keep in a first
approach the basic microstructure description presented above
and leave for future works the developments necessary for the
integration of more realistic morphological and microstructural
characteristics.

Due to the relatively low stress levels in the reinforcement
rebars in the MAQBETH structure during the thermo-hydric load-
ing which always remain far from the elasticity limit of the mate-
rial, the steel mechanical behaviour is simply assumed as linear
elastic (note that this assumption has been validated by the simu-
lation results). It is further considered temperature-independent in
the temperature range of this study (by contrast, the Young mod-
ulus of concrete evolves linearly as a function of the temperature,
see Table 2 for the parameter values). We will further suppose clas-
sically in the simulations a perfect adherence between concrete
and the steel rebars.

3.1.2. Mass conservation equation
The mass balance for water requires considering both its liquid

and vapour form, thus leading for general situations to 2 equations
which take classically the form (see e.g. [4,32]):

@

@ t
ðmlÞ ¼ �r � ðmlv lÞ � ll!v þ _d;

@

@t
ðmvÞ ¼ �r � ðmvvvÞ þ ll!v

ð7Þ
Table 2
Thermo-hydro-mechanical parameters for MAQBETH concrete.

Data Value

Initial porosity /0 0.1

Initial relative humidity h0
r

0.96

Initial permeability to Gas k0
mg

1.0 � 10�17 m2

Gas permeability kmg(Sl = 0) kmgðSl ¼ 0Þ ¼ k0
mg expð0:2dÞ

Initial intrinsic permeability to liquid k0
ml k0

ml ¼ 3� 10�5k0
mg

Water released due to dehydration
process d [12]

d = 0.018 (T � 60) kg/�C for
T P 60 �C, d = 0 otherwise

Evolution of porosity with T / = /0 + d/2280
Saturated concrete thermal conductivity

k20

2.3 W/m �C

Unsaturated concrete thermal
conductivity k60

1.9 W/m �C

Thermal capacity of anhydrous cement Cc 750 J/kg �C
Thermal capacity of aggregates Ca 800 J/kg �C
Thermal capacity of water Cw 4184 J/kg �C
Thermal capacity of bound water Cbw 3760 J/kg �C
Enthalpy of dehydration Lw?gw 2500 kJ
Steel thermal conductivity ks 46 W/m �C
Thermal capacity of steel Cs 450 J/kg � �C
Volumetric mass of steel 7850 kg/m3

Concrete elasticity modulus Ec(T) (linear
evolution as a function of T)

38.9 GPa (20 �C) to 20.4 GPa
(250 �C)

Poisson coefficients of concrete mc 0.22
Steel elasticity modulus Es(T) 190 GPa (20–250 �C)
Poisson coefficients of steel ms 0.30
Concrete thermal dilatation coefficient a 11.0 � 10�6 C�1

Equivalent convection coefficient h 10 W/m �C
in which ml = /qlSl and mv = /qv (1 � Sl) are the mass of liquid water
and vapour per unit volume of material, respectively; / is the total
porosity; qi designates the density of the water in phase i, i 2 {l,v}
for liquid and vapour; ll?v is the rate of evaporation of water per
unit volume; vi is the velocity of phase i and _d represents the rate
of water released in the porosity due to the dehydration process
of the hydrated solid products when temperature rises (see Table 2
for the numerical values). This latter quantity appears as a source
term in the mass balance Eq. (7) and may be related to the mass
of solid skeleton ms through @ms=@t ¼ � _d.

From the Eq. (7) and with the assumption that the gas phase is
composed only of vapour [12], the mass balance equation of water
can be written as [1]:

/
qlv

Sl
@ql

@T
þ Sv

@qv
@T

� �
þ- @Sl

@T
þ /0d þ 3a

k
ks
� 3asð1� /Þ

� �	 

@T
@t

þ b�
@e
@t
þ N

ks

@q
@t
þ 1

qlv
r � ðwl þwvÞ

þ �- @Sl

@pc
þ b� /Sl

ks
þ /

qlv
Sl
@ql

@pl
þ Sv

@qv
@pl

� �	 

@pl

@t
¼

_d
qlv

ð8Þ

in which /d is the porosity fraction due to dehydration of the solid
phase, N ¼ pl@b=@q� ðe� 3ahÞ@k=@qþ /0c þ-ks@Sl=@q; b

� is the
Biot coefficient in saturated conditions, - = /(ql � qv)/qlv � pl /
ks(/ � @b/@Sl), and qlv = Slql + Svqv. It is also implicitly supposed that
@ks/@ T = 0,ks� rs � pl with rs the bulk stress of the solid phase, and
that Sl varies as a function of T and of the capillary pressure pc. Clas-
sically, we assume that pc is linked to the relative humidity defined
by hr = pv/pvs, with pvs the vapour pressure at saturation, via the Kel-
vin’s law:

pc ¼ �ql
RT
Mv

ln hr ð9Þ

where Mv and R are the molar mass of water and the ideal gas con-
stant, respectively. Consequently Sl may by as well expressed as a
function of hr instead of pc. The theoretical (and numerical) descrip-
tion of the corresponding sorption curves Sl(hr,T), which integrate
complex microstructural and physical features, in particular in
terms of pore size distribution, connectedness and adsorption phe-
nomena, will be the focus of Section 3.2. Note that the very defini-
tion of the capillary pressure pc involves both liquid and gas
pressure as pc = pm � pl, with pm the pressure of the gas phase, equal
in our study to pv. Since the gas pressure is assumed here to be neg-
ligible relative to the liquid one from the mechanical point of view,
we adopt the simplification pc 	 � pl. The hypothesis of disregard-
ing the dry air in the moisture transport process has been discussed
in details in [1], and has proven to be reasonable in [14] in the con-
text of moderate temperature conditions.

The classical Darcy’s law is used for expressing the mass flux as:

wi ¼ �
qiK i

gi
kriðSlÞrpi ð10Þ

where Ki, kri and gi are the isotropic permeability tensor, the
relative permeability and the dynamic viscosity of the phase i,
respectively. We denote kei the permeability coefficient such that
kei(Sl,q)I = Kikri(Sl). Since the knowledge of their evolutions is crucial
for obtaining an accurate evaluation of the hydric state through Eqs.
(8)–(10), the permeability coefficients kei of the material are esti-
mated as a function of the damage state q and saturation degree
Sl, by making use of the Generalized Effective Media (GEM) formu-
lation [33]. We suppose further that the flow in the microcracks can
be approximated by a Poiseuille flow occurring between two paral-
lel plates separated by the distance 2c. Designating by kc the perme-
ability of the cracks, we then have kc = c2/3 = (q/N)2/3X2/3. Let kmj be
the permeability to water (j = l) or gas (j = g) of the matrix composed
of the solid phase and the porosity; kml and kmg stand then for the
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permeability of the undamaged material, and may be experimentally
determined for each of the fluid phases. The widely used relative per-
meability function introduced by van Genuchten [34] is further used
to modify the effective value of kml as a function of Sl, whereas the cor-
rection function proposed by [35] is adopted to adjust the one of kmg

(see Table 3). Note that the transport of adsorbed water is assumed to
simplify to be accounted for in the liquid relative permeability func-
tion, and is then not considered independently [8].

Applying the GEM formulation to the damaged material where
the role of the inclusion phase is played by the microcracks and the
matrix by the undamaged material, and making use of the scenario
describing the saturation and desaturation process of microcracks
and porosity as defined by Eq. (6), the following expressions for the
permeability to liquid kel and to gas keg were found in [1]:
kel ¼
1
2

aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 4ðkckmlÞ1=tl ½nc/cvþ vð1� nc/c � ð1� ncÞ/cð1þ vÞÞ


q� �	 
tl

ð11Þ

keg ¼
1
2

a0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a02 þ 4ðkckmgÞ1=tg ½ð1� ncÞ/cvþ vð1� ð1� ncÞ/c � nc/cð1þ vÞÞ


q� �	 
tg

ð12Þ
with a0 ¼ k1=tg
mg ð1� /cð1þ vÞÞ þk1=tl

c ðð1� ncÞ/c þ vðð1� ncÞ/c � 1ÞÞ;
a ¼ k1=tl

ml ð1� /cð1þ vÞÞþk1=tl
c ðnc/c þvðnc/c � 1ÞÞ;v¼ /cc=ð1� /ccÞ; tl

and tg are parameters which values are adjusted so that the maximal
increase of permeability due to damage does not exceed 104. The
numerical simulations have been carried out with the values of Tables
2 and 3, and X = 1� 10�4, tl = 3, tg = 3.

As previously mentioned, we assume that the steel reinforce-
ment rebars play no role in the hydric state of the concrete. We
then neglect the local disturbance involved by the presence of
these rebars, which however probably affect slightly the mass
transfers in their vicinity.

3.1.3. Heat equation
The entropy conservation equation is classically written in the

form (see [1]):

cðSl;dÞ
@T
@t
þ ðwlCpl þwvCpvÞrT �wv

qv
� rpv

¼ �r � q� Ll!vll!v � Ls!l
_d ð13Þ

where c(Sl,d) = mdsCds + /qlSlCpl + /qv(1 � Sl)Cpv + (d0 � d)TCbw is the
heat capacity of the concrete material; Cpl and Cpv are the mass heat
capacities of the free (bulk) water and vapour, respectively; mds is
the mass of cement and aggregate per unit volume; Cds and Cbw
Table 3
Main functions introduced for the simulations.

Data Expression Refs.

Liquid water
density ql ¼ 314:4þ 685:6 1� T�273:15

374:14

� � 1
0:55

h i0:55
[kg/m3]

[54]

Dynamic viscosity – liquid water:

glðTÞ ¼ 2:414� 105 exp 570:58058
Tþ133:15

� �
[kg/m/s]

[55]

– vapour: gv(T) = 3.85 � 10�8T + 10�5 [kg/m/s] [56]

Vapor saturation
pressure

pvsðTÞ ¼ patm exp 4871:3 T�100
373:15 T

� �
[Pa], with

patm = 101325 Pa

[54]

Relative
permeability

– liquid relative permeability:

krlðSlÞ ¼
ffiffiffiffi
Sl

p
1� 1� S1=m

l

� �mh i2

[34]

– vapor permeability:kmg = K krg [1 + (a/pg)] [35]

with: krgðSlÞ ¼ ð1� SlÞp 1� S
1
m
l

h i2m [34]

and: a = 11.1,p = 5.5 and m = 0.56
are the mass heat capacities of the dry solid phase and of the bound
water, respectively; (d0 � d) corresponds to the current mass of
bound water. The terms of heat transported by fluid convection
(wl Cpl + wvCpv)rT and heat dissipation due to the liquid phase com-
pressibility wv/qvrpv are assumed both negligible [36]. The heat of
vaporization is expressed by Ll?v = T(sv � sl) with si the entropy of
the phase i, and by analogy the heat of dehydration is defined by
Ls?l = T(ss � sbw) [37].

The heat flux is classically expressed via the Fourier law:

q ¼ �kðSl;dÞrT ð14Þ

with k(Sl,d) the thermal conductivity coefficient (note that in the
Eq. (14) we assume an isotropic behaviour); the experimental
function k(Sl,d) = k60 + Dk(Sl/Slo) � kdd was proposed in [12], where
Dk = k20 � k60,k20 and k60 being the saturated and unsaturated con-
crete thermal conductivity [1].

The contribution of the steel reinforcement rebars is also taken
into account via the classical heat equation (see Table 2 for the
thermal properties of steel and concrete). However the numerical
results show a negligible influence of these rebars on the temper-
ature evolutions in the structure, such that they could be ignored,
from the thermal point of view, in the simulations.
3.2. Isotherm sorption curves

This subsection presents and details the model used for captur-
ing the temperature effects on the sorption curves Sl(hr,T). The cou-
pling and implementation of this model into the THMs code are
among the main contributions of the paper. These temperature ef-
fects are specifically taken into account by introducing the isosteric
heat of adsorption, while we conserve the classical macroscopic
approach which assumes that the sorption curves incorporate basi-
cally microstructural information (mainly in terms of pore size dis-
tribution). There are only very few results in the scientific
literature about the influence of temperature on the concrete water
retention curve, see e.g. [11,38–43] for more information (note that
in these studies the maximal temperature is 80 �C). Temperature
appears to have an important impact on the retention curve, as
illustrated for example in the work of [38]. The main following fea-
tures appear when temperature increases:

� the general isotherm curve shape is modified (more pronounced
non-linearity),
� the saturation at equilibrium with an arbitrary hr is reduced,
� the saturation decrease is observed over the whole hr range and

the higher the temperature, the greater the reduction.

It is noteworthy that there is no temperature threshold (these
modifications appear whatever the temperature increase) and
these effects are more pronounced on the desorption path. The ori-
gin of this phenomenon has been discussed in [43] and it is be-
lieved that for temperatures lower than 80 �C the so-called
‘‘thermal desorption’’ is the major phenomenon at stake. The latter
corresponds to the shift of equilibrium between adsorbed water
and vapour induced by a temperature modification. Adsorption is
an exothermic process, i.e. heat is released when water molecules
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Fig. 3. Experimental (symbols, [10]) and numerical (lines) water content w vs.
relative humidity hr desorption curves at 30 and 80 �C.
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Fig. 4. Numerical desorption curves obtained at different temperatures ranging
from 20 to 200 �C; for hr > hrT = 0.94, the thick lines are parabolic curves such that
Sl = 1 for hr = 1, while the curves obtained with Eqs. (16) and (17) are in dotted lines.
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get adsorbed. As a consequence, a temperature increase hinders
adsorption and promotes desorption, following the law of Van’t
Hoff [44]. This effect can be efficiently described using the well-
known Clausius-Clapeyron equation (see e.g. [10]):

Q stðwÞ ¼ �R
@ðln pvÞ
@ð1=TÞ

� �
w

ð15Þ

where Qst is the isosteric heat of adsorption and stands for the bind-
ing energy between the water molecules and the cementitious
material, and w is the mass water content (defined as the ratio of
the mass of water over the masse of dry solid) at equilibrium with
the vapour pressure pv (note that w and Sl are linked by Sl = w/wsat

with wsat the water content at saturation).
For any given cementitious material, knowing the isosteric heat

as well as the isotherm for one reference temperature T0, one can
easily estimate the isotherm for any other temperature T by inte-
gration of Eq. (15) between T0 and T. The relative humidity hr

(T,w) at equilibrium with the water content w at the temperature
T is then directly deduced from the one at equilibrium with the
content w at the reference temperature T0, i.e. hr(T0,w). According
to Eq. (15) and recalling that the vapour behaves as an ideal gas,
we get [10]:

hrðT;wÞ ¼ hrðT0;wÞ
pvsðT0Þ
pvsðTÞ

exp �Q stðwÞ
R

T0 � T
TT0

� �
ð16Þ

where use has been made of the definition of hr introduced in Eq.
(9). Eq. (16) then shows that hr(T,w) is proportional to hr (T0,w),
the coefficient of proportionality being dependent on T and on w
(or equivalently Sl) through Qst. It is noteworthy that in the expres-
sion (16), the microstructural changes induced by temperature
(cracking, neo-porosity generated by hydrate dissolution) are
implicitly neglected. This approach was nonetheless proven to be
valid and very helpful to describe the temperature effects for tem-
peratures lower than 80 �C in [10]. In this study we assume that it
can be extended up to 200 �C, although for such conditions the
microstructural modifications are not expected to be negligible
any more. However we remark that for growing temperatures the
desorption curves become more and more flat, that is, the satura-
tion degree significantly decreases at given relative humidities,
and approach 0 for T > 150–200 �C. This implies that the conse-
quences of microstructure changes are likely to be reduced since
all curves seem to tend towards 0 (see Fig. 4 for an illustration:
the curves at T = 100 �C is not very far from the one at T = 200 �C,
which is near to 0). Therefore it is believed that this simplified ap-
proach is able to capture the main phenomena at work, and that the
sorption curves evolutions are reasonably described.

We apply this method by making use, without loss of generality,
of the well-known Guggenheim–Anderson–de Boer (GAB) model
for describing the water sorption curve, which is known to cor-
rectly fit the experimental data over the whole range of relative
humidity for most materials [45,46]. The GAB model takes the
form:

wðhrÞ ¼
CGkGwmhr

ð1� kGhrÞð1þ ðCG � 1ÞkGhrÞ
ð17Þ

where CG,kG and wm are constant parameters. The relations (16) and
(17) lead to an implicit set of equations since Qst(w) depends on hr

via Eq. (17). Then, except for very special cases, hr cannot be in gen-
eral calculated explicitly from Eq. (16). In the following we will use
the values of Qst(w) identified in [10] (see Table 4 in this reference)
on two experimental desorption curves obtained at 30 and 80 �C for
the same concrete as considered in this study. The w vs. hr experi-
mental data (symbols) and numerical results (lines) obtained with
the model are plotted on Fig. 3. The analytical expression used for
pvs(T) is indicated in Table 3, and the values of the GAB parameters
are CG = 4.69, kG = 0.592 and wm = 0.02534. We observe that the
temperature influences significantly the isotherm curves, and that
the simulations fit well the experiments for both considered
temperatures.

The model is now extended for temperatures up to 200 �C, cor-
responding to the external temperature applied to the MAQBETH
mock-up. Fig. 4 shows the numerical desorption curves in terms
of Sl vs. hr obtained at 4 different temperatures ranging from 20
to 200 �C. Again, the effects of the temperature increase appear
clearly: at 200 �C the saturation degree is estimated at about 0.05
at hr = 1, meaning that the quantity of adsorbed water is much low-
er than in the 20 �C case. From the simulation point of view, the
fact that at hr = 1 the saturation degree Sl can be largely inferior
to 1 for temperatures greater than about 70–80 �C may lead to seri-
ous computational difficulties. Moreover, we consider that there is
a priori no physical reason justifying that the material may never
be totally saturated for such moderate temperatures, at least for
certain particular conditions. Consequently, we assume that this
saturation is effectively reached for hr = 1, which leads to an abrupt
variation of the sorption curves near this value for elevated tem-
peratures. We propose then to artificially modify the curves for
hr > hrT,hrT being an arbitrary value set here to 0.94, such that
hr = 1 corresponds to Sl = 1. A simple parabolic form is adopted
for the modified part of the curves, which permits to impose a con-
tinuity condition on the derivative @Sl/@hr at hr = hrT. The resulting
modified sorption curves are shown on Fig. 4 in thick lines, while
for hr > hrT the non-modified curves obtained with Eqs. (16) and
(17) are drawn in dotted lines. Clearly enough, with the adaptation
introduced for hr P hrT, the obtained curves exhibit strong
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variations for high hr, which will be the cause of numerical conver-
gence problems as will be explained in the next section.

Note that in this approach we have supposed to simplify that
other factors affecting the transport properties, in particular the
relative permeability krl introduced in Eq. (10), do not evolve as a
function of temperature. This aspect regarding the effects of T on
krl will be investigated in a subsequent contribution.

It is worth mentioning that previous studies have dealt with
temperature dependency on the sorption curves without resorting
on Eq. (16) based on the use of isosteric heat of sorption, but in-
stead by introducing empirical evolution laws [47–49]. Though less
marked, the curves obtained show the same trends as in Fig. 4, i.e. a
significant decrease of the saturation degree at given hr for increas-
ing temperatures. Interestingly, Bazant and Thonguthai [47,48]
also propose to modify the curves for hr > 0.96 to reduce the abrupt
transition saturated – partially saturated state near hr = 1.
Fig. 5. Thermo-hydric (left) and mechanical (right) meshes with boundary
conditions.
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Fig. 6. Thermal loading on the inner surface of the structure as a function of time.
4. Numerical results

4.1. Numerical procedure and simulations

The governing equations of the THMs model are solved numer-
ically by the finite element (FE) method for the discretization of the
space domain, whereas the time is discretized by means of the
classical h-method with h = 0.5, corresponding to a Crank-Nichol-
son scheme. The FE code Cast3M developed by the French Atomic
Energy Agency (CEA) is used for the simulations [50]. The model is
implemented in a module written in object-oriented programming
language named Gibiane, and takes advantage of the Cast3M ther-
mal formulation for solving both balance equations, i.e. heat and
mass water conservation equations. A partitioned procedure is ap-
plied: each of these equations is solved via an iterative procedure
for the corresponding variable of the system, while keeping the
others constant. The global solution of the two equations describ-
ing the thermo-hydric behaviour of the material, i.e. the final val-
ues of the primary variables T and pl, is achieved by means of a
Picard iterative procedure at every time step. It has been shown
that, except regarding damage, mechanics has only a negligible im-
pact on the thermo-hydric response (mechanics appears only in
the mass conservation Eq. (8) via the terms involving the time
derivative of e), see [1]. In the resolution method retained, the
mechanical parameters are simply evaluated at each time step
with the value of temperature and saturation degree (or equiva-
lently pl) obtained at the end of this step. Then, by keeping the
damage state evaluated in the preceding time step for the ther-
mo-hydric equations, the mechanical equilibrium equation does
not need to be included in the TH loop and can be simply concat-
enated. To solve this equation (i.e. to determine the unknown dis-
placement field), iterations are however required since the
material behaviour is nonlinear elastic. The Newton–Raphson
method is then used to achieve this resolution.

The simulations of the MAQBETH behaviour have been per-
formed with two different meshes for modelling the concrete
structure, one for solving the TH conservation equations and the
other for the mechanics problem. Indeed, in the case of the TH
problem, significant gradients of the unknowns T and pl arise near
the structure surfaces during the thermal loading. These gradients
require a fine mesh in the direction perpendicular to theses sur-
faces to achieve convergence and obtain an accurate solution, in
particular for the water mass conservation equation. This is why
the adopted TH mesh contains much more elements by unit of
length in the thickness of the structure than in its height (see
Fig. 5 left). The mechanics mesh comprises square elements and
is therefore more adapted to such problems; it is shown on Fig. 5
right, together with the segments representing the vertical
reinforcements rebars (blue) and the points representing the circu-
lar ones (red). Note that due to the geometrical and loading sym-
metry conditions, only half of the structure is modelled in a 2D
axisymmetric formulation, with 4-nodes linear elements for con-
crete. The boundary conditions imposed in the simulations are
indicated on Fig. 5, and the thermal loading applied on the inner
surface is depicted on Fig. 6. The constant vapour pressure
pv = 2500 Pa prescribed at both internal and external surfaces leads
to a temporal decrease of hr (and then of Sl), as a consequence of
the saturation vapour pressure pvs which augments with T (see Ta-
ble 3) and of the definition of hr = pv/pvs. This vapour pressure value
is assumed to be the one of the environment surrounding the
structure. The loading temperature indicated on Fig. 6 is directly
applied on the internal surface as Dirichlet conditions, while a con-
stant exterior temperature of Text = 20 �C and an equivalent convec-
tive condition (h = 10 W/m/�C) is prescribed at the external one.

The main parameters for concrete and steel are listed in Tables
1 and 2. Most of these parameters have been determined experi-
mentally through the CEA research program on high-strength con-
crete behaviour at moderate temperature [51,52]. The liquid
permeability k0

ml and the evolution of gas permeability as a func-
tion of dehydration kðdÞmg are adjusted to fit at best the experimental
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results. The initial conditions consist in a stress and strain free
state, a relative humidity of 0.96 and a temperature of 20 �C.
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Fig. 8. Profiles of relative humidity hr (up) and liquid saturation Sl (down) as a
function of the radial distance from the inner surface at different times (hours). The
experimental data of hr are presented in symbols ([12]) and the numerical results in
lines.
4.2. Analysis of the numerical results

We present in this subsection the main numerical results ob-
tained on the MAQBETH structure with the model and the condi-
tions defined previously. These results are compared to
experimental data in terms of time evolutions of temperature, rel-
ative humidity and gas pressure profiles at mid-height of the struc-
ture (corresponding to the symmetry plane), and strain evolution
at the internal surface.

Fig. 7 presents the numerical (lines) and experimental (symbols,
[12]) radial profiles of temperature for different times. On this Fig-
ure and the following ones, the distance r = 0 and r = 0.6 m corre-
spond to the inner and outer surface of the structure, respectively.
We observe that simulations and experiments are in good agree-
ment, although some discrepancies appear in the vicinity of the
internal longitudinal steel reinforcement (sensor positioned at
r = 0.043 m). This may be due to measurement or sensor location
perturbations caused by the steel rebars. This satisfying confronta-
tion proves that the model correctly reproduces the temperature
evolutions inside the structure. Besides, the value of the equivalent
convection coefficient h adopted for prescribing the temperature at
the external surface appears to be relatively well calibrated.

Fig. 8 presents the numerical (lines) and experimental (symbols,
[12]) radial profiles of relative humidity (up), and corresponding
numerical profiles of liquid saturation degree (down) obtained in
the undamaged structure at various times. The simulated hr pro-
files appear in reasonably good agreement with experiments,
which is not surprising since, as mentioned above, k0

ml and kðdÞmg were
adjusted to that aim. Both numerical and experimental results
clearly show that during heating hr gradually increases from a
(quasi-) homogeneous constant value throughout the structure to
almost 100%. This is due partly to the resaturation of the porosity
which follows from the dehydration of the hydrated phases caused
by the temperature rise (see Fig. 8 down where we can see an in-
crease of Sl in the warmer zones), and also to the temperature
dependency of the sorption curves. Indeed, these curves indicate
that, for a given saturation degree, hr tends to increase upon heat-
ing. This point appears more clearly in the colder zone of the struc-
ture, for about r > 0.4 m, where the water release in the porosity
due to dehydration is very limited or inexistent (recall that _d ¼ 0
for T < 60 �C). It can be seen that in this region hr also raises and
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Fig. 7. Experimental (symbols, [12]) and numerical (lines) profiles of temperature
as a function of the radial distance from the internal surface at different times.
approaches 1 while Sl variations remain very small, which can be
mainly explained by the temperature-dependant desorption
curves. Note that both hr and Sl are near zero at r = 0 (i.e. at the
heated surface), and that the profiles of saturation exhibit a very
abrupt front, from about Sl = 0.07 to 0.95. This front is the direct
consequence of the strong variations of the saturation in the
desorption curves of Fig. 4 for hr > 0.94. Such behaviour is problem-
atic from the numerical point of view as it leads to convergence
difficulties, and requires a fine mesh not only in the neighbouring
of the surface subjected to drying, but also in the entire region af-
fected by the front propagation. It will be seen in the next subsec-
tion that the saturation profiles obtained with a temperature-
independent sorption curve are very different.

The numerical (lines) and experimental (symbols, [12]) radial
profiles of gas pressure obtained at mid-plan of the undamaged
structure are depicted on Fig. 9 for various times. We recall that
in the model the gas phase is only constituted of vapour, which
means that the numerical gas pressure on Fig. 9 corresponds in
fact to pv. We observe that the simulated curves exhibit a peak at
the exact location of the drop of hr, which also corresponds to the
beginning of the front of Sl. It is difficult to verify whether the
numerical peaks are realistically positioned, as the experimental
data are not sufficient to characterise precisely the profiles on the
entire thickness of the structure and then the existence and location
of such peaks. Moreover, gas pressure measures do not appear to be
very precise; in particular, the two close points situated at r = 0.027
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Fig. 10. Temporal evolution of numerical and experimental ([12]) vertical and
orthoradial strains at the points situated on the internal (heated) face in the middle
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and 0.044 m exhibit quite important deviations which are to a
certain extent questionable. The large sensor dimensions could be
responsible for local perturbations in both gas and liquid phases,
and for weakening of mechanical properties so that the sensor zone
could be a privileged site for crack initiation.

Nevertheless, we observe that the simulations generally under-
estimate the experimental gas pressures. The discrepancies may
exceed 1–2 � 105 Pa in the region near the heated surface, which
is relatively high. Apart from the experimental uncertainties, these
divergences may be due to the fact that the air phase is neglected
in the model. It is worth noting that a recent paper [53] reports for
conditions quite close to the ones studied here that the air pressure
may reach values of about 2–2.5 � 105 Pa, i.e. not far from the dis-
crepancies observed. On the other hand, in [14] the values of air
pressure for similar calculations rather range between 1–
1.5 � 105 Pa. These two results then tend to confirm the above
hypothesis that the air phase may contribute to the gas pressure
by an amount of 1–2 � 105 Pa. Further investigations would how-
ever be necessary to completely elucidate this aspect, including
simulations with a more sophisticated model taking into account
the air phase.

The temporal evolutions of vertical and orthoradial strains at
points located on the heated inner face in the middle plan and at
0.285 m of the middle plan of the structure are depicted on
Fig. 10 up and down, respectively. The strains considered here
are the total ones without the contribution of the thermal strains.
Overall, the numerical results appear in reasonably good agree-
ment with experimental ones ([12]). In particular, during the heat-
ing phase (i.e. up to about 60 h) the simulated curves are quite
close to the experiments. Some significant divergences become vis-
ible in the next stage, i.e. when the external loading temperature is
constant and equal to 200 �C. In this phase and for the point lo-
cated at the mid-plan (Fig. 10 up), magnitudes of both vertical
and orthoradial numerical strains are overestimated by about 1–
1.5 � 10�4, whereas for the point at 0.285 m from the mid-plan
(Fig. 10 down) the magnitude of the simulated vertical strain is lar-
ger than the experimental one of around 2 � 10�4, and the ortho-
radial strain is slightly underestimated.

The numerical crack patterns in the structure are depicted on
Fig. 11 at different times. According to these results, the structure
is subjected to a localized mechanical damage (macrocracks)
caused by the temperature gradients. This cracking initiates at
the beginning of the heating phase and at 27.8 h we observe 2
important cracking zones, one located in the mid-plan and along
the neighbouring vertical steel rebars in the cold region, and the
other appearing as a slightly inclined macrocrack situated in the
upper part of the structure. For higher temperatures (i.e. for greater
times), these damaged zones progress, in particular in the region of
the reinforcement steels near the external surface. Besides, the cir-
cumferential rebars appear to promote damage in this region. We
further observe that a damage zone initiates and propagates pro-
gressively in the colder zone near the upper surface for times
greater than about 60 h. However, it is difficult to validate and as-
sess the suitability of these numerical damage patterns as no pre-
cise experimental data are available.

The Fig. 12 presents the distribution of vertical (left) and ortho-
radial (right) stresses denoted as rzz and rhh, respectively, in the
upper half of the structure at 250 h. As expected, we observe that
the inner part of MAQBETH on about 0.15 m of thickness is in a
compressive state of stresses (up to �13 MPa by place for both of
components rzz and rhh of the stress tensor) while the outer main
part is slightly in tension. According to Fig. 12, the maximum ten-
sile stresses reach about 3–3.5 MPa and are situated at the limit be-
tween the compression and tension zones. We also note that the
region located in the upper part and near the inner surface of the
structure is globally in tension. The position of the macrocracks
as depicted on Fig. 11 is clearly visible, in particular on Fig. 12 left
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Fig. 11. Numerical damage patterns in the upper part of the structure at different times.

Fig. 12. Numerical longitudinal (left) and orthoradial (right) stress distribution in the upper part of the structure at 250 h.
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showing the orthoradial stress distribution. The numerical stress
fields as obtained support the fact that the thermal loading induc-
ing relatively important thermal gradients between the inner and
outer surfaces (see Fig. 7) is mainly responsible for the mechanical
response of the structure and then for the damage initiation and
propagation. By contrast, the capillary pressure effects due to dry-
ing seem not to contribute significantly to this global state of stres-
ses. Indeed, even in the most desaturated zones subjected to high
capillary pressures (i.e. near the inner surface of the structure),
the total stresses remain negative (compression) as a result of ther-
mal dilation restrained by the colder (outer) part of the structure.
In this situation, the role of capillary pressures appears then to les-
sen the compressive stresses due to the thermal loading.

To conclude, the model appears to relatively correctly repro-
duce the main features of the MAQBETH behaviour when subjected
to thermal loading up to 200 �C with moderate heating rate, in
terms of temperature, relative humidity, gas pressure and strains
profiles. To evaluate the influence of the newly introduced temper-
ature-dependant sorption curve on the results, additional compu-
tations were carried out by keeping unchanged the sorption
curve at 20 �C on the whole range of temperature. The correspond-
ing results are analyzed and compared in terms of hr, Sl and pm pro-
files to the ones presented previously in the next section.

4.3. Effects of the temperature-dependent sorption curves

In this section are presented the results obtained with a tem-
perature-independent sorption curve (the reference temperature
adopted for this curve is 20 �C), while keeping the other data and
parameters unchanged, with the notable exception of the liquid
permeability k0

ml. This parameter had indeed to be modified to con-
serve the same water mass loss (identified here as an indicator of
the drying process) in the whole structure. In fact we observed that
with the value of k0

ml ¼ 3� 10�22 m2 as retained for the simulations
in Section 4.2 with the temperature-dependant sorption curves,
the water migration within the structure was significantly lessened
in the case of the constant sorption curve. We then increased k0

ml so
as to obtain the same water mass loss at 250 h in the two cases.
The value of k0

ml ¼ 6� 10�21 m2, i.e. multiplied by 20, has been
adopted to fulfil this condition. As a first result of this analysis,
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the simulations then indicate that the introduction of the temper-
ature-dependency in the sorption curves as proposed in Section 3.2
tends to augment the water transfers, and consequently leads to a
more important water mass loss. A detailed scrutiny of the results
in terms of liquid pressure profiles (not shown here for concise-
ness) shows that the corresponding gradients, which are the main
driving forces of the water migration in the model (see Eqs. (8) and
(10)), are indeed higher in magnitude in the case of temperature-
dependant sorption curves, especially in the vicinity of the inner
heated surface of the structure.

Fig. 13 is the equivalent of the Fig. 8 and shows the numerical
(lines) and experimental (symbols, [12]) radial profiles of hr (up),
and numerical profiles of Sl (down) obtained at mid-height of the
structure at various times. We clearly observe radically different
profiles from those of Fig. 8 for both quantities. The main distinc-
tion is the absence of drying front in the case of non evolving sorp-
tion curve. The shape of both hr and Sl profiles appears smoother,
indicating a more progressive desaturation of the structure: at
194.5 h the drying process affects almost all the structure thick-
ness, whereas only the first 8 cm are subjected to a significant
desaturation (i.e. Sl < 0.4). On the opposite, in the case of tempera-
ture-dependant sorption curves (Fig. 8), about one third of the
structure is affected by drying and undergoes an intense desatura-
tion (Sl < 0.1). This observation also applies to a lesser extent in the
region of the outer (cold) surface. Finally, we note that the agree-
ment between the experimental data and the simulated hr profiles
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Fig. 13. Profiles of relative humidity hr (up) and liquid saturation Sl (down) as a
function of the radial distance from the inner surface at different times (hours). The
experimental data of hr are presented in symbols [12], and the numerical results
obtained with a temperature-independent sorption curve in lines.
of Fig. 13 is less good than with the profiles of Fig. 8. In particular,
the results with constant sorption curve are not able to reproduce
the increase of the initial hr due to temperature elevation from
about 0.96 to near 1 as measured experimentally. One should keep
in mind that these considerations are based on results obtained
with different liquid permeability in the two simulation cases. In
particular, the reported lower gradients of saturation degree for
the calculations with constant sorption curve also result from the
20 times greater value adopted for the liquid permeability k0

ml.
However, the simulations performed with the same value of k0

ml

(not shown here) present the same trends as in Fig. 13, i.e. a less
marked and more progressive drying front than the case with tem-
perature-dependent sorption curve.

Fig. 14 presents the numerical (lines) and experimental (sym-
bols, [12]) radial profiles of gas pressure obtained with a tempera-
ture-independent sorption curve at mid-plan of the structure for
various times. This Figure is to be compared to Fig. 9 calculated
with evolving sorption curves. Again, quite different profiles are
simulated: in the case of Fig. 14 the peaks of pressure are closer
to the inner surface due to a less significant desaturation in this
zone. However the maximum pressure reached are slightly higher,
which seems to better correspond to the experimental values.
Moreover, similarly to the results of Fig. 13, the non-evolving sorp-
tion curve leads to softer gas pressure profiles than evolving ones,
in particular in the vicinity of the peaks.

Finally, it is worth noting that the temperature profiles and the
temporal evolutions of strains are only weakly affected by the tem-
perature-dependency of the sorption curve, and for that reason the
results obtained in the case of a constant curve are not reported here,
as they are very similar to those of Figs. 7 and 10, respectively.

To summarize, it appears that taking into account the tempera-
ture effects on the sorption curves as defined in Section 3.2 leads to
profiles of relative humidity and saturation degree within the
structure significantly different from those obtained with a con-
stant curve (corresponding to the one at 20 �C). The gas pressure
profiles are also affected, but to a lesser extent. An important point
is that the drying process appears much slower in the case of con-
stant sorption curve, and the permeability to liquid has to by mul-
tiplied by 20 to obtain a water mass loss comparable to that
calculated with temperature-dependant sorption curves. Also,
desaturation due to drying takes place globally more progressively
in the former case, while this process occurs with a very marked
front with evolving curves. This front is the direct consequence
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of the abrupt variation of the modelled sorption curves near hr = 1
for high temperatures. Overall, the results with temperature-
dependant sorption curves are closer to the experimental data than
with constant one. However, the consequence of the desaturation
front is that the numerical convergence of the mass conservation
equation for water is more difficult. Accordingly, a finer mesh
and smaller time steps are needed in general to achieve this con-
vergence satisfactorily. In the simulations presented in this subsec-
tion, the computation time is about two times lower than for the
simulations with temperature-dependant sorption curves.
5. Conclusions

This work presents numerical results regarding the behaviour of
an annular reinforced concrete structure submitted to heating up
to 200 �C (MAQBETH). The simulations are carried out by means
of a simplified coupled THM model developed previously [1] and
based on the mechanics of partially saturated porous media. In this
study, this THM model is improved by accounting for the temper-
ature effects in the water retention curves, which are introduced
by making use of the isosteric heat of sorption. Moreover, numer-
ical strategies for including in the simulations the steel reinforce-
ment rebars and two different meshes for solving the TH and
mechanical problems are implemented. The results obtained are
compared with experimental data in terms of profiles of tempera-
ture, gas pressure, relative humidity and strains in the median plan
of the structure as a function of time. This comparison shows in
general a reasonable agreement. In particular, the model is able
to precisely estimate the temperature evolutions in the structure.

Not surprisingly, we observe that the temperature-dependent
sorption curves affect significantly the relative humidities and sat-
uration degrees, and to a lesser extent the gas pressures. Quite dif-
ferent shape of hr and Sl profiles within the structure are obtained
for the two cases of evolving and constant (i.e. equal to the one at
20 �C) sorption curves. In particular, we note that the drying pro-
cess occurs with a very marked front in the first case while desat-
uration of the structure takes place much more progressively in the
second. This front causes numerical convergence difficulties, which
necessitate to refining the mesh and reducing the time steps. The
computation time is then higher when the sorption curves evolve
with temperature. Interestingly, the simulations indicate that
keeping the sorption curve unchanged, as is commonly adopted
in many THM model for simplicity, leads to a much slower overall
drying, so that the liquid permeability has to be significantly in-
creased to obtain a water mass loss similar to the case of temper-
ature-dependant curves. By contrast, the strains evolutions and
temperature profiles do not appear to be notably affected by the
different sorption curves. Finally, the simulations prove that a pre-
cise description of the hydric state and of the water flux in a struc-
ture subjected to TH loadings requires necessarily taking into
account the dependence upon temperature in the modelling of
the sorption curves.
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