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Abstract—Parallel computing systems based on reconfigurable
accelerators are becoming (1) increasingly heterogeneous, (2)
difficult to design and (3) complex to model. Such modeling of
a parallel computing system helps to evaluate its performance
and to improve its architecture before prototyping. This paper
presents a simulation tool aiming to study the integration of
reconfigurable accelerators in scalable distributed systems and
runtimes, such as S-DSM systems, where S-DSM (software-
distributed shared memory) is a paradigm to ease data manage-
ment among distributed nodes. This tool allows us to simulate the
execution of irregular compute kernels accessing distributed data.
To deal with the complexity of modeling (3) the complete system
we used a hybrid methodology. We integrated the simulation
engine into the S-DSM. The distributed data management part is
executed on the physical architecture allowing to generate precise
and faithful latencies, and the accelerator simulation is cycle
accurate. We used general sparse matrix-matrix multiplication
(SpGEMM) as a case study.

We show that the use of this tool makes it possible to
analyze the behavior of an heterogeneous system (1) with rapid
prototyping and simulation. The analysis of the results allowed
to determine the correct sizing of the architecture (2) to obtain
the best performance. The tool allowed to identify the bottleneck
of our architecture and confirmed the possibility of hiding data
access latencies.

Our simulation platform allows to emulate a heterogeneous
distributed system by introducing a slowdown between 1.2 and
3.7 times compared to the compute kernel simulation alone.

Index Terms—Hybrid simulation; Distributed systems; Recon-
figurable Computing

I. INTRODUCTION

Parallel computer systems are becoming increasingly het-
erogeneous. This trend can be observed at all scales from
System-on-Chip (SoC) to supercomputers. Heterogeneity is
a response to the power wall problem [1] by scheduling a
task on the appropriate processing unit depending on its power
and performance characteristics. However, as illustrated by the
efficiency on the high performance conjugate gradient (HPCG)
benchmark [2], current systems are inefficient for applications
with irregular data access and low arithmetic intensity. A
good data management is critical to improve the performance
of these systems. A runtime system can transparently pro-
vide developers with intelligence in data management. The

increase in heterogeneity requires further research to improve
the integration of new types of computing resources. In this
context we want to study the integration of reconfigurable
accelerators (Field-programmable gate array (FPGA)) in a
software system unifying the distributed memories. Our goal
is to allow accelerators to request access to distributed data.
Designing this system is a complex task requiring to prototype
a hardware IP and then to integrate this IP into a software
system that is also complex. Finally we want to study the
acceleration of irregular compute kernels with unpredictable
(or hard to predict) memory accesses. To understand how
to develop this system and to predict its performance, we
need to model it. Thus, we need to model a compute kernel
whose evolution depends on its memory accesses and induced
latencies. The specificity of the system to model and the
need to limit the prototyping time led us to develop our own
simulation tool presented in this paper.

This tool should answer the following questions:
• What performance could the system achieve?
• Which configuration provides the best performance?
• What are the bottlenecks?

Finally, this tool should enable rapid modeling and rapid
simulation to facilitate the exploration work.

The paper is organized as follows: Section II describes the
system to model, Section III gives some references on related
work, Section IV presents our simulation tool, Section V
describes the experiments conducted with the tool, finally,
Section VI concludes this article.

II. INTEGRATION OF RECONFIGURABLE ACCELERATOR IN
SOFTWARE-DISTRIBUTED SHARED MEMORY

A parallel programming model with shared memory is
convenient to develop multi-threaded applications, which con-
currently access data in a global memory space. In a sin-
gle memory system, data sharing can be based on reliable
hardware mechanisms. For distributed memory systems, the
implementation of a shared memory is more complex and
requires to minimize the processing and communication costs.
The study of distributed shared memory (DSM) have started



in the late eighties with systems such as Ivy [3] and later
adapted to clusters [4], grids [5], many-core processors [6] and
recent heterogeneous architectures [7], [8]. In this work we use
a Software-DSM (S-DSM) [9] [10] allowing to federate the
physical memories of heterogeneous architectures. We study
the integration of reconfigurable accelerators in this S-DSM
to accelerate compute kernels.

A. Software Distributed Shared Memory
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Fig. 1: S-DSM semi-structured super-peer topology

The S-DSM allows tasks to allocate and access memory in
a shared logical space. The S-DSM is organized as a semi-
structured super-peer network, as represented in Figure 1.
A set of clients are connected to a peer-to-peer network of
servers. Clients execute the user code and servers manage the
shared data and metadata. Allocated data is split into chunks
whose maximum size is defined by the user. Each chunk
is under the control of a data coherence protocol. A chunk
has a unique identifier (ID) and metadata indicating its size,
state and location. The coherence protocol is in charge of the
localization and the transfer of the chunk.

Using accelerators within S-DSM-based applications fol-
lows the classical hybrid programming paradigm, widely
adopted in HPC with MPI/CUDA or MPI/OpenMP applica-
tions for instance. In these software architectures, the user code
is split into two parts: 1) a distributed overlay that manages
communications between remote processes, schedules jobs
and orchestrates data transfer between nodes and 2) a local
proxy code on each node that locally exploits the computing
resources using the provided application programming inter-
face (API). This model results in a two-step procedure to
retrieve data from the distributed overlay,. Firstly, manually
converts this data into the accelerator format (potentially
involving multiple copies in memory), then transfers data to
the accelerator memory and offload the processing. The same
applies for fetching the results from the accelerator back to
the distributed overlay. Such hybrid-programming applications
require from the user to manage data twice, both at the
distributed overlay level and the accelerator level. One must
note that one of the evolutions of systems with accelerators
is shared memory at the node level, via solutions based

on NVLink, OpenCAPI [11], CCIX [12] and others, clearly
pointing out that this manual data management is a problem.

In this work, we propose a simulation tool that helps in
modeling and exploring different configurations of a system
in which data is transparently managed between computing
kernels, either it is an FPGA IP or a software process.

B. Reconfigurable Accelerator Integration

All actors of the S-DSM (clients and servers) are basically
software processes. To integrate a compute kernel imple-
mented on an FPGA in the S-DSM, we need to create an
interface between a software process and the programmable
logic (PL) of the accelerator. As shown in Figure 2, this
interface is based on the cooperation of a software process
(FPGA-client) executed on a processing system (PS) and a
hardware component (FPGA-server) implemented in the PL.
The PS and the PL communicate through an on-chip (AXI)
or off-chip (PCI Express) interconnect.
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Fig. 2: Overview of the reconfigurable accelerator integration
architecture

The FPGA memory is segmented into chunk-sized locations.
The FPGA-server operates as a cache directory. Each entry
associates a location with a chunk and its metadata (ID, size,
state). When a compute kernel requests access to a chunk,
if it is present in memory, the transfer is directly initiated.
Otherwise, the FPGA-server forwards the access request to
the FPGA-client and the transfer will be initiated after the
allocation of the chunk. Thus, the time required to access
the data can be very variable and depends on the state of
the memory. The FPGA-client is a S-DSM client process. It
interprets the requests coming from the FPGA and translates
them for the S-DSM server. In this way, the FPGA appears as
a regular client for all S-DSM processes.

C. Compute Kernel

The compute kernel is based on the dataflow model. It
receives data within streams, performs the processing function
and generates the results within streams. This is the typical
model of compute kernels generated by high level synthesis
tools [13]. In our system, data streams are associated with
requests generated by the kernels. Thus, read requests result
in an incoming data stream and write requests in a outgoing
data stream. As shown in Figure 3, each stream is implemented
by a FIFO and several signals. For read requests, the kernel
communicates the chunk ID to the FPGA-server. Then, when



the data is available, the FPGA-server transmits the chunk
size and fills the FIFO with the data. The chunk size is
required when coping with irregular compute kernels. For
write requests, the kernel communicates the size and the chunk
ID. Then the FPGA-server extracts data from the FIFO to write
it back in memory.
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Fig. 3: Compute kernel interface

III. RELATED WORK

Powerful simulation tools, such as [14] [15] [16] [17], allow
the simulation of a full heterogeneous CPU-FPGA platform to
provide highly accurate performance estimates. These tools are
based on the integration of a simulator, such as gem5 [18],
Multi2Sim [19] or Verilator [20]. Each have various con-
straints and limitations. For example, HeteroSim [16] can
not support the simulation of a runtime that controls the
interactions between a CPU and an FPGA. PARADE [15]
only simulates programming models where all data must be
copied to local scratchpad memory (SPM) before launching a
compute kernel. gem5-Aladdin [14] represents the accelerator
as a set of dynamic data-dependent graphs generated from the
high-level language descriptions of algorithms. This approach,
which is efficient for simulation, limits the reconfiguration
of the accelerators. PAAS [17] and PARADE are focused on
simulating heterogeneous SoC.

Full system simulation can be time consuming. One method
to speed up simulation consists in associating a temporal
dimension with an event. An automatic delay-annotated mech-
anism to replace the use of Instruction-Set-Simulation (ISS) in
SystemC simulations is presented in [21]. The contributions
presented in [22], are based on packet latency estimations
to replace detailed Network-on-Chip models in full-system
performance simulators. Latencies are estimated from an ana-
lytical model. With this method, the accuracy of the simulation
depends on the reliability of the analytical model. Making a
reliable model is not always simple.

FPGA Computer Aided Design (CAD) flow tools, such
as Verilog-To-Routing (VTR) [23], integrate simulation tools.
These tools allow to ensure the correctness of the design and
estimate the circuit-activity [24]. However, these tools cannot
simulate an entire distributed system.

Finally some methods are hybrid, such as [25]. To speed
up the simulation of an HW/SW system, this work combines
a virtual platform simulation for the software part with an
FPGA-based physical prototype for the hardware part.

IV. HYBRID SIMULATION TOOL

The purpose that has led to the development of this simu-
lation tool is the evaluation of the performance of compute
kernels integrated into the system described in Section II.
The kernels we want to study have two forms of irregular-
ities: they perform unpredictable (or hard to predict) memory
accesses and their arithmetic intensities are data dependent.
The distributed nature of the system we are studying implies
high and variable data access latencies. Thus, performance
evaluation is based on the analysis of the compute kernel
activity and the generation of data access latencies relating
to this activity. A high-level view of kernel activity, based
on a dataflow model, comes down to consume and produce
data at different speeds. At a lower scale, the activity of the
compute kernel is constrained by the resources allocated to
it, access to shared resources and the data flow provided to
it over time. Thus, our tool is based on (IV-B) the activity
simulation of a compute kernel and (IV-A) the generation of
latencies. It was developed in C++ as a library of modular
components. This approach makes it possible to generate
various compute kernels quickly. The simulation is executed
by three processes (one S-DSM server and two S-DSM client),
which communicate and synchronize through S-DSM requests.
The first client reads the input matrices and writes the output
matrix. The second client runs the simulation engine.

A. S-DSM Interface Simulation

The role of the S-DSM interface is to generate data access
latencies. It reproduces the implementation of the directory
by associating to each entry with a chunk. The number of
locations is configurable. Thus, the size of the FPGA memory
can be defined when launching the simulation. When a request
is issued by the kernel four scenarios are possible, depending
on whether the chunk is allocated or not in the FPGA and if
there is a directory entry for this chunk in the FPGA or not:

1) the chunk is allocated, then the transfer is possible
immediately;

2) the chunk is not allocated and a directory entry is
available, then a latency is generated indicating the cycle
number when the chunk will be allocated;

3) the chunk is not allocated, but a request is pending,
then the chunk will be available at the cycle defined
in scenario 2;

4) the chunk is not allocated and any directory entry is
available.

In scenario 1, 2 and 3 the request sent by the kernel is
acknowledged. In scenario 4, the request remains blocked until
an entry becomes available.

To generate the latencies we use a S-DSM client, which
performs the requests in the real environment and we measure
the elapsed time. This elapsed time is converted into a number
of FPGA cycles and is added to the current cycle counter.
Finally cycles are added corresponding to the transfer time
between the FPGA-server and the FPGA-client.



B. Compute Kernel Simulation

A compute kernel is developed as a pipeline, where each
stage is separated by FIFOs. Each stage performs actions
that can be 1) to interact with an external component or 2)
to perform processing on data. A global clock is used to
synchronize each stage. A stage can perform an action only
if its input FIFOs are not empty and its output FIFOs are not
full.

Figure 4 is an example of a compute kernel architecture
for a sparse matrix scalar multiplication. Data access patterns
are generated by a finite state machine (FSM). These patterns
are supplied to stages (Chunk read prefetch and chunk write
prefetch), which perform chunk prefetch. It consists in send-
ing a request to the S-DSM interface. When the request is
accepted, the chunk ID is written to a virtual FIFO. We call it
virtual FIFO, because, it does not correspond to a component
implemented in a hardware design. However, in our study this
FIFO allows to limit the number of prefetched elements by
stream. Thus, this limit corresponds to the depth of the FIFO
(prefetch depth). The memory access stages correspond to the
transfer of data between the memory controller and each FIFO
associated with a stream. To reproduce the real behavior of
a memory controller, only one request can be accepted per
cycle when the controller is idle. Each memory access is
associated with a latency in order to reproduce behavior of
DDR memories. The size of a memory transfer is limited
according to a maximum burst length. At each cycle the
number of data that can be read or written depends on the
width of the bus. Finally, a read access can only be initiated
if the FIFO Data has enough space to memorize all the data
of a chunk. The size of a FIFO is configurable.
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Fig. 4: Sparse matrix scalar multiplication kernel architecture
overview

V. EXPERIMENTS

The case study of our experiments is the general sparse
matrix-matrix multiplication (SpGEMM) with matrices, which
cannot be fully stored in the memory of the accelerator or the
host node. This case requires the transfer of data between the

distributed shared memory and the accelerator during execu-
tion. The study aims to determine the best configuration of the
architecture to optimize the performance of the application.

A. Case Study: Sparse General Matrix-Matrix Multiplication

SpGEMM is widely used to study acceleration methods
for sparse linear algebra. This application has a well known
behavior and generates irregular memory access patterns that
makes it complex to optimize, with usually a low efficiency
in terms of floating point operations per unit of time.

0 0 A0,2 0

0 A1,1 0 A1,3

0 0 0 0

A3,0 0 0 0

(a) Dense format

Val A0,2 A1,1 A1,3 A3,0

Col 2 1 3 0

RP 0 1 3 3 4

(b) Compressed sparse row format

(2,A0,2)

(1,A1,1) (3,A1,3)

(0,A3,0)

ID count
0

1

3

1

2

1

(c) Compressed sparse row format with chunk

Fig. 5: Matrix representation

Sparse matrices are compressed to reduce their memory
footprint and to accelerate access to their nonzero elements
(NNZ). The compressed sparse row format (CSR), shown in
Figure 5b, is one of the most used sparse matrix representa-
tions. Non-zero elements of the matrix are stored in the array
Val in row-major order. The column indices of each element
are stored in the array Col in the same order. Finally, RP [i]
indicates the position of the first element of row i in the arrays
Val and Col and the operation RP [i+ 1]−RP [i] is equal to
the number of elements in the row. As shown in Figure 5c,
We have adapted the CSR format to the use of chunks. We
colocalize the value and the column index of an element to
form a pair. The set of pairs representing a row is stored in
a chunk, which makes it possible to use the chunks ID to
browse the matrix row by row. Then we use chunks metadata
to indicate the number of elements contained in the row. This
structure reduces the number of memory accesses required to
read or write a matrix row. It can be easily adapted to another
compressed format (e.g. compressed sparse column format).
To develop the compute kernel, we used the row-wise sparse
matrix-matrix multiplication algorithm formulated by Gus-
tavson [26]. It limits random data access and is quite straight-
forward to parallelize. The kernel reads and distributes the
non-zero elements of the first input matrix to several process-
ing elements (PEs). Each PE multiplies the elements received
by a row of the second input matrix. Finally the partial
products are reduced and written. So, for a kernel with NPE,
there are N +2 streams of data between the memory and the



kernel (one to read first input matrix, one to write the output
matrix and one by PE to read the second input matrix). The
kernel processes single precision floating point numbers.

B. Simulation Environment

TABLE I: Simulation platform setup

Local node Remote node (Hikey 970)
Intel Core i7-6800k Xilinx VC707 ARM Cortex-A73 / Cortex-A53

3.6GHz 200MHz 2.36GHz/ 1.8GHz
6 cores / 12 threads 2.8 k DSP 2 × 4 cores

LLC: 15 MB SPM: 5 MB LLC: 8 MB / 2 MB
RAM: 64 GB RAM: 1 GB RAM: 6 GB

PCIe Gen2x8
Gigabit Ethernet

Table I describes some characteristics of the platform used
for the simulation. This platform is made up of two nodes. For
both configurations the S-DSM server is executed on the Intel
Core i7 local node. The Core i7 local node integrates an FPGA
interconnected by a PCI Express bus. The Hikey 970 remote
node integrates two Arm processors and is interconnected to
the local node by a gigabit Ethernet network (Ethernet is
implemented over USB 3.0 on the Hikey 970 development
board). We use the remote node to model Xilinx FPGAs of
the Zynq family, exploiting the fact that their host systems,
made of big.LITTLE Cortex processors are similar.

We used a set of matrices (Table II) from the SuiteSparse
Matrix Collection [27]. All matrices are derived from real
applications. We chose matrices of variable sizes and densities
because the performance of SpGEMM are data-dependent.

TABLE II: Square matrices used for simulations

Name Row NNZ Density (%)
consph 83334 6010480 0.087

cop20k A 121192 2624331 0.018
F2 71505 5294285 0.10

m t1 97578 9753570 0.10
s3dkt3m2 90449 3753461 0.046

C. Results

We designed this simulation tool to explore different archi-
tecture configurations. We based our experiments on the ability
of the tool to show the impact of different parameters on the
performance of the architecture. For each experiment we limit
the number of memory locations so that a matrix cannot be
fully stored on the FPGA. In the first part of this subsection we
present and analyze the results obtained. In the second part,
we discuss the execution speed and the ins and outs of using
this simulation tool. For the first test, we use a configuration
with 8 processing elements. We vary the number of prefetched
elements per stream of data. Intuitively, the higher the num-
ber, the less latency has effect. Figure 6 shows the results
obtained. They partially confirm our intuition. We can observe
that increasing the number of prefetched elements improves
performance up to 1024 elements, after which we observe a
decrease in performance. This phenomenon is explained by
the fact that too early prefetching increases conflicts in the

Fig. 6: Computation speed in GFLOP/s according to the
number of prefetched elements by stream (higher is better)

FPGA memory. This first experiment allows us to determine
that the best parameter is 1024 prefetched elements.

Fig. 7: Computation speed in GFLOP/s according to the
number of processing elements (PEs) (higher is better)

For the second experiment, we vary the level of parallelism
and we prefetch 1024 elements per stream. The objective is to
observe the limits of the acceleration capacity of the compute
kernel. Figure 7 illustrates the results. We can observe that
the increase of processing elements allows a speedup, up to
16 PEs. Beyond, the increase in parallelism no longer speed up
the execution. These results show that the processing elements
are under-exploited due to an insufficient supply of data
(data starvation). This phenomenon can be explained either
by excessive data access latencies, or by a local bottleneck in
the design. The integration of counters in the simulation tool
allows us to monitor the activity of each element of the design.
In Figure 8, we can see the memory controller occupancy
rate. We can see that the bus is saturated for the 16 PEs
configuration. This information highlights that the memory
bandwidth is the bottleneck of our design. Also, it allows us



to estimate the computation speed limit around 3 GFLOPS

Fig. 8: Memory controller activity (occupancy percentage)
according to the number of processing elements. Close to
100% means saturation

For the last experiment, we studied three topologies,
which generate different memory access latencies. The first
corresponds to the ideal case where all the data is contained
in memory at startup (i.e no latency for data access). For
the second configuration, we consider an FPGA linked by
a PCI Express bus to the node where the S-DSM server
is located. Finally, the third configuration models a system
where the server and the FPGA are not running on the
same node and where the two nodes are interconnected
by an Ethernet network. In this configuration the S-DSM
client process is executed on the processor of the remote
node. For this experiment we use a configuration with
16 processing elements and 1024 prefetched elements per
stream. Figure 9 represents the results obtained. It shows

Fig. 9: Computation speed in GFLOP/s according the system
topology (higher is better)

that it is possible to hide the latency of data access with our
approach. For the consph and F2 matrices, the difference
in performance is small between the configuration without

latency and the configuration with the biggest latency.
However for the matrices cop20k A, m t1 and s3dkt3m2 we
can observe a degradation of performances. We can conclude
that performances depend on the data set and that, to optimize
the performances it is necessary to reorder the matrices to
favor the temporal locality of data access.

The results previously presented show the ability of the tool
to explore different architecture configurations. Our hybrid
method makes this exploration work easier by using a real
software-distributed shared memory system to run simula-
tion on several nodes. We think that this tool has several
advantages compared to a homogeneous method, where the
whole architecture (processors, interconnects, accelerators) are
simulated. The first is the use of physical architecture ensures
the generation of accurate and faithful data. The second is to
speed up modeling by concentrating all of the efforts on the
compute kernel development. Finally, this method makes it
possible to quickly simulate a complex system.

Fig. 10: Simulation speed in thousands of cycles per second
(higher is better)

Figure 10 represents the execution times for the experiment
shown in Figure 9. For red bars, as we do not simulate latency
we do not use the S-DSM environment (i.e. only the simulation
engine process is run). In this way, they represent the speed
to simulate the compute kernel and the hardware S-DSM
server only. The blue and purple bars represent respectively
a local execution and a remote execution of the simulation
engine. Thus, Figure allows to visualize the cost of modeling
the environment of the S-DSM (which includes, a multi-
core processor and its memory system, a gigabit Ethernet
network and at least 2 MPI processes). Obviously, we observe
a decrease in the speed of simulation (between 1.2 and 2.3
times slower for local execution and 1.7 and 3.7 times slower
for remote execution). However, considering the complexity
of the simulated model we can say that our hybrid method
still allows rapid simulation.



VI. CONCLUSION AND FUTURE WORK

In this article, we have presented a simulation tool, which
aims to study the integration of reconfigurable accelerators in a
software-distributed shared memory (S-DSM). Our objective
was to simulate the execution of irregular compute kernels,
which access to distributed data with variable latencies. To deal
with the complexity of modeling this complete system we used
a hybrid methodology. This approach consists in simulating
only the compute kernel and integrating the simulation engine
in the S-DSM. This method generates real latencies from
physical architecture. We used sparse general matrix-matrix
multiplication as a case study. We have shown, through the
results of several experiments, that our simulation tool allows
a correct sizing of the architecture to improve the performance
of a compute kernel. The tool also allowed to determine that
the memory bandwidth is the architecture bottleneck. Finally,
the tool allowed to conclude that our approach could make it
possible to hide the data access latencies, which is usually a
limitation when coping with distributed systems.

To continue the exploration work, we plan to model new
accelerator architectures with higher memory bandwidth. In
particular we want to model cards that embed High Bandwidth
Memory (HBM) technologies. Also, we want to develop other
compute kernels with higher arithmetic intensities. Finally, we
would like to estimate the energy consumption of the kernels.
To do this we plan to integrate the generation of traces to
replay the execution with consumption estimation tools.
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