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P. L. Krapivsky∗, Kirone Mallick†, Dries Sels‡

August 6, 2019

Abstract

We study an open quantum system of free fermions on an infinite lattice coupled
to a localized particle source. In the long time limit, the total number of fermions in
the system increases linearly with growth rate dependent on the lattice geometry and
dimensionality. We express the growth rate in terms of lattice Green functions and
derive explicit formulae in one dimension and for the square lattice. The interplay
between the dynamics and the coupling to the environment leads, in contrast to
classical systems, to a non-monotonic dependence of the particle growth rate on
the input rate. We show that for all lattices the particle growth rate is inversely
proportional to the input rate when the latter becomes large. This is a manifestation
of the quantum Zeno effect.

1 Introduction

Quantum phenomena are fragile and susceptible to decoherence by the interplay of an
open quantum system with its environment through interactions and measurements. An
environment that is ‘constantly watching’ [1] generates a competition between Hamiltonian
dynamics and dissipation [2] that often leads to interesting non-equilibrium processes.
Hence a suitably engineered coupling to a reservoir may be a resource to generate a non-
equilibrium state that can be investigated experimentally and analytically [3, 4].

Classical interacting particle processes are an ideal laboratory to explore the differences
between thermodynamics and non-equilibrium phenomena. In this respect, simple models
retaining non-trivial physical features and amenable to analytical treatment play an im-
portant role in understanding of time-reversal breaking, rare events, large deviations and
dynamical phase transitions [5–7]. Coupling to reservoirs represented by Markov processes
have found numerous applications to non-equilibrium dynamics ranging from biophysical
models to urban traffic flows [8]. One such paradigmatic model is an exclusion process—a
lattice gas of random walkers subject to a hard-core constraint that prevents two walkers
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from being simultaneously at the same site [9]. This classical exclusion process has been
instrumental to exploring non-equilibrium states generated by various means such as un-
balanced reservoirs, internal driving field or relaxation from a specific initial condition. For
example, the study of the exclusion process on an infinite lattice has led to a better under-
standing of current statistics, height distribution in the Kardar-Parisi-Zhang equation and
their relations with Tracy-Widom distributions from random matrix theory (see [10–12]
and references therein). Another example is the symmetric exclusion process driven by a
localized source [13, 14]. The statistics of the total number N (t) of particles entering an
initially empty system displays a strong dependence on dimension [13]. For instance, the
average number of particles N(t) = 〈N (t)〉 grows according to1

N(t) '


4
√

t
π

d = 1
2πt
ln t

d = 2
Γ

1+ΓWd
t d > 2

(1)

where Γ is the injection rate and Wd the Watson integral defined via

Wd =
d

2

∫ 2π

0

. . .

∫ 2π

0

d∏
i=1

dqi
2π

1∑d
i=1 (1− cos qi)

(2)

Interestingly, in low dimensions, viz. for d = 1 and d = 2, the leading behavior in (1) is
independent of the injection rate.

In the present work we study a similar situation in the quantum setting, namely we
analyze an open quantum system of fermions driven by a source that injects fermions at the
origin. We consider the simplest non-interacting (spinless) fermions; the Pauli exclusion
makes this quantum system somewhat analogous to the exclusion process.2 Our goal is to
study how the number N of fermions in the system increases with time, as a function of
the injection rate Γ and the dimensionality d of the lattice.3 The growth of the number
of fermions differs significantly from the corresponding behavior of the classical exclusion
process (1). Some qualitative behaviors are simpler and more intuitive in the quantum case.
In particular, the average number of fermions increases linearly with time, N ' Cd(Γ)t,
regardless of the spatial dimension d. This is easy to appreciate—quantum walks are
ballistic in any dimension [17], and so the effective jamming of the lattice in the vicinity
of the origin by classical particles that leads to the sub-linear growth when d ≤ 2, see (1),
is avoided. The injection rate affects the asymptotic behavior in all d and the particle
growth rate has an expected asymptotic Cd(Γ) ∼ Γ when Γ → 0. A counter-intuitive

1We tacitly assume that the underlying lattice is hyper-cubic if not stated otherwise, so the Watson
integral (2) corresponds to the lattice Zd with d ≥ 3. Equation (1) accounts for simple exclusion processes
with total hopping rate equal to 2 for all d.

2This analogy is intuitively appealing, but somewhat misleading: the one-dimensional symmetric ex-
clusion process can be mapped exactly to the Heisenberg XXX spin-chain in imaginary time and not to
free fermions (see also [15]).

3A closely related quantum process defined in continuous space was analyzed in [16].
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behavior occurs in the opposite limit, Γ→∞, where Cd(Γ) ∼ 1/Γ. This is a signature of
the quantum Zeno effect.

The outline of this work is as follows. In the next section 2, we define the model using
the Lindblad equation formalism and present a few chief results. In section 3, we calculate
the growth rate and the density profile for the one-dimensional lattice. In section 4, a
general approach valid for an arbitrary dimension is presented and explicit calculations are
performed for the square lattice. Various extensions are discussed in section 5. Details
of the calculations and an overview of the lattice Green functions are presented in the
appendices.

2 The model and some exact results

We study an open quantum system on an infinite lattice driven by a localized source of
fermions. The system is initially empty; at time t = 0, the source is turned on and fermions
are injected at the origin at a constant rate.

The evolution of open quantum systems is described by the Lindblad equation [18–22]

∂tρ = −i[H, ρ] + 2LρL† − {L†L, ρ} (3)

for the density matrix ρ(t). The set of operators L describe the interactions with reservoirs.
In our situation when the fermions are injected at the single site which we set to be the
origin, we have a single operator L =

√
Γ c†0 modeling the insertion with intensity Γ. The

curly brackets in equation (3) denote the anti-commutator, i =
√
−1 and we set ~ = 1. We

consider identical non-interacting spinless lattice fermions described by the Hamiltonian
H =

∑
〈i,j〉(c

†
i cj + c†jci), where the sum is taken over pairs of neighboring lattice sites i and

j. We consider uniform systems, so the hopping rates are equal and set to unity. Fermions
satisfy the Pauli exclusion principle: {c†i , cj} = δij and all the other anticommutators
vanish. In one dimension, the Hamiltonian reads

H =
∞∑

n=−∞

(
c†ncn+1 + c†n+1cn

)
(4)

A basic characteristic of this open quantum system is the total number of particles N (t)
at time t. The full statistics of this evolving random quantity is described by the probability
distribution P (N, t) = Prob[N (t) = N ]. We focus on the average N(t) = 〈N (t)〉 and show
that it exhibits a linear growth

N(t) ' Cd(Γ) t (5)

when t� 1. The particle growth rate Cd(Γ) depends on the strength Γ of the source and
on the spatial dimension d (and also on the geometry of the underlying lattice).

It is possible to obtain a formal expression for the growth rate in any dimension in
terms of lattice Green functions (see Appendix B), and we succeeded in deriving explicit
tractable formulae for d = 1 and d = 2 (which are experimentally most relevant). We now
state some of the results derived in the following sections.
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In one dimension (section 3), the fermion growth rate C1(Γ) is given by

C1(Γ) = 2Γ− 2Γ2

π

[
γ−2 +

(
γ−1 − γ−3

)
tan−1 γ

]
(6)

with
γ =

√
(Γ/2)2 − 1 (7)

Note that equation (6) is formally valid when Γ > 2 and γ is real and positive. For Γ < 2,
the result remains valid after analytical continuation.

From equation (6), one can derive extremal behaviors. When Γ� 1, we have

C1(Γ) = 2Γ +
4Γ2

π

[
ln

Γ

4
+

1

2

]
+O(Γ4 ln Γ) (8a)

For large insertion rate, Γ� 1, the growth rate decays as

C1(Γ) = 4Γ−1 − 128
3π

Γ−2 + 36Γ−3 − 4096
15π

Γ−4 + . . . (8b)

The particle growth rate C1(Γ) increases with Γ for sufficiently small insertion rates
and then decreases asymptotically approaching to zero when Γ → ∞, see Fig. 1 (a). The
vanishing of the particle growth rate when Γ → ∞ is the manifestation of the quantum
Zeno effect (QZE), one of the simplest and most paradigmatic differences between classical
and quantum open systems. The QZE refers to the counter-intuitive phenomenon that a
frequent measurement of a quantum system does not allow the state to evolve unitarily
[23–25]. For weak measurements, the system is only slightly perturbed by the measurement
back-action. When the measurements are strong, the system gets projected to an eigenstate
of the measurement operator (the wavefunction collapses) and if one keeps on measuring,
the system is unable to evolve. Fundamentally, there is little difference between continuous
measurements and a dissipative process as the former entails connecting the system to a
large reservoir (the measurement device). The only real difference is that measurements
are typically recorded. It is thus quite natural that the dynamics of simple lattice problems
with local injection or removal of particles exhibits the QZE.

The QZE has been demonstrated in various experiments with ultra-cold atoms, see
e.g. [26–28]. Some recent experiments [29–31] are particularly close to our model. The ex-
perimental setup [29–31] involves a local loss process induced by shining a focused electron
beam onto an atomic Bose-Einstein condensate residing on the one-dimensional optical
lattice. The QZE manifests itself in the number of atoms lost from the condensate: linear
growth was found for small Γ and an inverse 1/Γ scaling was observed when Γ is large. A
recent theoretical analysis [32] of this one-dimensional system with local losses combines the
Lindblad framework with continuum modeling based on the Luttinger liquid description
and emphasizes the similarity with the Kane-Fisher barrier problem [33,34].

In higher dimensions, exact results for the Laplace transforms are given in Section 4.
For the square lattice

C2(Γ) = 2Γ− 16
π

Γ2
[
I1(Γ) + I2(Γ)

]
(9)
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Figure 1: (a) Particle growth rate on the one-dimensional lattice: C1(Γ) is defined via (6).
The maximum Cmax

1 ≈ 0.614798 is reached at Γ1 ≈ 1.5313. (b) Growth rate for the square
lattice. The analytical prediction given by (9) and (10a)–(10b) is plotted. The maximum
value Cmax

2 ≈ 1.08984 is reached at Γ2 ≈ 2.04602.

where I1 and I2 are the integrals

I1(Γ) =

∫ 1

0

dx
K2(x) +K2(x′)

[ΓK(x)]2 + [Γ K(x′) + 2π]2
(10a)

I2(Γ) =

∫ 1

0

dx

Γ2x2 + [2π/K(x)]2
(10b)

and K(x) is the complete elliptic integral of the first kind of modulus x:

K(x) =

∫ π/2

0

dθ√
1− x2 sin2 θ

(11)

In (10a) we have used the standard notation x′ =
√

1− x2 to denote the complementary
modulus.

The dependence of the particle growth rate C2(Γ) on the insertion rate Γ is qualitatively
the same as in one dimension, see Fig. 1 (b). When Γ � 1, the particle growth rate can
be written as

C2(Γ) = 2Γ− A2Γ2 + A3Γ3 + . . . (12)

with

A2 =
4

π3

∫ 1

0

dx
[
2K2(x) +K2(x′)

]
= 1.8054571566 . . .

A3 =
4

π3

∫ 1

0

dx
[
K2(x)K(x′) +K3(x′)

]
= 1.29401145979 . . .

(13)

The asymptotic expansion (12) is obtained by expanding (10a)–(10b) when Γ � 1 and it
is in excellent agreement with the exact prediction for sufficiently small Γ. When Γ→∞,
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the leading behavior is given by

C2(Γ) ' 8

Γ
(14)

The universal decay, Cd ' BdΓ
−1 as Γ � 1, occurs in all spatial dimensions and for

hyper-cubic lattices the amplitude has a simple value

lim
Γ→∞

ΓCd(Γ) = Bd = 4d (15)

The universal Γ−1 decay in all dimensions is a signature of the QZE, which is a local
dynamical effect, due to the measurement, and is not related to the global geometry of
the system under study. Note that the dimension d = 2 which separates transient and
recurrent behavior for classical random walks plays no special role in the quantum case.

3 Free fermions on Z with a source

The basic quantities that we wish to determine are the average total number of particles
as a function of time and the particle density profile. Both observables are encoded in the
two-point correlation functions, defined as

σi,j(t) = 〈c†icj〉t = Tr
(
ρ(t)c†icj

)
(16)

Using the Lindblad equation (3) with Hamiltonian (4) and L =
√

Γ c†0 we deduce that the
two-point correlations (16) satisfy a closed system4 of differential equations

dσi,j
dt

= i (σi+1,j + σi−1,j − σi,j+1 − σi,j−1)− Γ (δi,0σi,j + δj,0σi,j) + 2Γδi,0δj,0 (17)

These equations are linear and exactly solvable.
It is more convenient to deal with equations

dσi,j
dt

= i (σi+1,j + σi−1,j − σi,j+1 − σi,j−1)− Γ (δi,0σi,j + δj,0σi,j) (18)

which are identical to (17) apart from the source term, the last term on the right-hand
side of (17), which is absent in (18). Interestingly, (18) describe the dual problem in which
particles are removed from the origin at rate Γ; this process is modeled by the Lindblad
equation (3) with the same Hamiltonian (4) and L =

√
Γ c0. In order to calculate the

growth rate we shall analyze this dual problem starting with a single particle at the origin.
A crucial observation simplifying the analysis of (18) is that the solution of (18) fac-

torizes, that is the ansatz
σi,j(t) = Si(t)S

∗
j (t) (19)

4A similar property holds for the symmetric exclusion process [12] and for some of its quantum gener-
alizations [15].
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is consistent with (18) if the functions Sn(t) satisfy

dSn
dt

= i[Sn+1 + Sn−1]− Γδn,0Sn (20)

with initial condition
Sn(0) = δn,0 (21)

The initial-value problem (20)–(21) represents a continuous-time quantum walk, namely a
quantum particle propagating on a chain, in the presence of a trap of strength Γ at the
origin. The survival of a quantum particle subject to a complex optical potential [35–38]
was analyzed in [39]. The factorization (19) shows that, in the present case, this non-
Hermitian potential is equivalent to the more rigorous framework provided by the Lindblad
equation that also includes the measurement process (see [40–45] for related approaches in
the context of first detection time of a quantum walk).

3.1 Solution of the one-body problem

Equation (20) has been analyzed in the past, see [39] and references therein. The approach
is based on the Laplace-Fourier transform. Performing the Laplace transform with respect
to time,

Ŝn(s) =

∫ ∞
0

dt e−stSn(t) , (22)

we recast (20) into

sŜn − δn,0 = i
[
Ŝn+1 + Ŝn−1

]
− Γδn,0Ŝn (23)

Performing the Fourier transform in space,

S(s, q) =
∞∑

n=−∞

Ŝn(s) e−iqn , (24)

we rewrite equation (23) as

sS − 1 = 2iS cos q − ΓŜ0 (25)

yielding

S =
[
1− ΓŜ0(s)

]
Ψ(s, q), Ψ(s, q) =

1

s− 2i cos q
(26)

The definition (24) implies

Ŝ0(s) =
1

2π

∫ 2π

0

dq S(s, q)

which in conjunction with (26) fixes

Ŝ0(s) =
1

Γ +
√
s2 + 4

(27)
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and

S(s, q) =

√
s2 + 4

Γ +
√
s2 + 4

Ψ(s, q) =
1

Γ +
√
s2 + 4

√
s2 + 4

s− 2i cos q
(28)

Inverting the Fourier transform, we deduce

Ŝn(s) =
1

Γ +
√
s2 + 4

(
2i

s+
√
s2 + 4

)|n|
(29)

The inverse Laplace transform of this expression determines the fermion density Sn(t) at
a given time and at position n (see Appendix A).

3.2 Calculation of the growth rate

We now calculate the growth rate C1(Γ). The average total number of particles can be
expressed in terms of the correlation functions

N(t) =
∞∑

n=−∞

σn,n(t) (30)

where the σi,j(t)’s satisfy the differential equations (17) with initial condition σi,j(0) = 0
for all i, j. Note that the linear system (17) can formally be rewritten as

σ̇ = Mσ + V (31)

Here σ = σ(t) is an infinite vector with components σi,j(t); M is the matrix that encodes
the homogeneous terms5; and V , the source term in (17), is a vector with a unique non-zero
component, 2Γδi,0δj,0. Equation (31) is solved to yield

σ(t) =

∫ t

0

dτ e(t−τ)MV (32)

The vector e(t−τ)MV represents two-point correlations in the dual problem (18) with a
fermion starting at the origin. Hence, using the ansatz (19), we deduce

σi,j(t) = 2Γ

∫ t

0

dτSi(τ)S∗j (τ) (33)

where the functions Si satisfy the dynamics (20). Combining (30) and (33) we obtain

N(t) = 2Γ

∫ t

0

dτ
∑
n

|Sn(τ)|2 = 2Γ

∫ t

0

dτ Π(τ) (34)

5The same M arises in the dual problem of removing a particle from the origin.
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where Π(t) represents the survival probability of a single fermion starting at the origin,
that can be removed at the origin with rate Γ. This survival probability

Π(t) =
∞∑

n=−∞

|Sn(t)|2 = 1− 2Γ

∫ t

0

dt′ |S0(t′)|2 (35)

approaches, when t→∞, to

Π∞ = 1− 2ΓI, I =

∫ ∞
0

dt |S0(t)|2 (36)

Using the Parseval-Plancherel identity∫ ∞
0

dt f(t)g(t) =

∫ i∞

−i∞

ds

2πi
f̂(s)ĝ(−s) (37)

for the Fourier transforms and setting f(t) = S0(t) and g(t) = S∗0(t), we express the integral

in (36) through the Laplace transform Ŝ0(s). This approach yields [39]

I =
1

π

∫ 2

0

dy(
Γ +

√
4− y2

)2 +
1

π

∫ ∞
2

dy

Γ2 + y2 − 4
(38)

When Γ > 2, we compute the integrals and arrive at

Π∞ = 1− Γ

π

[
γ−2 +

(
γ−1 − γ−3

)
tan−1 γ

]
(39)

with γ ≡
√

(Γ/2)2 − 1; for Γ < 2, the survival probability can then be obtained by
analytical continuation of (39).

Thus, we conclude that the average number of fermions grows linearly in time and

C1(Γ) = 2ΓΠ∞ (40)

leading to the announced result (6) for the particle growth rate.

3.3 The density profile

We wish to determine the density profile of the particles at time t starting with an initially
empty system. It is equivalent to studying the dual problem of a system initially full of
holes, where holes are removed at the origin (and replaced by particles). In this formulation,
the governing equations are given by (18) and the initial conditions become

σi,j(0) = δi,j (41)

The answer to this problem can be written as a linear combination

σi,j(t) =
∑
k

S
(k)
i (t)

(
S

(k)
j (t)

)∗
(42)

9



where S
(k)
n (t) solves the one-body non-Hermitian dynamics (20) with initial condition

S(k)
n (0) = δn,k (43)

This one-body problem is solved by the Laplace transform and we obtain

Ŝ
(k)
n (s) =

1√
s2 + 4

(
2i

s+
√
s2 + 4

)|n−k|
− Γ

Γ +
√
s2 + 4

1√
s2 + 4

(
2i

s+
√
s2 + 4

)|n|+|k|
(44)

Performing the inverse Laplace transform yields

S(k)
n (t) = i|n−k|J|n−k|(2t)− Γi|n|+|k|G|n|+|k|(t) (45)

where J|n−k|(2t) is a Bessel function and Γi|n|+|k|G|n|+|k|(t) denotes the inverse Laplace
transform of the expression in the second line on the right-hand side of Eq. (44).

We conclude that the density of particles at site n is given by

Nn(t) = 1− σn,n(t) = 1−
∑
k

|S(k)
n (t)|2 (46)

with S
(k)
n (t) given by (45). To extract the long time behavior, we re-parametrize k and n:

k = 2tu, n = 2tv (47)

Due to symmetry, it suffices to consider the n ≥ 0 range, so v ≥ 0. In the t → ∞ limit,
the density profile is obtained by applying the saddle-point method for the functions Jn
and Gm. The asymptotic formulae read

J|n−k|(2t) '
cos
[
2t
√

(1− (u− v)2 − 2t|u− v| arccos |u− v| − π
4

]
√
πt [1− (u− v)2]1/4

(48)

G|n|+|k|(t) '
cos
[
2t
√

(1− (v + |u|)2 − 2t(v + |u|) arccos(v + |u|)− π
4

]
√
πt [Γ + 2(v + |u|)] [1− (v + |u|)2]1/4

(49)

Equation (48) is standard, see [46]; equation (49) is derived in a similar fashion. The
asymptotic formulae (48)–(49) are valid in the region −1 ≤ u−v ≤ 1 and −1 ≤ |u|+v ≤ 1.
Recalling that v ≥ 0 one gets |u| ≤ 1− v.

In the long time limit, the profile is obtained by substituting (48) and (49) into (45)
and (46). After converting the discrete sum over the integer k into integrals with respect
to the continuous variable v we find the density at the position n to be

Nn(t) = N (v) + In (50)

10
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Figure 2: Density profile of injected particles for (a) Γ = 0.05 and (b) Γ = 2.5. Blue line
shows the numerical exact result obtained at a time t = 200 in rescaled coordinates and
the dashed line shows N (v).

The profile N (v) describes the density at the bulk where v = n
2t
> 0 and it has the form

N (v) =
2Γ

π

∫ 1

v

dx√
1− x2

2x

(Γ + 2x)2 (51)

Near the origin there is a spike, namely an inner layer of width n = O(1) where the density
profile deviates from the continuous density profile N (v) that varies on the scale n = O(t).
The deviation is given by

In =
2Γ

π

∫ π
2

0

cos(2nθ + nπ)

Γ + 2 cos θ
dθ (52)

This correction decays rapidly when |n| � 1. Using integration by parts one extracts the
asymptotic approach of the spike near the origin to the bulk density:

In =
1

πΓ

1

n2
+O(n−4) (53)

Figure 2 shows a comparison of the asymptotic bulk density profile N (v) to exact
numerical results at finite time. Note the excellent agreement in the bulk. The spike near
the origin described by Nn(t) ' N (0) + In with In given by (52) is also in good agreement
with numerical results for finite time. There are also oscillations near the causal horizon
caused by the dispersion of the particles. These oscillations are not accounted by our
asymptotic formulas, but they can be deduced from the exact results (44)–(46) using a
more accurate treatment in the region |n| − 2t = O(t1/3). This t1/3 scaling of the width of
the front region and its staircase like internal structure arises in many problems involving
free fermions, see e.g. [47,48].
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Setting n = 0 in equations (50)–(52), we find the density at the origin:

N0 = 1− 2

π

∫ 1

0

dx√
1− x2

(
2x

Γ + 2x

)2

(54)

Computing the integral gives

N0 =
Γ

π

[
γ−2 +

(
γ−1 − γ−3

)
tan−1 γ

]
(55)

with γ =
√

(Γ/2)2 − 1 when Γ > 2; when Γ < 2, the result follows from (55) by analytical
continuation. As expected, 1 − N0 = Π∞ with Π∞ given in (39). As another consistency
check we compute the total average number of fermions∑

n∈Z

Nn(t) = N0(t) + 2
∞∑
n=1

Nn(t)

' 2× 2t
2Γ

π

∫ 1

0

dv

∫ 1

v

dx√
1− x2

2x

(Γ + 2x)2

= t × 4Γ

π

∫ 1

0

dx√
1− x2

(
2x

Γ + 2x

)2

= C1(Γ) t

and recover the expected answer.

4 Free fermions on Zd with a source

An open quantum system of free fermions performing independent continuous time quan-
tum walks and coupled to a localized source can be studied on an arbitrary graph. Explicit
calculations are possible for lattices admitting sufficiently simple lattice Green functions.
Thus, after describing the general formalism, we focus on the square lattice.

4.1 General Formalism

In d dimensions, we again solve equation (20) by performing Laplace and Fourier trans-
forms. We first define

Ŝn(s) =

∫ ∞
0

ds e−stSn(t) (56a)

S(s,q) =
∑
n

Ŝn(s) e−iq·n (56b)

where n = (n1, . . . , nd), q = (q1, . . . , qd) and q · n = q1n1 + . . . + qdnd. To avoid cluttered
notation, we write ∑

n

=
∞∑

n1=−∞

· · ·
∞∑

nd=−∞∫
dq =

∫ 2π

0

dq1

2π
· · ·
∫ 2π

0

dqd
2π

12



We also define

Ψd(s,q) =

[
s− 2i

d∑
a=1

cos qa

]−1

(57a)

Φd(s) =

[∫
dq Ψd(s,q)

]−1

(57b)

The function Φd(s) is given through a d−fold integral which can be reduced to a single
integral involving a Bessel function. Indeed, writing Ψd(s) as

Ψd(s,q) =

∫ ∞
0

du exp

[
−us+ 2ui

d∑
a=1

cos qa

]
(58)

and plugging (78) into the definition of Φd(s) we get

1

Φd(s)
=

∫ ∞
0

du e−us
[∫ 2π

0

dq

2π
e2ui cos q

]d
Recalling an integral representation of the Bessel function

J0(z) =

∫ 2π

0

dq

2π
e2zi cos q (59)

we express Φd(s) through a single integral:

Φd(s) =

{∫ ∞
0

du e−us [J0(2u)]d
}−1

(60)

Applying the Laplace-Fourier transform to the dual problem we arrive at

S(s,q) =
[
1− ΓŜ0(s)

]
Ψd(s,q) (61)

From the definition (56b), we obtain

Ŝ0(s) =

∫
dq S(s,q) (62)

Using (61) and (62) we fix the value of Ŝ0(s),

Ŝ0(s) = [Γ + Φd(s)]
−1 , (63)

with Φd(s) defined in (57b). Therefore (61) becomes

S(s,q) =
Φd(s)

Γ + Φd(s)
Ψd(s,q) (64)

13



The general relations (36) and (40) are valid in arbitrary dimension; thus the growth
rate is formally given by

Cd(Γ) = 2Γ (1− 2ΓI) (65)

with

I =

∫ ∞
0

dt |S0(t)|2 (66)

This integral can be expressed through the Laplace transform Ŝ0(s), given in (63), via
the Parseval-Plancherel identity (37). Hence, to have more manageable results, one needs
to compute Φd(s) explicitly to obtain an integral representation comparable to (38). The
‘euclidean’ versions of integrals (57a)–(57b) arise in numerous problems and are known as
lattice Green functions (LGF). The LGF are reviewed in Appendix B where we present
explicit results for Zd with d = 2 and d = 3, and briefly discuss other lattices. The LGF
is rather complicated even for the cubic lattice; therefore, in the following we focus on the
square lattice.

4.2 Growth rate for the process on square lattice

For the square lattice, the integral in (60) can be expressed through the complete elliptic
integral of the first kind. One gets (see [49] and Appendix B)

Φ2(s) =
πs

2K(4i/s)
(67)

leading to

Ŝ0(s) =

[
Γ +

πs

2K(4i/s)

]−1

(68)

Using again the Parseval-Plancherel identity (37), we can write

I = lim
ε→0+

∫ ∞
0

dt |S0(t)|2 = lim
ε→0+

∫ ∞
−∞

dy

2π

∣∣Ŝ0

(
1
2
ε+ iy

)∣∣2 (69)

The last expression can be viewed as a complex integral along vertical contour, infinitely
close to the imaginary axis. The function K(z) is an even function, analytic in the complex
plane with branch cuts along the real axis from −∞ to −1 and from 1 to +∞. In the
vicinity of the cuts, for z = s ± iε with <(s) ≥ 1 and ε → 0+, we have the following
relation [46,50]

K(z) =
1

s

(
K

(
1

s

)
± iK

(√
1− 1

s2

))
(70)

(see e.g., formula 162.02, page 39 in [50]). We cut the integral appearing in (69) into four
parts: y ∈] − ∞,−4], [−4, 0], [0, 4] and [4,∞[. Inside the middle ranges, the function is
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analytic. In the boundary integrals, we use (70)6. This leads to

I =

∫ ∞
4

dy

2π

∣∣∣∣Γ +
iπy

2K(4/y)

∣∣∣∣−2

+

∫ 4

0

dy

2π

∣∣∣∣∣Γ +
2iπ

K(y/4) + iK(
√

1− y2/16)

∣∣∣∣∣
−2

+

∫ 0

−4

dy

2π

∣∣∣∣∣Γ− 2iπ

K(y/4)− iK(
√

1− y2/16)

∣∣∣∣∣
−2

+

∫ −4

−∞

dy

2π

∣∣∣∣Γ +
iπy

2K(4/y)

∣∣∣∣−2

(71)

This integral representation leads to the announced results (9), (10a) and (10b).
To derive the behavior for Γ→∞, we start from the asymptotic

K(x) =
π

2

[
1 +

x2

4
+ . . .

]
(72)

Keeping the leading term in (72) we recast I2(Γ) into∫ 1

0

dx

Γ2x2 + 42
=

1

4Γ
tan−1 Γ

4
=

π

8Γ
− 1

Γ2
+

16

3Γ4
+O

(
Γ−6
)

(73)

Subtracting (73) from (10b) yields

I2 −
∫ 1

0

dx

Γ2x2 + 42
=

∫ 1

0

dx

Γ2x2 + 42

42 − [2π/K(x2)]2

Γ2x2 + [2π/K(x)]2

' 8

∫ 1

0

dx
x2

(Γ2x2 + 42)2
' 8

∫ ∞
0

dx
x2

(Γ2x2 + 42)2
=

π

2Γ3

Combining this with (73) and keeping terms up to O(Γ−3), we obtain

I2(Γ) =
π

8Γ
− 1

Γ2
+

π

2Γ3
(74)

Using (10a) we obtain a similar expansion

I1(Γ) =
1

Γ2
− 4π

Γ3

∫ 1

0

dx
K(x′)

K2(x) +K2(x′)
(75)

Combining (74) and (75) we arrive at

C2(Γ) =
B2

Γ
+O

(
Γ−2
)

(76)

with

B2 = 64

∫ 1

0

dx
K(x′)

K2(x) +K2(x′)
− 8 (77)

6The correct sign is selected depending on which side of the cut the integrand lies.
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Figure 3: Density profile on a 100× 100 square lattice at time t = 25 for Γ = 0.1.

A numerical estimate shows ∫ 1

0

dx
K(x′)

K2(x) +K2(x′)
=

1

4
(78)

with very high precision. This is probably an identity which would be interesting to prove.
If (78) is true, we get B2 = 8, leading to the announced result (14). For completeness,
we show the 2D density profile in Fig. 3. Like in one dimension it has a pronounced peak
near the injection site. Moreover, in contrast to the analogous classical problem, it is very
anisotropic. It clearly displays interference of particles along high symmetry lines in the
lattice. In principle the 1D analyses from section 3.3 can be extended to 2D but analytic
extraction of the asymptotics is more challenging and we leave it as an open problem.

5 Discussion

Theoretical studies of quantum gases with sinks, sources, and other dissipative mechanisms
have been mostly carried out using one-dimensional models. Attractive features of one-
dimensional systems include integrability of some toy models, and realizability in experi-
ments with cold atoms. In higher dimensions, approximations and simulations are required.
For the simple quantum process that we studied, an open system of free fermions with in-
jection from a reservoir, we showed how to calculate the particle growth rate for simple
lattices in any dimension. Analytical formulae have been derived for the one-dimensional
lattice and for the square lattice. With more effort, explicit results for the particle growth
rate could be derived for the triangular lattice, the cubic lattice, and perhaps even for
the body-centered hyper-cubic lattices as for such lattices the lattice Green function can
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be expressed through hypergeometric functions. More detailed characteristics can also be
studied analytically, e.g., we have calculated the density profile in one dimension. While
the latter depend on the exact dispersion relations, linear growth of the average particle
number is to be expected on any lattice for free fermions. The linear growth is simply
induced by the fact that particles spread ballistically on any local translational invariant
lattice Hamiltonian.

In addition to the average total number of injected particles, one could explore higher
cumulants and study the entire distribution function P (N, t), or the full counting statis-
tics. The large deviation (LD) formalism developed for classical systems [6, 51–53] has
been recently applied to simple quantum systems such as single and two-qubit systems
[54–57]. Large open systems of non-interacting fermions are also tractable in stationary
one-dimensional settings, for example non-equilibrium steady states of boundary driven
systems have been established [58, 59], and the large-deviation function has been subse-
quently calculated [60]. The stationarity is crucial in the procedure [61] employed in the
calculation of the large-deviation function [60]. For other applications of the LD formalism
to boundary-driven non-interacting quantum chains, see Refs. [62–68].

Our system is manifestly non-stationary as the number of particles increases with time.
In some evolving free fermion systems, fluctuations have been probed analytically; for
instance, in a system of lattice fermions starting from the domain wall initial condition,
the number of fermions in the initially empty half-line grows linearly in time, while the
variance increases logarithmically [69]. Recently, the full statistics of the current in this
problem has been calculated using powerful techniques inspired by previous studies of
classical stochastic systems [70]. We believe that system could be also explored using
integrable probability methods.

We totally ignored interactions. A natural generalization of the present model is the
XXX chain with all spins originally pointing down in which the spin at the origin can be
flipped upwards with a certain rate. The equations for the correlators in this model are
hierarchical rather than recurrent and the factorization property that played a key role in
the present study also does not hold. Various matrix representation techniques have been
applied to open interacting finite spin chains coupled to reservoirs [71–73] and it would
be interesting to extend these results to the infinite chain case (see [74] for a review and
references).

There are many other open quantum systems with local sinks or source which can be
potentially treated. The most obvious extension is to bosons, see [16, 75, 76] for work in
this direction. For example, in contrast to fermions, a phase transition was reported in [75]
in the case of weakly interation bosons with a local sink.

Acknowledgments. We are grateful to Jean-Marc Luck, Michel Bauer and Tomaž Prosen
for stimulating discussions, and to S. Mallick for a careful reading of the manuscript. PLK
thanks the Institut de Physique Théorique for hospitality. DS acknowledges support from
the FWO as post-doctoral fellow of the Research Foundation – Flanders.
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A Single particle case

In this appendix we determine the density profile in the dual problem starting with a single
particle at the origin; we consider the most symmetric setting when the sink is also at the
origin. The inverse Laplace transform of (27) admits an integral representation [77]

S0(t) = e−Γt − 2

∫ t

0

du J1(2u) e−Γ
√
t2−u2 (79)

In the long time limit, the integral term dominates. Computing its asymptotic behavior
we find

S0(t) ' −2J1(2t)

Γ2t
' − 2

Γ2

1√
πt3

cos

(
2t− 3π

4

)
(80)

The density at the origin

N0(t) = |S0(t)|2 ' 4

πΓ4t3

[
cos

(
2t− 3π

4

)]2

(81)

oscillates indefinitely reflecting quantum interference. Further, the density at the origin
vanishes infinitely often: N0(tk) = 0 at times 0 < t1 < t2 < t3 < . . . significantly depending
on Γ for k = O(1) and behaving universally, tk ' π

8
+ π

2
k, for k � 1.

After averaging (81) over oscillations we arrive at

N0(t) ' 2

πΓ4t3
(82)

When n > 0, the inverse Laplace transform of (29) admits an integral representation

Sn(t) = Jn(2t)

− Γ

∫ t

0

du e−Γu

(
t− u
t+ u

)n
2

Jn

[
2
√
t2 − u2

]
(83)

In the scaling limit

|n| → ∞, t→∞, v =
n

2t
= finite (84)

we have (
t− u
t+ u

)n
2

' e−2vu

and therefore (83) yields

Sn(t) ' 2v

Γ + 2v
Jn(2t) (85)

Using the asymptotic of Jn(2t) in the scaling limit (84) we find that Nn = |Sn|2 = 0 when
|v| > 1 and

Nn(t) ' (2πt)−1 ℘(v; Γ) (86a)
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Figure 4: The scaled density profiles for the dual problem in which a particle is removed
from site 0 by a trap of strength Γ. Analytically, ℘(v; Γ) is defined via (86b). The curves
(top to bottom) correspond to Γ = 1, 2, 4.

with the scaled density given by

℘(v; Γ) =

(
2|v|

Γ + 2|v|

)2
1√

1− v2
(86b)

when |v| < 1. Equation (86b) has been obtained by averaging over oscillations. The scaled
density profiles (86b) are shown in Fig. 4 for three values of the strength Γ of the trap. As
a useful consistency check, we recover the value (39) of the asymptotic survival probability

Π∞ =
∞∑

n=−∞

|Sn(∞)|2 =
1

π

∫ 1

−1

dv√
1− v2

(
2|v|

Γ + 2|v|

)2

B Lattice Green functions

One can relate the Euclidean version of the integrals (57a)–(57b) to formulae arising in the
context of lattice random walks [49]. Let Pk be the probability that a random walker start-
ing at the origin returns back after k steps. The generating function P (z) =

∑
k≥0 Pkz

k,
known as the lattice Green function (LGF), admits an integral representation

Pd(z) =

∫
dq

1− zΛ(q)
(87)

with

Λ(q) = Λd(q) ≡ 1

d

d∑
a=1

cos qa (88)
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for the hyper-cubic lattice. The general formula (87) is valid for many other lattices, the
specificity of the lattice is reflected in the function Λ(q). For instance,

Λ4(q) =
cos q1 + cos q2 + cos(q1 + q2)

3
Λbcc(q) = cos q1 cos q2 cos q3

Λfcc(q) =
cos q1 cos q2 + cos q2 cos q3 + cos q1 cos q3

3

for the triangular lattice, the body-centered cubic (bcc) lattice and the face-centered cubic
(fcc) lattice. The LGFs for many low-dimensional lattices are derived in a book by Hughes
[49]; for more recent results, see [78–81] and references therein. Here we outline some
remarkable special cases.

In two dimensions, for the square lattice, the LGF admits a remarkably simple expres-
sion through the complete elliptic integral (or as an hypergeometric function)

P2(z) =
2

π
K(z) = 2F1

(
1
2
, 1

2
; 1; z2

)
(89)

We have used this expression to derive (9) and (10a)–(10b). For a two-dimensional trian-
gular lattice, the LGF has a more complicated form

P4(z) =
6

πz
√

(ζ+ − 1)(ζ− + 1)
K(k) (90)

with k =
√

2(ζ+−ζ−)
c

and ζ± = 3
z

+ 1±
√

3 + 6
z
.

In three dimensions, for the body-centered cubic lattice, a neat expression for the LGF
has been found long ago [82]

Pbcc(z) =

[
2

π
K(k2)

]2

, 2k2
2 = 1−

√
1− z2 (91)

For the three-dimensional cubic lattice, the LGF reads [79]

P3(z) =
1− 9ξ4

(1− ξ)3(1 + 3ξ)

[
2

π
K(k1)

]2

(92)

with k2
1 = 16ξ3

(1−ξ)3(1+3ξ)
and ξ2 =

1−
√

1−z2/9
1+
√

1−z2 .

In four and higher dimensions, the LGF of the body-centered hyper-cubic lattices can
be expressed [81] through the hypergeometric function in arbitrary dimension

Pd-bcc(z) = dFd−11
(

1
2
, . . . , 1

2
; 1, . . . , 1; z2

)
(93)

In contrast, the calculations of the LGF of the hyper-cubic lattices require rather abstract
mathematics such as Calabi-Yau ordinary differential equations [78,80,81].
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[32] H. Fröml, A. Chiocchetta, C. Kollath, and S. Diehl, Fluctuation-induced quantum
Zeno effect, Phys. Rev. Lett. 122, 040402 (2019).

[33] C. L. Kane and M. P. A. Fisher, Transport in a one-channel Luttinger liquid, Phys.
Rev. Lett. 68, 1220 (1992).

[34] C. L. Kane and M. P. A. Fisher, Transmission through barriers and resonant tunneling
in an interacting one-dimensional electron gas, Phys. Rev. B 46, 15233 (1992).

[35] R. M. Pearlstein, Impurity quenching of molecular excitons. I. Kinetic comparison of
FörsterDexter and slowly quenched Frenkel excitons in linear chains, J. Chem. Phys.
56, 2431 (1972).

[36] P. E. Parris, One-dimensional quantum transport in the presence of traps, Phys. Rev.
B 40, 4928 (1989).

[37] S. Selstø, Formulae for partial widths derived from the Lindblad equation, Phys. Rev.
A 85, 062518 (2012).

[38] S. Selstø and S. Kvaal, Absorbing boundary conditions for dynamical many-body quan-
tum systems, J. Phys. B 43, 065004 (2010).

[39] P. L. Krapivsky, J. M. Luck, and K. Mallick, Survival of classical and quantum particles
in presence of traps, J. Stat. Phys. 154, 1430 (2014).

[40] S. Dhar, S. Dasgupta, A. Dhar and D. Sen, Detection of a quantum particle on a
lattice under repeated projective measurements, Phys. Rev. A 91, 062115 (2015).

[41] S. Dhar, S. Dasgupta and A. Dhar, Quantum survival and first detection probabilities
in projective measurements, J. Phys. A 48, 115304 (2015).

[42] S. Lahiri and A. Dhar, Return to the origin problem for a particle on a one-dimensional
lattice with quasi-Zeno dynamics, Phys. Rev. A 99, 012101 (2019).

[43] H. Friedman, D. A. Kessler and E. Barkai, Quantum renewal equation for the first
detection time of a quantum walk, J. Phys. A 50, 04LT01 (2016).

[44] H. Friedman, D. A. Kessler and E. Barkai, Quantum walks: The first detected passage
time problem, Phys. Rev. E 95, 032141 (2017).

[45] F. Thiel, E. Barkai and D. A. Kessler, First Detected Arrival of a Quantum Walker
on an Infinite Line, Phys. Rev. Lett. 120 040502 (2018).

[46] M. Abramowitz et I. Stegun, Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables (Dover, New-York, 1972).

[47] V. Hunyadi, Z. Racz, and L. Sasvari, Dynamic scaling of fronts in the quantum XX
chain, Phys. Rev. E 69, 066103 (2004).

23



[48] V. Eisler and Z. Racz, Full counting statistics in a propagating quantum front and
random matrix spectra, Phys. Rev. Lett. 110, 060602 (2013).

[49] B. D. Hughes, Random Walks and Random Environments. Volume 1: Random Walks
(Oxford, Clarendon, 1995).

[50] P. F. Byrd and M. D. Friedman, Handbook of Elliptic Integrals for Engineers and
Scientists (Springer-Verlag, Berlin Heidelberg New-York, Second Edition 1971).

[51] R. S. Ellis, Entropy, Large Deviations, and Statistical Mechanics (Berlin, Springer,
1985).

[52] S. R. S. Varadhan, Large deviations, Ann. Probab. 36, 397 (2008).

[53] H. Touchette, The large deviation approach to statistical mechanics, Phys. Rep. 478,
1 (2009).

[54] J. P. Garrahan and I. Lesanovsky, Thermodynamics of Quantum Jump Trajectories,
Phys. Rev. Lett. 104, 160601 (2010).

[55] A. A. Budini, Thermodynamics of quantum jump trajectories in systems driven by
classical fluctuations, Phys. Rev. E 82, 061106 (2010).

[56] J. Li, Y. Liu, J. Ping, S.-S. Li, X.-Q. Li, and Y. Yan, Large-deviation analysis for
counting statistics in mesoscopic transport, Phys. Rev. B 84, 115319 (2011).

[57] J. M. Hickey, S. Genway, I. Lesanovsky, and J. P. Garrahan, Thermodynamics of
quadrature trajectories in open quantum systems, Phys. Rev. A 86, 063824 (2012).

[58] D. Karevski and T. Platini, Quantum Nonequilibrium Steady States Induced by Re-
peated Interactions, Phys. Rev. Lett. 102, 207207 (2009).

[59] M. Z̆nidaric̆, A matrix product solution for a nonequilibrium steady state of an XX
chain, J. Phys. A 43, 415004 (2010).

[60] M. Z̆nidaric̆, Exact large deviation statistics for a nonequilibrium quantum spin chain,
Phys. Rev. Lett. 112, 040602 (2014).

[61] T. Prosen, Third quantization: a general method to solve master equations for
quadratic open Fermi systems, New J. Phys. 10, 043026 (2008).

[62] M. V. Medvedyeva and S. Kehrein, Lindblad equation for a non-interacting fermionic
system: full-counting statistics, arXiv:1310.4997.

[63] M. Z̆nidaric̆, Anomalous nonequilibrium current fluctuations in the Heisenberg model,
Phys. Rev. B 90, 115156 (2014).

24

http://arxiv.org/abs/1310.4997


[64] B. Buc̆a and T. Prosen, Exactly solvable counting statistics in weakly coupled open
interacting spin systems, Phys. Rev. Lett. 112, 067201 (2014).

[65] C. Zanoci and B. G. Swingle, Entanglement and thermalization in open fermion sys-
tems, arXiv:1612.04840.

[66] C. Monthus, Boundary-driven Lindblad dynamics of random quantum spin chains:
strong disorder approach for the relaxation, the steady state and the current, J. Stat.
Mech. 043303 (2017).

[67] F. Carollo, J. P. Garrahan, I. Lesanovsky, and C. Pérez-Espigares, Fluctuating hydro-
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