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ABSTRACT 

 

In order to estimate the bias on the effective multiplication factor (keff) of a criticality 

application case, and the associated uncertainty due to Nuclear Data (ND), a method which 

takes advantage of the integral experiments information and is based on ND 

sensitivity/uncertainty analyses and adjustment, has been  implemented in a tool called RIB 

(Représentativité, Incertitude, Biais). Such methodology has been worldwide studied for years 

in various fields. The RIB tool, developed at CEA, is related to the experimental validation 

database of the French criticality-safety package, CRISTAL V2.0, containing more than 2000 

experiments from the International Criticality Safety Benchmark Evaluation Project handbook 

(ICSBEP) and French experimental programs. In most cases, even if a correlation is identified 

between the experiments, the value of this correlation might not be known. 

Validation tests of the RIB tool, in particular by arbitrary applying strong correlations 

between integral experiments (>0.9), point out some unrealistic results: a strong deviation of 

the bias with significant reduction of the uncertainty due to ND. To check the RIB tool 

implementation, transposition method equations have been implemented in Matlab. Another 

tool developed at CEA and dedicated to ND evaluation, CONRAD (COde for Nuclear 

Reaction Analysis and Data Assimilation), has also been used to estimate bias and uncertainty 

due to ND through the transposition method using integral experiments. Results obtained with 

these three tools from several combinations « Application case/integral experiments », have 

been compared, confirming the RIB observed tendencies. Focusing on the post-adjustment 

ND, it seems that such phenomenon is associated to a strong variation of the cross sections 

which may be due to Peelle’s pertinent puzzle effect. This paper describes the different tools 

and presents the results obtained for the tested combinations « Application case/integral 

experiments » in function of the experimental correlation factor. Some potential explanations 

of the observed results, using strong experimental correlation factors, are discussed. 
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1. INTRODUCTION 

 
Criticality studies cover a wide range of application. One of the main issues of criticality-safety studies 

concerns the calculation tools validation and its applicability according to the studied configuration. In this 

context, discussions are being held at an international level and more particularly within the former expert 

group on Uncertainty Analyses on Criticality Safety Assessment (EG-UACSA) [1] of the OECD NEA 

Working Party on Nuclear Criticality Safety (WPNCS).  

 

The CRISTAL V2 criticality-safety package [2] [3], mainly used by industries in France, is associated with 

an experimental validation database of over 2000 experiments from International Criticality Safety 

Benchmark Evaluation Project handbook (ICSBEP) [4] and French experimental programs. A method based 

on Nuclear Data (ND) adjustment [5] [6], offers the possibility to take advantage of this database in order to 

estimate the bias and the associated uncertainty due to ND of an application case. Such methodology has 



 

2 

 

been studied for years in the criticality safety field [1]. More details and examples of ND adjustment 

methodologies used worldwide are given in the OCDE report from Subgourp 33 of the Working Party on 

International Nuclear Data Evaluation Co-operation (WPEC) [7]. Among many other one, the method relies 

heavily on the hypothesis that calculation method does not introduce any bias, and thus discrepancies 

between calculations and experiments are only due to ND. Furthermore, the quality of the results is strongly 

dependent on the ND, experimental uncertainties and correlation reliability. Moreover, the correlations factor 

applied between the integral experiments are still an issue [8] [9]. 

 

In order to apply this method in the frame of the CRISTAL V2 criticality-safety package, the RIB 

(Représentativité, Incertitude, Biais) tool [10] has been developed by CEA and attached to the CRISTAL V2 

experimental validation database. ND variance and covariance are based on JEFF-3.1.1 [11] evaluation and 

the CEA COMAC library [12]. The correlations between experiments from the database come from DICE 

[13]. Even if a correlation is identified between the experiments, the correlation factor is, in most cases, 

unknown. It can be noticed that the purpose of such tool is not ND adjustment; however the method implies 

ND modification in order to improve the agreement between calculated and measured integral parameters.   

 

This paper follows up the test phase of the RIB tool, which shows some unrealistic results. During this test 

phase, several tests were performed, in particular an analysis of the impact of the experimental correlation 

factors on the results. Illogical variations of the ND bias and unrealistic reduction of the ND uncertainty have 

been pointed out in some cases involving strong experimental correlation factors. Indeed, in such cases, the 

resulting ND bias is much higher than the calculation/experiment ratio of the correlated integral experiments 

and/or the posterior ND uncertainty is lower than the one obtained without experimental correlation.  

The purpose of this paper is to highlight the configurations conducting to such unrealistic results and to 

explain these trends and their causes.  

 

Firstly, the method is introduced. Secondly, the various tools and configurations considered in this study are 

described. Indeed, to exclude any implementation issues, the proper operation of the RIB tool has been 

confirmed by contrasting the results from different tools such as MATLAB [14], or CONRAD (dedicated to 

ND evaluation) [15]. Finally, the ND bias on the integral parameter and the nuclear data uncertainty 

reduction, as a function of experimental correlation factor, are discussed. In a first approach, the impact of 

the chosen application case and integral experiments is investigated. Then a closer look is taken at the impact 

on post-adjustment cross sections.  
 

2. METHODOLOGY 

 

The method is based on the ND statistical adjustment method and allows the assessment of ND calculation 

bias and posterior uncertainty [5] [6]. This is based on the Bayes theorem generalized to continuous variables 

which can be resumed as equation (1) resulting in equation (2) with the hypothesis that prior and likelihood 

are Gaussian, and equation (3) by making the hypothesis that posterior is also Gaussian. 

 

 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 ∝ 𝑝𝑟𝑖𝑜𝑟 ×  𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑
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With 𝜎 the multi-group ND vector, 𝜎𝑝 the prior ND vector (used in calculation), 𝐷𝜎  the prior ND covariance 

matrix, 𝐶(𝜎) the integral parameter vector, 𝐸 the measured integral parameter vector, 𝐷𝐸  the experimental 

covariance matrix, 𝜎∗ and 𝐷𝜎
∗  respectively the posterior ND vector and the posterior ND covariance matrix. 
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The analytical solution is then given by minimising the equation (4) (generalised least-squares) : 
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Using the assumption that the integral parameter can be represented by a linear function  
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With S the integral parameter sensitivities vector to ND, defined by equation (6) 

 

𝑆 =
𝜕𝐶(𝜎)
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∙

𝜎𝑝
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(6) 

 

 

The solution of the minimization is given by equation (7)  
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(7) 

 

 

And the associated covariance matrix can be writing as equation (8) or (9) 

 

 

𝐷𝜎
∗ −1 = 𝐷𝜎

−1 + 𝑆 ∙ 𝐷𝐸
−1 ∙ 𝑆𝑇 

 

 

𝐷𝜎
∗ = 𝐷𝜎 − 𝐷𝜎 ∙ 𝑆 ∙ (𝐷𝐸 + 𝑆𝑇 ∙ 𝐷𝜎 ∙ 𝑆)−1 ∙ 𝑆𝑇 ∙ 𝐷𝜎 

(8) 

 

(9) 

 

 

The computational ND bias y* and its associated posterior uncertainty εA
* are given by: 
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(10) 

 

 

(11) 

Introducing the following notations: 

 

- ND uncertainty of the application case A and the integral experiment Ei  

 

 

𝜀𝑋 = √𝑆𝑋
𝑇𝐷𝜎𝑆𝑋    (X = A ou Ei) 

 

(12) 
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- Similarity factor between the integral experiment Ei and the application case A [6] 

 

 

𝑟𝑖 =
𝑆𝐴

𝑇𝐷𝜎𝑆𝐸𝑖

𝜀𝐴 × 𝜀𝐸𝑖
 

 

(13) 

- Similarity factor between the two integral experiment E1 and E2 with experimental uncertainties 𝛿𝐸1 

and 𝛿𝐸2 and an experimental correlation F 

 

 

𝑟12̂ =
𝑆𝐸1

𝑇 𝐷𝜎𝑆𝐸2 + 𝛿𝐸1𝛿𝐸2𝐹

𝜀𝐸1 × 𝜀𝐸2
 (14) 

 

 

- The « weight » of each integral experiment 𝑤𝑖 

 

 

𝑤𝑖 =
1

1 +
𝛿𝐸𝑖²

𝐸𝑝𝑠𝐸𝑖²

 

 

 

(15) 

Similarity factor and weight have a strong meaning in case of one integral experiment. If the latter is very 

similar to the considered application case (r1≈1), the experiment would influence the result as much as its 

experimental uncertainty is low compare to the ND uncertainty (w close to 1).  

 

It can be noticed that the interpretation of such parameters using two, or more, integral experiments, is more 

difficult due to cross-terms between the two experiments, as shown in equation (16) and (17), respectively 

for the posterior ND bias and its associated posterior uncertainty. 

 

 

𝑦∗ =
𝜀𝐴
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[
𝑟1𝑤1

𝜀𝐸1
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× 𝑌𝐸2 − 𝑟12̂𝑤1𝑤2 (

𝑟2

𝜀𝐸1
× 𝑌𝐸1 +

𝑟1

𝜀𝐸2
× 𝑌𝐸2)] 

 

 

(16) 

𝜀𝐴
∗²

𝜀𝐴²
= 1 −

1

1 − 𝑟12̂²𝑤1𝑤2
(𝑟1√𝑤1 − 𝑟2√𝑤2)

2
−

2√𝑤1𝑤2

1 − 𝑟12̂√𝑤1𝑤2
𝑟1𝑟2 (17) 

 

 
 

3. TOOLS 

 
keff sensitivities to nuclear data are calculated using the First Order Perturbation Theory implemented in 

APOLLO2 [16], using the JEFF-3.1.1 evaluation [11]. Nuclear data variance and covariance are based on the 

JEFF-3.1.1 evaluation and the CEA COMAC library [12]. Sensitivity coefficients to the cross sections and 

multiplicities of the main isotopes were derived on the European JEF 15-group structure. Furthermore, only 

capture, fission, multiplicity, and scattering reactions have been considered.   
 
The method is implemented in a java tool developed by CEA, named RIB for Représentativité, Incertittude, 

Biais. This tool, based on equations (7) and (9), is integrated to the experimental validation database of the 

French criticality-safety package CRISTAL V2.0. This package is now available on request on the OCDE 

website. 

MATLAB [14] is a platform allowing direct matrix or array calculation implementation. Equations (16) and 

(17) have been implemented with MATLAB to check the results obtained with the RIB tool. 
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CONRAD [15] (COde for Nuclear Reaction Analysis and Data Assimilation) is a C++ code developed at 

CEA, dedicated to nuclear data assimilation. This code is also able to analyze integral experiment in order to 

adjust nuclear reaction model parameters or to adjust multigroup cross-sections. In this study, we mainly 

focused on the transposition results on the integral parameter (keff bias and posterior uncertainty due to 

nuclear data).  

 

4. EXPERIMENTAL CORRELATION IMPACT 

 

For this study, several arbitrary “Application case/Integral experiments” have been considered. The so called 

“application case” refers to a numerical configuration (calculated multiplication factor and corresponding 

sensitivities coefficients to ND). The method is performed on the latter in order to estimate its ND bias and 

associated posterior uncertainty. In this study, the method has been applied only on the basis of data from 

two integral experiments (calculation/experiment ratios, sensitivity coefficients to ND, uncertainties). On the 

grounds of efficiency, keff sensitivities coefficients to ND for “application case” were taken from the 

experiment validation database of CRISTALV2.0. To ensure significant similarity factor between the 

application case and integral experiments, it was decided to keep the same type of fissile material, physical 

form and neutron spectrum, with the ICSBEP handbook notation [4] (Pu : plutonium; Sol : solution; Therm : 

thermal neutron spectrum). Table I summarizes the chosen configurations. Its is also mentioned in this table 

the similarity factors of the integral experiment with the chosen application case (r1 and r2, cf. equation 

(13)), as well as the one between the two integral experiments (r12), calculated with no experimental 

correlation, see equation (14) with F=0. Finally, the experimental correlation information from the Database 

of the International handbook of evaluated Criticality safety benchmark Experiments (DICE) [12] is given. 

The ‘+’ sign means that correlation exists between experiments but no correlation factor is mentioned. 

Similarity factors equal to 1 correspond to a value higher than 0.99. For these three configurations, Table II 

gives the calculation over experiment ratios and experimental uncertainties of the integral experiments, as 

well as the uncertainty due to nuclear data (equation (12)) of the application case and integral experiments. 

Calculation over experiment ratios corresponds to the Monte-Carlo calculation route of CRISTAL V2.0. 

 

 

Table I. "Application case/integral experiments" tested configurations, and the corresponding 

similarity factors from equations (13) and (14).  

 

Case n° Application case Integral experiment 1 r1 Integral experiment 2 r2 DICE r12 

1 Pu-Sol-Therm-021-10 Pu-Sol-Therm-001-1 0.95 Pu-Sol-Therm-001-3 0.92 + 1 

2 Pu-Sol-Therm-002-7 Pu-Sol-Therm-001-1 1 Pu-Sol-Therm-001-3 1 + 1 

3 Pu-Sol-Therm-021-10 Pu-Sol-Therm-001-1 0.95 Pu-Sol-Therm-009-3 0.92 + 0.80 

 

 

Table II. Uncertainties due to nuclear data (equation 12), experimental uncertainties and 

calculation/experiment relative ratios for the three configurations 

 

 Case 1 Case 2 Case 3 

 Appli. Exp. 1 Exp.2 Appli. Exp. 1 Exp.2 Appli. Exp. 1 Exp.2 

C/E-1 (%)  0.13 0.60  0.13 0.60  0.13 1.47 

δexp (%)  0.50 0.50  0.50 0.50  0.50 0.33 

ε (%) 1.26 1.32 1.34 1.32 1.32 1.34 1.26 1.32 1.38 

 

 

The method has been applied on the different cases imposing an experimental correlation factor of 0; 0.25; 

0.5; 0.75 and 1. In case of CONRAD, for the resolution of equation (8), experimental covariance matrix must 

be regular, and then instead of 1, a value very close to 1 has been considered (0.9999).  

 

First we focused on Case 1 which consists on arbitrary imposed experimental correlation between two 

integral experiments from the same experimental series. ND data bias and posterior uncertainty, obtained 

with the different tools for the considered experimental correlation factor, are given on Table III. 
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As shown in this table, except a few rounding effect, all three tools gives the same results for all the cases 

and all considered experimental correlation factors. Thus, the proper operation of the RIB tool has been 

confirmed. 

 

Table III. Posterior bias (%) and uncertainty due to nuclear data for all tested configurations, for five 

different experimental correlation factors and using Matlab, RIB or CONRAD 

 

Case Corrélation Exp1-Exp2 RIB Matlab CONRAD 

  y* (bias) εA
* (unc.) y* εA

* y* εA
* 

Case 1 

0 - 0.26 0.54 - 0.26 0.54 - 0.27 0.54 

0.25 - 0.25 0.56 - 0.25 0.56 - 0.25 0.56 

0.5 - 0.22 0.57 - 0.22 0.57 - 0.22 0.57 

0.75 - 0.15 0.58 -0.15 0.58 - 0.15 0.58 

1 (0.9999) 1.19 0.49 1.19 0.49 1.20 0.49 

 

 

As expected with the use of similar experiments (similarity factors > 0.9, cf. Table I), we noticed a 

significant reduction of the uncertainty due to nuclear data. However, the variation of the bias is becoming 

very significant as the correlation factor is approaching to 1, and at the same time, the ND posterior 

uncertainty is significantly decreasing. One can notice that the sign of the bias is even changing with the 

increasing correlation factor. The latter seems unrealistic since measurements of two highly similar integral 

experiments appear underestimated by calculations. Let’s remember that calculation/experiment 

discrepancies are supposed to be only due to nuclear data. Nonetheless, the posterior results seem coherent 

with integral experiment data in respect to uncertainties. On the other hand, the expected posterior 

uncertainty due to nuclear data is not expected to decrease with increasing experimental correlation and even 

less expected to become lower than the one obtained without any experimental correlation. This might be a 

case of Peelle’s pertinent puzzle effect [17] which results in a posterior value out of range of the data, due to 

uncertainty considerations. An example of such phenomenon, observed on the adjustment of the first 

resonance of 239Pu capture cross-section, is given in [18]: due to systematic uncertainties, the effective cross 

section after adjustment deviates from measurement points. 

 

To understand the origin of these deviations, one way is to analyze the impact of the major data by 

performing sensitivity analyze. Then, it is interesting to consider:  

i- Another ‘application case’, while keeping the same experimental cases than Case 1 (cf. Case 2). 

The ‘application case’ comes, in fact, from the CRISTAL experimental validation database.  

ii- Another experimental case, by changing only one of the two integral experiments and while 

keeping the same ‘application case’ than Case 1 (Case 3). For the latter, one can argue that it 

seems unrealistic to strongly correlated two experiments from different series. However, this 

might show if the observed variations are due to the use of a too high correlation factor between 

two experiments. 
 

Using equations (16) and (17), it is easy to plot the posterior keff value, i.e. the keff application case modified 

from the ND bias, and its corresponding uncertainty, i.e. ND posterior uncertainty, as functions of the 

correlation factor between the two integral experiments. Those plots are shown on the right part of Figure 1. 

The prior keff value and associated uncertainty due to nuclear data are also represented on the same plots. The 

left part of Figure 1 confront the calculated keff with ND uncertainty, and the measured keff with 

experimental uncertainty, of the two integral experiments from each of the three cases describes earlier. All 

uncertainties are given at 1σ. 
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Figure 1. On the left, experimental and calculated keff with their respective experimental uncertainty 

and ND uncertainty. On the right, application case prior keff and ND uncertainty (in blue straight and 

dot lines), and the posterior keff and ND uncertainty as a function of the correlation factor (in red 

squares and dash line). Uncertainties are given at 1σ. 

 

 

As well as for Case 1, a strong reduction of the ND uncertainty is observed for Case 2 and Case 3. On the 

other hand, for those two last cases, there is no strong variation of the application case ND bias, and the 

posterior ND uncertainty does not decrease with the increasing experimental correlation factor. On can 

notice that, in Case 3, the ND bias is not covered by the ND posterior uncertainty at 1σ. This is due to the 

strong calculation over experiment discrepancy of the second integral experiment used in this case (C-E ≈ 

1.5%). 

 

Furthermore, after testing several “application case/Integral experiments” configurations, no clear criterion 

connecting the experimental correlation factor values and the unrealistic trends have been highlighted. 

Nonetheless, using equation (16), it is possible, in the case of two integral experiments, to identify an 

experimental correlation factor value that would induce a bias due to ND that would only be a function of the 

calculation/experiment ratio of only one of the two experiments. 
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𝐹𝑙𝑖𝑚𝑖𝑡 = 𝑚𝑖𝑛 [
(𝜀𝐸𝑖

2 + 𝜎𝐸𝑖
2 ) × 𝑆𝐴

𝑇𝐷𝜎𝑆𝐸𝑗 − 𝑆𝐴
𝑇𝐷𝜎𝑆𝐸𝑖 × 𝑆𝐸𝑖

𝑇 𝐷𝜎𝑆𝐸𝑗

𝑆𝐴
𝑇𝐷𝜎𝑆𝐸𝑖 × 𝜎𝐸𝑖 × 𝜎𝐸𝑗

] (18) 

 

 

with (i, j) = (1, 2) or (2, 1) 

 

For Case 1, equation (18) gives a Flimit value of about 0.8. Then, for this value of experimental correlation 

factor (F=Flimit), the application ND bias will not be a combination of the calculation/experiment ratio of the 

two experiments, but only related to one experiment. Furthermore, for higher value of the experimental 

correlation factor, this bias would somehow be a combination of the calculation/experiment ratio of one 

experiment and the opposite ratio of the other experiment. For Case 2 and Case 3, Flimit is higher than one. 

Then, the experimental correlation factor will not reach such value, and the ND bias of the application case 

would stay a combination of both calculation/experiment ratios, for any experimental correlation factor 

value.  

 

As shown before, the hypothesis that a too high experimental correlation factor has been arbitrary fixed 

between two different experiments does not seem to explain the whole behavior of Case 1. We then focused 

on the keff sensitivities profile of the different experiments, and on the corresponding cross-section trends 

resulting from the methodology (equation (7)), respectively plot on Figure 2 and Figure 3. Since Case 1 and 

Case 2 are based on the two same integral experiments, they are plotted on the same graph (left part of 

Figure 2 and Figure 3). 

 

It is clear then, that for Case 1, and even Case 2, applying strong experimental correlation between the two 

integral experiments induces some significant variation of the cross-sections, even higher than their 

uncertainties. Indeed, the highest uncertainties on 239Pu capture and fission cross-sections, in the 15 energy 

groups COMAC covariance matrices, for energy groups lower than 10 keV, is about 7% and 3.5% 

respectively. This seems to support the hypothesis of Peelle’s pertinent puzzle effect occurrence. 

 

 

 
Figure 2. 15 energy groups keff sensitivities (in %/%) to 239Pu capture and fission cross sections of the 

integral experiments and application cases used in Case 1 and Case 2 (on the left), and Case 3 (on the 

right) configurations. 
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Figure 3. Trends (in %) on 239Pu capture and fission cross section from the adjustment methodology 

using integral experiments from Case 1 and Case 2 (on the left), and Case 3 (on the right) 

configurations, and for five different value of experimental correlation (0, 0.25, 0.5, 0.75, and 1) 

 

 

The significant variation observed on the ND bias and corresponding posterior uncertainty of Case 1, for 

high experimental correlation factor (see Figure 1), seems to be linked to a strong cross-section variation 

from adjustment methodology (of several percent, as shown in the figure above). Nonetheless, this link is not 

so obvious. Indeed, application of the method in Case 2 results in same significant post-adjustment 

cross-section variation as for Case 1, but no deviations were observed on the ND bias and corresponding 

posterior uncertainty (see Figure 1). As shown on Figure 2, the application case used in Case 2 has almost 

the same keff sensitivities to ND than the integral experiments (i.e. r ≈ 1). Then, ND bias (relative ratio 

between integral parameter value before and after transposition) is about the same order for the application 

case than for the integral experiments, see Figure 4. Thus, no deviations are observed on the integral 

parameter for strong experimental correlation, on the opposite of Case 1. Error bars on Figure 4 are 

estimated using equation (12) with prior or posterior ND covariance matrices. 

 

 

 
Figure 4. ND bias and corresponding posterior uncertainties (for three values of experimental 

correlations: 0; 0.5; and 1) for application cases and integral experiments from Case 1 and Case2. 
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5. CONCLUSIONS 

 

In order to estimate the bias and the associated uncertainty due to nuclear data of a specific criticality 

application case, a method, based on nuclear data adjustment, has been implemented in a plugin related to 

the CRISTAL V2 criticality-safety package experimental validation database. By supposing that 

discrepancies between calculation and experiment from the database are only due to nuclear data, this plugin 

offers the possibility to take advantages of the experiments from the CRISTAL V2 experimental validation 

database (more than 2000 experiments from ICSBEP and French experimental programs).  

 

To check the implementation of the RIB tool, several tests were performed, in particular to analyse the 

impact of the experimental correlation factors on the results. During this test phase, some unrealistic results 

have been pointed out such as illogical variations of the ND bias and unrealistic reductions of the ND 

uncertainty for some cases involving strong experimental correction factors. Indeed, in such cases, the 

resulting ND bias is much higher than the calculation/experiment ratio of the correlated integral experiments 

and/or the posterior ND uncertainty is lower than the one obtained without experimental correlation.  

The purpose of this paper is to highlight the configurations leading to such unrealistic results and to explain 

these trends and their causes. 

 

First, to exclude any implementation issues, the proper operation of the RIB tool has first been confirmed by 

contrasting the results from different tools such as MATLAB [14], or CONRAD (dedicated to nuclear data 

evaluation) [15]. It has been confirmed that these results were not due to RIB implementation. However the 

unrealistic trends appear when the experimental cases are strongly correlated. After testing several 

configurations, no specific criterion on the experimental correlation factor has been found. Nevertheless, 

from the simplified equation using two integral experiments it has been noticed that, in some cases, it is 

possible to found an experimental correlation value which cancels the contribution of one of the two integral 

experiments.  

 

Moreover, the analysis of the macroscopic results (keff ND bias and posterior uncertainty) of various tested 

configurations has shown that the hypothesis assuming a correlation between highly correlated experiments 

and unrealistic results was not trivial. For some configurations presented in this paper, unrealistic results are 

not observed by using highly correlated experiments. Furthermore, by focusing on the trends on the cross-

section induced by the adjustment methodology, it appears that those behaviours on the integral parameter of 

the application case correspond to very strong cross-section variation. The latter being out of range of the 

cross-section uncertainties, this suggests Peelle’s pertinent puzzle. Further studies may be performed to try to 

adapt methods, such as marginalisation, which has shown its ability to counter this effect in nuclear data 

assimilation [18]. This study has also shown that, under certain conditions, post-adjustment ND behaviors 

that would suggest some adjustment issues do not result in unrealistic behaviors on the integral parameter. 

 

However, works, such as performed by the OECD NEA WPNCS subgroup 1 to study the role of Integral 

Experiment Uncertainties and Covariance Data in Criticality Safety Validation [19], might somehow avoid 

the appearance of such anomalous results as the determination of the correlation factor might probably not 

result in such a high value as thus imposed in this study. This work confirmed that the method’s reliability 

also depends strongly on the not so easy task of experimental correlation determination. Until those 

experimental correlation factors are fully determined, for the use of the RIB tool, it has been decided to 

recommend avoiding the use of correlated experiment. 
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