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Abstract. The LNE-LNHB has developed a methodology to stadidar electronic
brachytherapy sources in terms of absorbed dosater. It is based on the measurement
of the air-kerma rate at a given distance fromsthrce and the Monte Carlo calculation
of a conversion factor. This factor converts thekarma in measurement conditions into
absorbed dose to water at a 1 cm reference depth water phantom. As a first
application, the method was used to calibrate aZENTRABEAM system equipped
with its 4 cm diameter spherical applicator. Theabed-dose rate value obtained in the
current study was found significantly higher thhattprovided by the manufacturer in

line with the observations already reported byvad¢her teams.
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1. Introduction

Electronic brachytherapy (eBT) is a cancer treatntenhnique using low-energy Xx-rays
(£ 70 keV). A variety of clinical systems are now iadale for treatment, each of them being
equipped with a miniature x-ray generator and reabtes applicators adapted to the type and
size of tumors. fere are currently a few hundred eBT systems inwaskelwide. Among them,
one can cite Papillon 5(Ariane Medical Systems Ltd), Xoft Axxent (iCAD In¢ Esteya
(Elekta AB-Nucletron), Photoelectric therapy (X&iratd), SRT-100 (Sensus Healthcare) and
INTRABEAM (Zeiss) (Eatoret al 2010).

To deliver the prescribed dose to patients usimt sievices, medical physicists rely today on
the databases provided by the manufacturers. Fet systems, there is a lack of dosimetric
data independent of suppliers, hence metrologiaaetbility is needed. So far, the dosimetric
guantity recommended to characterize radiotheragiation sources is absorbed dose to water.
The depth in water of the reference point as sgechly AAPM (TG-43) for brachytherapy is

1 cm (Rivard et al 2004), while those specifiedd8yPM (TG-61) and IAEA (TRS 398) are at
surface for low-energy x-ray beam dosimetry (< k&0, and 2 cm for medium-energy x-ray
beam dosimetry (> 100 kV) (Mat al 2001, IAEA 2000). By extension to novel brachytmsr
applications, the depth of 1 cm in water for thiemence point seems generally accepted for
electronic brachytherapy (Eaton 2015).

The NIST has established an air-kerma standardoferenergy electronic brachytherapy
sources based on its Lamperti free-air chambesepted in (Seltzeet al 2014) with the
characterization of an Xsoft Axxent source. The R Beveloping a dedicated extrapolation
ionization chamber as primary standard instrumentbsorbed-dose-to-water measurements
(Schneideret al 2016). Regarding the INTRABEAM system, besides t@nufacturer’s
documentation, several works describing dosimetegsurement methods have already been

published. One of them (Eatoet al 2010) is based on the IPEMB code of practice
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(Klevenhageret al 1996). Recent publications from the Medical Physicst of the McGill
University present results based on the use o¥ilycanization chamber calibrated in terms
of air kerma with an associated Monte Carlo caledaonversion factor. This factor converts
the air-kerma calibration coefficient into one iarrhs of absorbed dose to wateCq*
formalism”). Complementary results based on calén&BT3 Gafchromic film measurements
are also presented (Watsetnal 2018a, Watsoet al 2018b).

In the present work carried out mainly in the framhe thesis (Abudra’a 2017), a measurement
method has been studied to standardize eBT sourtesns of absorbed dose to water at 1 cm
depth. Considering a pridiiat a national metrology laboratory cannot be gogd with all the
systems commercially available, the developed ndetlogy was aimed at being general
enough to be applicable to any such system.

The INTRABEAM system supplied by the Zeiss compamas chosen for a first application
since it is the most widespread electronic bradgrgby system in France. Its main use is in
intraoperative radiotherapy treatments (IORT) @&ast cancer for which spherical applicators
of various diameters are used. The present papaséd for a first approach on the spherical

applicator of 4 cm in diameter, the method beingliapble to any other applicator.

2. Methods and materials

2.1. Method

The methodology consists first in selecting, areaéded in establishing, a primary reference in
terms of air-kerma rate in an x-ray beam of thetatory with a quality close to that delivered

by the eBT device. A transfer cavity ionization etieer calibrated in this beam is then used on
site at the hospital to measure the air-kermadeligered by the eBT device at an appropriate
distance in air. Finally, the absorbed-dose ratgater in reference conditions is derived from

the measured air-kerma rate using a calculatedecrsion factor.
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In more details, the method can be decomposedhettllowing steps:

1) characterization of the photon energy spectrurh@tbnsidered eBT device in the chosen
configuration (for example, bare or associated aittapplicator);

2) selection of the reference beam to be used focdhbration in air-kerma of the transfer
cavity ionization chamber chosen for characteriziregphoton beam of the eBT device:

a) choice, if available, of the most appropriate x-reference beam of the laboratory;
b) otherwise, realization and characterization in seofmair-kerma rate of a new reference
beam with an appropriate energy spectrum;

3) air-kerma calibration of the transfer chamber it tieference beam;

4) derivation of the calibration coefficient of thamisfer chamber for the beam quality of the
eBT device in the same irradiation conditions &sréierence beam;

5) Monte Carlo calculation of the factékp that converts the air kerma at the measurement
point in the eBT beam into absorbed dose to wat#ra reference conditions;

6) on-site measurement of the air-kerma rate delivbyetie eBT device using the calibrated
transfer chamber and derivation of the absorbe@-date to water at the reference point,
applying the conversion factékp.

At step 2, the air-kerma rate at the referencewdcst is measured with a primary standard free-
air ionization chamber (FAC) in the reference beasing the classical formula (Bures al

2011):

. W 4; I 1
Kair,ref = - L. ' Hi k; (1)

e PairVFAC  1-Yair
wherelW,;, is the mean energy expended by an electron taupeodn ion pair in aie is the
elementary charg&i,c is the FAC measurement volumg;,. is the air density in the reference
atmospheric conditions of the laboratory (1013.P%a,i20 °C and 0% relative humidityyac
is the net ionization current measured with the RA@he reference beam (ionization current

corrected for background, temperature, pressurehanudity, polarity and recombination);
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Jair 1S the fraction of the initial electron energytltisrough radiative processes in dik;k; is

the product of correction factors relating to theCr

The accurate knowledge of the photon energy spactiuthe reference beam is required to
calculate those correction factors. Accuracy istelmore critical as the energy is low, because
of the steep variation of photon interaction caméints below some tens of keV, and of their
differences between air and chamber constituergnads.

To select an appropriate reference beam, one hestitoate the required degree of similarity
of its energy distribution compared to that of &8J beam. This depends on the characteristics
of the chosen transfer ionization chamber, espgcia energy response. The flatter this
response, the lower the effect of the energy-tistion differences. In practice, this involves
evaluating the beam quality correction factor @& thamberk, o and its uncertainty, with
Qrer andQ the qualities of the reference and eBT beams ctispéy.

At step 3, the calibration coefficient of the trBarschamber in the reference beam can be

expressed by:

_ Kair,ref _ [Wair . IFAC . 1 . . ] . 1
_ [ ek, @

K -
airref I'tc ref PairVFACc  1-Gair Itcref

wherelrc ref IS the net ionization current of the transfer cheanmeasured in this beam.
At step 4, the air-kerma calibration coefficient fobeam quality equal to that of the eBT beam

is derived from relation (2) multiplying it by tham quality correction factég, orer.

_ Kair,ref k

Kair,eBT ITC ref Q,Qref (3)

At step 5, it is worth noting that the calculatezheersion factorFx, depends only on the
characteristics of the eBT beam, and not on thestea chamber used.
Finally, at step 6, the rates of air kerma at tlEasurement distance and of absorbed dose to

water at the reference depth can be expressedcteghe by:

ITceBT | k

ko k 4
ITC ref Q,Qref dis stem ( )

KaireBT = NKair,eBT " ItceBt " Kdis " kstem = Kair ref *
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and Dy, = Kairepr " Fip (5)
Itcepr IS the net ionization current of the transfer chammeasured in the eBT beam at the
measurement distance in alg;s corrects for the evaluation of the distance behnbe eBT
photon source and the transfer chamhbgy.,,, is the transfer-chamber stem correction factor
due to the difference between the reference andbeBim sizes at the points of measurement,

resulting in different contributions of radiatiocastered in the body and stem of the chamber.

2.2. Materials

2.2.1. Selected eBT device

To test its feasibility, the method was appliedhi® Zeiss INTRABEAM system. This system
is a compact mobile x-ray source. The electronsttechiby the heated cathode wire are
accelerated to a potential of 50 kV (a 40 kV patns also accessible) and collimated using
an electromagnetic deflector. The resulting electveam is then guided through a cylindrical
probe to a thin gold target layer covering the msarface of the hemispherical probe tip.
Finally, the interactions of electrons with thedjtdrget lead to the production of x-rays in an
approximately isotropicsr distribution.

This cylindrical probe source wasiginally used in the treatment of brain tumorsha 1990s.

It has been subsequently used for other indicatédtes the development of its applicators.
Those applicators of different sizes and shapesvalb treat different types of cancer, i.e.
gastrointestinal, spinal metastasis and skin. Teatment times depend on the chosen
applicator size and prescribed dose (10-20 GysBué& at contact of the applicator) and vary
between 2 and 50 minutes.

Since 1998, it is primarily used for the IORT o&hst cancer (Kraus-Tiefenbaclet¢ral 2005).
For such treatment, spherical applicators are tiedento the cavity left by the tumor excision.

They are made of biocompatible polyetherimide niatemwhose density ranges from
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1.27 g/cnd to 1.51 g/cr To give a good conformance of the applicatoramefto the tumor
cavity, their outer diameters range from 1.5 cnd tm, by steps of 0.5 cm. The applicator is
mounted on the x-ray source, the probe being iedart its inner cavity. For ensuring the
reproducibility of positioning, the applicator igached to it with a metal ring in stainless steel
added to its shank end.

In the present work, the INTRABEAM x-ray sourceSaint-Louis Hospital (Paris) was studied
associated with a 4 cm-diameter spherical applicato

2.2.2. Monte Carlo code

The Monte Carlo code used for calculating the ph@iwergy spectra and the conversion factor
Fxp was the version 2006 of the PENELOPE code (Sa&ivat 2006). More specifically this
was a version modified for working in parallel camipg and chosen for this reason despite
the existence of more recent versions of PENELCHeleral parameters can be varied to adjust
the mixed procedure for electron tracking, i.e. itiean free path between hard elastic events
(C1), the maximum average fractional energy losssingle step (& and the cutoff energies
of inelastic collisions (Wc) and bremsstrahlung emission &)/ In all the calculations made

in the present work, the recommended values of W8 assigned toi@nd G, Wec and Wer
were both set at 1 keV, as well as the absorpti@ngy parameters {k) which define for each
material and particle type the energy thresholdwevhich particle tracking is stopped and the
particle energy absorbed. That energy was choseaube at 1 keV, the photon mass
attenuation coefficients in air and water are Meigh, around 4< 10° cn?/g. Therefore the
photons at that energy or less are locally absomnbedater and absorbed at 99% in air after
crossing 1 cm. Then the only photons of 1 keV ss jgresent in water or air at the measurement
distance are secondary photons produced by inienaatf photons of higher energies, and thus
their fluence becomes very low. Finally, the pareen®SMAX which controls the maximum

step length of electrons and positrons in a givealylwas set at the recommended value of one
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tenth of the corresponding body thickness. Thisapater was applied to all the volumes
(constitutive parts of the eBT probe, applicatod aeoring region) in the calculation of the
phase-space data files described in subsectiod, 2r2d only to the scoring regions in the other
calculations.

2.2.3. Monte Carlo modelling of the INTRABEAM probe

The Monte Carlo model of the INTRABEAM probe relms data delivered by ZEISS or found
in publications (Yanctet al 1996, Nwankeaet al 2013) (figure 1). The probe length is 10 cm
and its outside diameter is 3.2 mmithout the three external biocompatible layergHer
described). The thickness of the gold target istadqual to um (Beattyet al 1996). The tip

of the probe shaft is made of beryllium that woaiksa transparent x-ray window, over a length
of 2 cm. The remaining part is made of p-metali¢ket-iron alloy composed of at least 75%
of nickel) of 0.5 mm thickness to provide rigidand shielding against static or low-frequency
magnetic fields. In our model, p-metal was replaogdickel alone for the sake of simplicity
due to a lack of information on the other constitumaterials (figure 1). This approximation
was assumed to have a negligible impact on theilkeddd outgoing photon fluence due to the
very small solid angle (around 1x6L0° sr) under which this part of the probe is seemftbe
photon source (gold target). The entire probe stenb with three thin layers of materials
ensuring durability and biocompatibility with tisss1 The model includes those layers of
2.5 um thickness each and made, from the insitteetoutside, of NiO, Ni and CrN (Nwankwo
et al2013).

The electron beam hitting the gold target is regubtb be approximately Gaussian, oscillating
around the central axis in order to optimize tiogrigoy of the radiation field (Beatst al 1996;
Yanchet al 1996). The interactions of electrons in the tagjeé rise to 16 bremsstrahlung
emission sources, disk-shaped and equidistantéfietval 2011, Sievers 2012). To reproduce

them in the model, 16 disk-shaped electron sodomeged at the base of the modelled probe
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were introduced (figure 2). The electrons were &diuniformly from each disked-shaped
source with a Gaussian energetic distribution ok&U mean value and 1.06 keV standard
deviation, and directed towards the target aloegottobe and parallel to it.

A 4 cm spherical applicator made of polyetherimig&l) was measured by radiography for
this study. Its internal cavity has a radius of @8. It is filled with a volume of air surrounding

the probe inside the applicator. The Monte Carladehof the probe with its applicator is shown
in figure 3. The parameters of the materials presethe model of the eBT probe and those
introduced for air-kerma and absorbed-dose-to-watieulations are reported in Table 1. They
were based on the PENELOPE-pendbase materialsadatabeing either directly obtained
using the material reference number in that dagglmsomposed from their chemical formula.

Table 1. Parameters of the materials present in the matleB probe and air-kerma and
absorbed-dose calculations.

Material Au Be NiO Ni CrN| PEI DryAir| Pb Al Plexiglas| Water
(20 °C) (4 °C)
Reference # 79 4 - 28 - - 104 82 13 224 278
in pendbase
Density | 19.32| 1.848 6.67 8.90p 5.9 1}4 1.204791.35| 2.6989 1.19 1
(g/crP) x 103

Information on particles leaving the applicator waade available by generating six phase-
space (phsp) data files using as scoring regionOgni-thick spherical-shell volume
surrounding the surface of the applicator. The watons were performed without any
variance reduction techniques under the same agatign with different initial seeds,
reaching a total size of 120 gigabytes correspanttirabout 1.4 billion scored particles.

2.2.4. Photon spectrometry system

An advantage of determining an x-ray energy speactuging photon spectrometry is that it is
based on the actual beam. For its part, the cdilonlaelies on a modelled source for which
there is often a lack of detailed information abriraly tube components and their possible

deterioration with time. The interest of doing batltross validation. Due to the large use and

9
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impact of Monte Carlo calculations in the methoglegal, it is of particular interest to have the
possibility to validate the modelling of the x-ragurce and the calculation of the energy
distribution of produced x-rays.

The spectrometry system used for the experimen&érhination of photon energy
distributions was previously developed at LNHB @plard 2014, Deloule 2014, Plagnard
2016). This system consists of a CdTe semicondw#tector connected to a digital signal
processing module LYNX supplied by Canberra forcg@eacquisition. In-house developed
algorithms were applied to correct for the distor§ of measured spectra caused by artifacts
associated with detection processes, i.e. pulssupi| fluorescence x-ray photon escape,
intrinsic detector efficiency, etc. Here fluorescenescape mainly concerns K-shell
fluorescence x-ray photons of cadmium and telluremitted after photo-electric interactions
that occur in the CdTe detector. The minimum end¢ogyreate them is 26.7 keV for cadmium
and 31.8 keV for tellurium. Moreover, in order tmit the high count rate generated by the
incoming photon flux and so pile-up distortion, eryw small solid angle (less than 5%1§r),
resulting from an optimal layout of the source-&eattor distance and small collimation (in the
order of hundreds of micrometers in diameter)depded for each measurement. To ensure the
correct alignment of the collimator on the beansaai specific automatic positioning system
was developed which includes two automatic rotasiages and a devoted Labview program.
This positioning system enables to find and thgusidhe position on the source-detector axis
corresponding to the highest count rate. The deseeup for the on-site spectrometry
measurement of the eBT system is shown in figure 4.

2.2.5. Reference x-ray generator

The Gulmay x-ray generator (160 kV) of the labomgtserving as radiation source for low-
energy x-ray references, was used with a high gelset at 50 kV. Since the anode of that x-

ray generator is made of tungsten instead of gloédenergies of the fluorescence photon peaks

10
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(7 keV-12 keV) are different, and so the photonrgpespectrum of the INTRABEAM bare
probe cannot be strictly reproduced using this ggoe However, due to their low energy, the
fluorescence photons are strongly attenuated thrthegspherical applicator with an additional
filtration equivalent to 1 cm of water, the chosesference depth. Thus, the accurate
reproduction of the eBT photon spectrum in thisfigpmation becomes quite feasible.

2.2.6. Transfer ionization chamber

The model of transfer chamber chosen for standaglihe eBT device was the PTW-23342,
a plane parallel chamber of small sensitive voliiin@2 cni). This chamber is characterized
by its flat energy response (see Table 8.1 in IAE®@00)). A chamber of this type is also used
by Zeiss for the dosimetric characterization oftiéTRABEAM system using their TARGIT
method. Measurements were carried out here withRW/-23342 chambers associated with
a MAX-4000 electrometer. Both chambers were caldatan terms of air kerma using relation
(2). In the calibration conditions, their body vially irradiated, the beam diameter being equal
to 9.5 cm at the reference point.

The positioning system used for the measuremende i siteat St. Louis Hospital (Paris3
shown in figure 5A collimation device in lead was mounted arounddBd x-ray source to

get rid of a possible contribution of photons baeltered from the surrounding materials.
3. Results

3.1. Comparison of measured and calculated spectdd the eBT source

The spectrometry experimental setup was adaptetk&sure the photon energy spectra on the
probe axis of the eBT device with or without spbarapplicator (figure 4). The source-detector
distance was 50 cm, i.e. the usual reference distam the x-ray reference beams of the
laboratory. To characterize the spectra obtaintt different layers of water, the first solution
was to immerse the probe in a cylindrical containéPlexiglas (60 mm in diameter, 100 mm

high and 2 mm thick) filled with water, enablingreeach given water-equivalent thicknesses,

11
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taking account of the container bottom thicknesgu(e 4, left and middle). Micrometric
positioning systems (translation stages providi@gifin steps) and an optical laser were used
for precise source-detector alignment and distameasurements. For all the measurements,
the collimation at the detector entrance window wlaaracterized by a diameter of 500.
Further measurements were performed using alumirilters instead of a water-filled
container (figure 4 right). In practical terms, ithése has several advantages, such as simpler
measurement process, suppression of the uncertafngontainer bottom thickness and
elimination of the difficulty to attain the nomindistance between the applicator sphere surface
and the container bottonh il figure 4, left). Spectra obtained with watdlefil containers or
aluminium (Al) filters were measured for increasthggknesses, by steps of 5 mm up to 40 mm
for water, and by steps of 0.35 mm up to 2.8 mmAfdfigure 6). The peaks in the low-energy
part of the spectra (10 keV-14 keV) presentedguar 6 correspond to the L-shell fluorescence
photons of the gold anode target of the eBT soueag major components of the bare-probe
spectrum (figure 7), they progressively vanish vimitreasing thickness of absorbing material
(figure 6), and become undetectable when addingrma 1hick layer of water (figure 6, black
curves). The fluence-averaged energies range fladkeV for 0.35 mm Al up to 34.1 keV
for 2.8 mm Al. An Al filter of 0.7 mm was found egmalent to 1 cm water in terms of
attenuation for the considered photon energy igtion.

Measured energy spectra were compared with caérlilaes for several configurations and
found to be in agreement. For example, regardiagrtbasured and calculated spectra obtained
with a 0.7 mm Al filter on the probe axis of theleBevice (figure 6, black continuous line and
triangles, respectively), their fluence-averagectrgies were respectively 30.9 keV and
31.2 keV. Due to the uncertainties associated ¢ontlbbdelling of the eBT source and to the
actual energy of accelerated electrons in the prbiedifference of 0.3 keV can be considered

as insignificant. From the compared characteristidhe beams presented in Table 2 in terms

12



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

of Al filtration, of fluence-averaged energy and H\it can be estimated by interpolation that
this corresponds to a change in HVL value of appnakely 0.07 mm.

3.2. Realization and characterization of the X-rayeference beam

3.2.1. Choice of the INTRABEAM irradiation condiisofor air-kerma measurements

It is of interest to choose measurement conditadrasr kerma such that the calculations of that
guantity and absorbed dose to water at 1 cm degtsept in the conversion factBgp be
strongly correlated. This should reduce the typansBertainty offxp. Thus it was decided to
standardize in air kerma the eBT source with a 4applicator and a 0.7 mm-thick Al filter
(equivalent to 1 cm of water), at a large distafioen the source. The photon fluence at the
measurement point is then almost exclusively comgad primary photons, whose energy
distribution is modified by the attenuation throudle applicator, the Al filter, and negligibly
air. This effect on the photon fluence is almo#t #ame as the effect of the absorption of
primary photons through the applicator and the 1tkitk layer of water surrounding it in
water. However, there is in water the additionattdbution of scattered and backscattered
photons, that is negligible in air. This differenseeflected in the shapes of the photon spectra
in air and in water, calculated respectively atrtteasurement point (as defined in section 3.3.2)
and at the reference point (figure 8). The energlyidution in water remains almost unchanged
below 20 keV but is significantly distorted aboweie to the high number of interactions in
water, predominantly Compton above 30 keV. Thelteguphoton fluence-averaged energy
at 1 cm in water is 30.4 keV, slightly lower th&we bne obtained in air with a 0.7 mm Al filter,
31.2 keV (section 3.1).

3.2.2. Realization of the X-ray reference beam

The second step of the method deals with the clafiem appropriate reference beam for the
calibration of the transfer ionization chamberalwng if needed the realization of a new one.

The method aiming at being applicable to a largeetsaof transfer chambers, and not only

13
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those used here, it is then of interest to exartagossible ways to evaluate the influence of
differences in photon energy spectra on the regpohs transfer ionization chamber. The
simplest one is to compare the air-kerma calibnatmefficients of the chamber in two existing
reference beams that frame the medical eBT beasrnms of energy. In case of negligible or
very small deviation, it can be sufficient to cadite this chamber in one of these beams, the
beam quality correction factég, ,..r being taken equal to 1 with an uncertainty evaldtom
that deviation. When the energy response of thenblea and the energy spectra of the beams
are known, a more rigorous solution can be appli&eé. calibration coefficient of the chamber
can then be calculated and the beam quality casretdctorkg orer is then derived from the
ratio of the so calculated calibration coefficiefitse calculated quantities of the numerator and
denominator being close, the resulting uncertashtyuld be reduced due to strong correlations
between them. This method applicable to any typehaimber, regardless the flatness of its
energy response, allows to be less restrictivdnéenchoice of reference beams and transfer
chambers, as long as the uncertainty of the cdkulifactorkg o..r remains acceptable. When
none of those methods can be used, there rema&@adtéinative of step 2b (section 2.1).

Both steps 2a and 2b (section 2.1) have then bagglred in the present work. In addition to
the existing CCRI50b reference beam, two new rafegdeams were realized reproducing the
eBT source with a spherical applicator (one of 4diameter, and the other of 3 cm diameter)
and a 1-cm thick layer of water or an equivaleitram Al filter.

The shapes of the measured and calculated spéth@@BT device and of the x-ray generator
with selected filtrations are in good agreemerguife 9). For spectrometry measurements, a
low generator current (0.5 mA) was used to decrdasehoton flux and hence the pulse pile-
up effect in raw measurement spectra, assuminggndisant influence of current intensity on
the energy of x-rays. The distance between thecttetevindow and the tungsten anode of the

x-ray generator was 50 cm, the usual referencardist
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The spectrum obtained with the 3 cm spherical apfir is harder than with the 4 cm one; this
results from the presence of an extra internal adum filter inside the applicators of diameters
of 3 cm and less. The characteristic parameteitsoske spectra are summarized in Table 2. For
comparison, the CCRI 50b beam is obtained with &filtar thickness of 1.057 mm, its Al
half-value layer (HVL) being equal to 1.013 mm.

In that table, the ratio of the values of the k@rma per unit fluence” in the eBT and reproduced

beams is given to compare them. This quantity eaexpressed as follows:

fEmax Utr(E)
0

Eop(E)(ML2) dE
P Zair (6)

K,i./® =
alr/ og(E) dE

Emax
Jo

where is the total photon fluencey; is its energy distribution ar(éf"pﬂ) the mass energy
a

ir
transfer coefficient of air. Requiring the knowledgf the shape of the energy spectrum, this
guantity could be used as a quality index for x{beagms characterized in terms of air kerma.
For metrological purpose, it should be more seresiéind specific than the half-value layer
(HVL) of Al combined or not with the tube potent{&V), that can give insufficient information
for some dosimetry applications (M&aal 2001).

Table 2. Characteristic parameters of the photon specttacofNTRABEAM with a 4 cm or
a 3 cm spherical applicator, and 1 cm water-egentdilter, and of the reproduced beams.

4 cm applicator| 3 cm applicator
+ 1 cm water + 1 cm water

Filter thickness added

for the reproduced beam (mm Al) 1715 2.484
Fluence-averaged INTRABEAM 30.9 32.1
energy (kev) Reproduced 30.7 32.1

Ratio of air kermas per unit fluenc
3.2.3. INTRABEAM/reproduced 0.996 1.001
(Cf. relation (6))

Characterization of the reference beam in termaiokerma

11%
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The air-kerma reference values were measured tisngir-kerma standard free-air ionization
chamber of the laboratory dedicated to low-energgys. The measurement and determination
of correction factors were carried out in the samag as for formerly established references,
using formula (1) (Burngt al 2011). In this relation, the teri; k; can be detailed as the
product of correction factors for electric fieldstirtion kq), air attenuationkg), electron loss
(ke), scattered radiatiorkd) (including fluorescence), diaphragm effects aradl tvansmission
(kaia). Except forky, those factors are determined from Monte Carlogaleulated values
obtained for mono-energetic photons at regulamnwale and, fokk,, on values taken from the
XCOM database, by calculating their weighted sunmwmnatover the photon energy spectrum
of the beam. For the beam reproducing the eBT sowith the 4 cm applicator, the product of
those correction factors, obtained with a relast@ndard uncertainty of 0.12%, was found
0.18% lower than for the CCRI50b beam. The addatipnoduct of correction factoks ky for

the initial ion pair and energy dependencé\af here found equal to 0.9978(5) was included
using the table of values given in the ICRU RepOr{ICRU 2016). Accounting for the increase
of the standard uncertainty b&ir newly recommended in that report (0.35% insted 15%),
the air-kerma rate was determined with a relattgeadard uncertainty of 0.45% (see Table 3).

Table 3. Uncertainty budget of the air-kerma reference.

Quaniey | Uncerainy
Ieac 0.24
W, /e 0.35
i 0.01
Veac 0.08

1/(1-gai) 0.01
ﬂiki 0.12
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Product 0.45

3.3. Dosimetric characterization of the eBT x-ray surce

3.3.1 Transfer ionization chamber calibration

To evaluate the impact of the photon energy digtidm on the calibration coefficient, one of
the two chambers was calibrated in the three neberéeams described above. As expected for
this chamber, no significant difference was obsgroetween those calibration coefficients
(figure 10). In the studied case, the step 2a efntlethod is sufficient and quite appropriate,
choosing the CCRI50b beam as reference beam withghgible or very small increase in
uncertainty.

3.3.2 Air-kerma rate measurements with the transfiaamber

The low sensitivity (around 1 nC/Gy) of the tramstdhambers imposes relatively short
measurement distances in the eBT beam. The measureeht drops dramatically with
increasing source-to-detector distance, thus isargathe measurement uncertainty. On the
other hand, the relative uncertainty due to pasitig increases when bringing the chamber
closer to the source. A compromise has then toobed between those two effects. In this
work, the measurement point, taken on the inndaserof the chamber entrance window, was
located at a distance of 13.55 cm from the extesodiace of the bare probe tip. Given the
experimental conditions described above, a standardrtainty equal to 0.33 mm was assigned
to the chamber position, leading to a relative uagsty of 0.5% on the distance correction
factorkais taken equal to 1.

The beam size at the measuring point was deternbodd by Monte Carlo simulation and
experiment using a Gafchromftt EBT3 film. A diameter of 3.5 cm was found, ensgrfall
irradiation of the chamber cavity but only a pdrtine of its body. The measured current had

then to be corrected for the effect of beam siffierdince compared to calibration conditions.
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The corresponding factdsemwas evaluated from experimental results reporig®euntjens
2000, figure 3) and found equal to 1.008 with andéad relative uncertainty of 0.1%. Due to
the close similarity of calibration and measuremerdy energy spectra, the factqj g er Was
taken equal to 1 with a relative standard uncextdess than 0.1%.

The air kerma rates were obtained using relationBdth chambers gave consistent values
within the limit of their type-A uncertainties, Wit ratio of air-kerma rates equal to 1.0038(61).
The final value adopted was the average value weilgby the inverse of variances. The relative
standard uncertainty of the ratio of current measients in the eBT and reference beams was
of about 0.3%. The results are presented in Table 5

The source-to-detector distance is here the mosobritant source of uncertainty. For future
works it would then be of interest to think abotlter possible choices for the transfer chamber,
by favoring sensitivity rather than energy-resporigness. This would then involve
reconsidering the choice of the procedure to foliowstep 2.

3.3.3. Air kerma-to-absorbed dose conversion factor

The calculation of the conversion factexp was based on the developed Monte Carlo model
of the INTRABEAM with a 4 cm spherical applicatdihe phsp files defined in section 2.2.3
were used as patrticle sources in all the calculati®he absorbed dose to water at 1 cm depth
in water and the air kerma were both expressed/Ig per history or primary particle (here,
electron emitted toward the gold targéd)y, is equal to a ratio of two Monte Carlo calculated
dosimetric quantities, the numerator being the diebdose to water at 1 cm reference depth
in a water phantom, and the denominator the amkeat the measurement distance in air (at
least 10 cm from the source). The valudigf then results from both a change of medium and
a change of distance. In further studies, it cah&h be advantageously split into two factors
specific to each effect, i.e. the ratio of absorbede to water to air kerma at the same point

(the reference point in water) and the ratio ofk@rmas at that point and at the point of
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measurement in air. Only the last factor would needbe recalculated when changing the
measurement distance.

Calculation of the absorbed dose to water at 1 epthl per history

In the model used for the calculation, the probeeced with its applicator (described in
subsection 2.2.3 and figure 3) was placed in tmgrakepart of a cylindrical water phantom,
large enough to be considered as a full-scattertpha(20 cm in diameter and 17 cm in height).
Two shapes were selected for the absorbed-dosegcegion. The first one was a sphere with
its center placed at the reference point in waterat 1 cm from the applicator surface. The
calculation was made with a sphere of 1-mm diamdtee second geometry was a spherical
cap,i.e. the intersection of a spherical shell of giveickhess, concentric to the center of the
applicator, and of a cone with an aperture angfmel@ from the center of the applicator, its
midpoint being placed at the reference point inewéee figure 11). The choice of the latter
geometry was based on the assumption of the ispowbghe radiation emission from the
applicator in the vicinity of the probe axis. It kes possible the use of large volumes to get
better statistics, but remaining thin enough tatlthre effect of the strong attenuation of photons
in water, given their energy. In order to idenfifyssible biases caused by the choice of shell
thickness and aperture angle, several simulatioege vwperformed, modifying those two
parameters. Two shell thicknesses were used, 0.2anthii mm, associated in the first case
with angles of 19° and 45°, and in the second aith angles of 5.7°, 19° and 45°. No
significant bias was observed in the results adngrib geometry, thickness or angle, statistical
uncertainties being larger for smaller volumes éesyly the sphere of 1-mm diameter). The
absorbed dose to water at the reference point easderived from the mean of the absorbed
doses in those scoring regions, weighted by therse/of their variances. The result obtained

and the associated uncertainties are presentedbte #. The relative uncertainty due to the
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modelled photon-source position corresponds tongtlhe of 0.02 cm on the probe axis,
estimated from the hemispherical shape of the targe

Calculation of the air kerma per history

To achieve a reasonable statistical uncertaintylimited time, the air kerma per history was
obtained using the fluence and its energy distidouyper initial/primary particle at the point of
measurement derived from PENELOPE 2006, and masg\enransfer coefficients of air
tabulated as a function of energy.

The scoring region chosen for the calculation wasyam thick spherical cap with a cone angle
of 10°, defined as for absorbed dose to water tthsame assumption of photon emission
isotropy (Figure 5). The parametespEwas set at 50 keV instead of 1 keV for secondary
particles in the lead collimator. The measuremeintalefined in subsection 3.3.2 was located
on the surface of the cap facing the source. Thentie at that point and its energy distribution
were derived from the number of photons enterirgytblume and its energy distribution
calculated by PENELOPE 2006. For that, all the phstwere assumed to enter through the
surface facing the source with a normal incidefidee photons scattered in air entering the
scoring volume through its lateral and rear facesevestimated to be negligible. In addition,
considering the shape of the surface facing theceothe primary photons emitted from the
guasi-point source at the center of the applicatginge it with a normal incidence. The
calculated quantity divided by the area of thafeme gave then the fluence at the point of
interest.

PENELOPE 2006 having no suitable program to caleutaass energy transfer coefficients,
datasets obtained with XMuDat (Nowotny 1998) andSE(& (XCOM) ‘g’ application (version
V4-r2-4) (Kawrakow et al 2013) were used to evau#ltose coefficients for air. Like
PENELOPE 2006, those codes do not include the mesgred photoelectrical-effect cross

sections reported by ICRU 90 (see ICRU 90, Ch.Tagir average values weighted by the
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photon energy fluences were found consistent, otisedy equal to 0.1730 cffy and 0.1732
cmé/g. For comparison, PENELOPE 2014 (Salvat 2015)chimcludes renormalized cross
sections gives an average mass energy transfeficoeaf lower by 2%. This difference is
consistent with those reported in (Andetoal 2012) and the ICRU Report 9Dhe values of
the quantities used to get the air kerma per higtod the associated uncertainties are presented
in Table 4. The uncertainty of the modelled soyrasition is the same as for absorbed dose to
water (0.02 cm), with a lower relative value dugéa distance.

Resulting value of the conversion fackeb

Considering the effect of using or not renormalizeaks-sections, it can be observed that the
difference between calculated ratios of averagesreasrgy transfer coefficientsu{p)water,air

is considerably smaller than that e&/p)air values, due to correlations between dosimetric
guantities calculated in air and water. For exaimple value of the ratiQu/p)water,airgiven by
PENELOPE 2014 gets very close to those calculatgdXiuDat and EGSnrc, with less than
0.1% difference. Then since the calculations offlitnence in air and of absorbed dose to water
were made with PENELOPE 2006, the use of datageia-cenormalized cross-sections for
mass energy transfer coefficients in air appeapguaogpriate, significantly reducing the bias
due to the use of un-renormalized data.

For an air kerma at the distance of 13.55 cm, #heutations led to a value of the conversion
factor Fkp equal to 37.0 with a standard uncertainty of 1(T%ble 4). This uncertainty value
takes into account the reduction of the type-B uaggty resulting from correlations between
the calculated air kerma and absorbed dose to wHtely relate to cross sections and to the
source position in the probe. A conservative typ@aBertainty of 1% was nevertheless affected
to theratio of the mass energy transfer coefficientgdoount for the uncertainty of the energy
distributions considering the steep variation afseh coefficients in that range of energy.

Table 4. Calculation of the conversion factégp.
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Uncertainty (k=1, %)
type A type B
Calljgl;]l;l;[ed Value yp . yp
aq Yy calculation| cross sections, modelled source
statistics Uer/ P position
(.utr/p)air (sz/g) 0.1731 - 2
¥ (eVicnt/e) 1.508 1¢ 0.7 - 0.3
Kair (13.55 cm)
2.61 16° 0.7 2 0.3
(eVl/gle)
Dw (1 cm)
9.65 17 0.35 2 1.3
(eVl/gle)
0.8 1* 1*
Fxb 37.0
1.7

*uncertainties excluding components commoKipetDyw (correlations).
3.3.4. Absorbed-dose rate to water at 1 cm depth
The absorbed-dose rate to water at 1 cm depth alaslated using relation (5). The values of
the quantities involved and their uncertainties reqgorted in Table 5. The main uncertainty
components come first from the calculated converfaotorF«p, then from the source-detector

distance in the air-kerma measurement, and them fine air-kerma reference value.

Table 5. Air-kerma rate measured at 13.55 cm distance ft@rsource and absorbed dose

rate to water at 1 cm depth in the eBT beam.

Quantity Value Uncertainty (%, k = 1)

Kair,ref (Gy/s) 3.335 1¢ 0.45
kais 1.000 0.50
kstem 1008 Olo

kqqref 1.000 <0.10

Itcert/ITC ref

(weighted mean) 3.918 1¢ 0.28
Kairept (MGYI/S) 1.317 10 0.74
Fxo 37.0 1.7
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Dy 1 cm (MGY/S) 4.87 1.9

4. Discussion

4.1. Comparison of measurement results

Zeiss provides for each INTRABEAM system the dos#ile in water, for the bare probe, and
the transfer functions for spherical applicatoree3e profiles are updated by Zeiss at each
calibration period of the eBT device. Those dosHilerdata are based on an initial dosimetry
method called TARGIT. Its principle relies on me@snents made in water with a PTW 23342
chamber calibrated in terms of exposure in a raferdeam of close energy, and a dosimetry
protocol enabling to express the correspondindpcation coefficient in terms of absorbed dose
to water. In 2017, Zeiss started to provide theedwsfiles obtained with a new method (V4.0
calibration method) based on the use of a PTW 34ft8nber and a revised dosimetry
protocol.

The absorbed-dose rate value obtained in this waik compared with the value provided by
the manufacturer for the INTRABEAM system of Sduetlis Hospital. The manufacturer
values considered were extracted from the dosel@tdtabase delivered for the bare source
with both TARGIT and V4.0 calibration methods ahd transfer function of the 4 cm spherical
applicator applied to obtain the dose values ahHistance from the applicator surface on the
probe axis.

The value determined in the present work was faigdificantly higher than those provided
by Zeiss, by 33% with the TARGIT method and 17%hwite second method. Similar works
were carried out for bare INTRABEAM sources in athaboratories applying different
methods (Schneider 2017, Watssiral 2018a, Watsoet al 2018b). So far they all point out
an underestimation of the absorbed-dose rate terwaten by the TARGIT method and to a

lesser extent by the V4.0 one.
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The PTB reported a preliminary work carried outwatstandard extrapolation chamber. Their
result, given with an uncertainty budget not yaafized, was found significantly higher than
those of the TARGIT and V4.0 calibration metho@spectively by 62% and 22% (Schneider
2017).

More recently, a first publication from McGill Urevsity (Watsoret al 2018a) describes a
method based on the calculation, for an ionizatltamber calibrated in air kerma in a reference
beam of qualityQo, of a conversion factd@q enabling to deduce the calibration coefficient in
absorbed dose to water in the measured beam afyg@alTo do so, Monte Carlo models of
the source to be characterized (here INTRABEAM)afrttie chamber used (here PTW 34013)
were developed. Their absorbed-dose values ateliffelepths are compared with those of the
manufacturer (V4.0 calibration method). In spitéhaf uncertainty due to the possible deviation
of the actual dimension of the chamber cavity fiteimominal value, their results were always
higher than the manufacturer ones, with differerates cm depth ranging from 6% to 15%,
these extreme values corresponding respectivdlyetohinner and thicker possible heights of
the chamber cavity, given the tolerance associ@té$s dimension. A second publication by
the same laboratory reports the results of a cosganf the TARGIT and V4.0 methods, the
Co formalism and measurements with calibrated EBT®2I@amic films (Watsoret al2018b).
The TARGIT method gives values lower than thosthefV4.0 one, from 14% at 3 cm depth
to 60% at 0.5 cm depth. The discrepancies are kwgar with the Cq formalism” method,
from 22% at 3 cm depth to 80% at 0.5 cm depth.r€kalts obtained at 1 cm depth are shown
in Table 6. The aim of this table is just to give @verlook of the discrepancies observed
between the manufacturer on one side, and the thbeeatories on the other side. It is not
intended to indirectly compare those laboratoriesestheir results were obtained with different

systems, two of them with a bare probe, the thivel with an applicator, without any common
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protocol of comparison. Nevertheless those resplésd for organizing inter laboratory
comparisons and establishing international metiotdgraceability.

Table 6. Measurement results of the absorbed dose rataterat 1 cm depth compared with

those delivered by the manufacturer.

Irradiation Ratio to manufacturer’s value
conditions TARGIT V4.0
PTB Bare probe 1.62 1.22
M.CG'”. Bare probe 1.46* 1.10*
University
Probe
LNE-LNHB _ 1.33 1.17
+ 4-cm applicator]

*Values estimated from figure 5 in (Watson et al26).

4.2. Investigation on observed discrepancies

To derive the calibration coefficient of the iortibm chamber in terms of absorbed dose to
water from that expressed in air kerma, the TAR@I&thod makes use of the following
relation, the reference point C being placed inadghamber cavity on the inner surface of its

entrance foill,

ND,water(C)
NK,air(C)

= (Hen/ P)water,air- (7)

The right-hand term of this relation is equal te thtio of absorbed dose to water to air kerma
at point C when exposed to the same photon fluenbeth media, in the absence of chamber.
This relation assumes implicitly that the raticcafibration coefficients does not depend on the
chamber.

The ionization chamber used, PTW 23342, has aycafit mm height and an entrance foil of
30 um thickness. Considering the energy of electrohgsaotion by a 50 kV x-ray beam, the

entrance foil can be assumed to be thick enoughgare charged-particle equilibrium, and the

air cavity thin enough to be assimilated to a Br&ggy cavity. If so, the absorbed dose in the
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cavity should originate exclusively from chargedtiotes created in the entrance foil, and the
body of the chamber, mainly the side and back veiisounding its cavity.
One can then express the absorbed dose to wademaiC by the following relation:

Dy (C) = Dair * Katw * (en/P)wwal * Swaniair  (8)
where D,;, is the mean absorbed dose in the air casity .;r the ratio of mass collision
stopping powers in the wall and air, akghiw the correction factor of the photon-fluence
perturbation caused by the replacement of watethigywall and body materials in the
corresponding volumes. Due to the small size ofcdnaty and the position of point C, the
correction factor for the photon-fluence perturbatcaused by the replacement of water by air
in the cavity is neglected here.

In the same way, the air kerma can be writtentfersame chamber, as follows:

Kair(c) = Dyjy - kwall,air ' (ﬂen/p)air,wall * Swall,air (9)
where kyan.ir 1S the correction factor for the photon-fluencetypdation caused by the
replacement of air by the wall and body materialthe corresponding volumes.

The ratio of calibration coefficients can then béten approximately as follows:

N W C kWa W
pw®) . (.uen/p)w,air (10)

Niair(©  Kwanair

In both media, the effect of the very thin entrafakeshould be negligible, but the contribution
of scattering and backscattering in the thick banl side plastic walls and the rest of the
chamber body has to be examined. The replacemevdtef with plastic materials should lead
to a small perturbation because of to their clésma numbers and densities, and consequently
to a value ofcy,4), Close to 1. On the contrary, the replacementrofvih this materials can
lead to a significant increase of absorbed dostmencavity, due to particles scattered and
backscattered in the body, back and side walls,thnsl to a value of the correction factor
kwanair Significantly lower than 1. Finally, the ratio afalibration coefficients can be

approximated with the formula:
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Npw(C 1
pw®) (ﬂen/p)w,air (11)

NK,air(C) kwall,air

The TARGIT expression differs by the absence offttwtor k., ,); ,ir. This omission should
lead to an underestimation of the calibration dgoigffit in terms of absorbed dose to water.
This conclusion has been confirmed by a Monte Cealoulation of the effect of the PTW-
23342 chamber body when fully irradiated usingrapdified geometry. Three materials were
introduced, air for the cavity and the medium sunding the chamber, graphite (1.70 gfgm
for the electrodes, and polyethylene (0.94 djdior the entrance foil and the chamber body.
The correction factok,, . ;- iS Obtained calculating the ratio of the energieposited in the
air cavity in the absence and presence of the bogyactice, 3qum-thick walls are introduced

in geometry 1, thick enough to ensure chargedgaréquilibrium but thin enough to make
negligible the attenuation of photons. The valuéhdd factor was found equal to 0.873 with a
type-A standard uncertainty of 0.64%. The consegeiéhan increase in the absorbed dose of
about 15% compared to the TARGIT method. This tedos not fully explain the observed
discrepancies and calls for more investigations.

5. Conclusion

The method of dosimetric standardization of eBTieays presented here was tested for an
INTRABEAM system and its feasibilty demonstrated.dpplicability to a large variety of eBT
devices, in principle possible given the procedallewed, has still to be demonstrated through
further experiments with the same device and others

The results already published by other laborat@mesthose presented here for the studied eBT
system and their comparison with those of the natufer clearly highlight absorbed-dose
measurement difficulties for such types of deviSeme of them can be mentioned here.
Interaction coefficients undergo steep variationfunction of energy, and from one material
to another. They have high values resulting in ngfrabsorbed-dose gradients in water.

Reference points are close to the radiation souhtes amplifying the effect of postioning
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uncertainty in measurements. In support of thedatbnsideratiorthe discrepancies with the
values of the manufacturer presented before seededcease drastically with increasing
distances (for example, see figure 10 in (Watsoal &018a) and figure 6 in (Watson et al
2018b)).

In addition, given the weight attached to Montel@aalculations, e.g. for the evaluatin of the
conversion factor from air kerma to absorbed doseadter, the importance of the care to be
taken in the different steps has to be highlightsghecially the model used for the eBT system
which requires a precise knowledge of the deviceer@y of electrons, position of
bremsstrahlung source, constituent materials, dioas, etc.), the model of the experimental
conditions of measurement (e.g. source-to-detelisteince), the adapted choice of calculation
parameters.

All those elements call for further studies on #&T device considered here and others,
exchange of information between manufacturers, otagy laboratories and medical
physicists, comparisons of absorbed dose measutgsmet Monte Carlo calculations as well
between laboratories based on well defined prosocbhe end goal should be to establish

international metrological traceability for suchTeBevices.

28



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

References

Abudra’a A 2017 Development of new dosimetric stadd for low energy x-rays 60 keV)
used in radiotherapihD thesidJniversité Paris-Saclay

Andreo P, Burns D and Salvat F 2012 On the unc#igai of photon mass energy-absorption
coefficients and their ratios for radiation dosirgd®hys. Med. Biol57 2117-36

Beatty J, Biggs P J, Gall K, Okunieff P, Pardo HS8ste K J, Dalterio M J and Sliski A P 1996
A new miniature x-ray device for interstitial radiggery : Dosimetrivied. Phys23 53-
62

Burns D, Roger P, Denoziere M and Leroy E 2011 &ayparison BIPM.RI(I)-K2 of the air-
kerma standards of the LNE-LNHB, France and the MBIR low-energy x-rays
Metrologia48 Tech. Suppl06013

Deloule S 2014 Développement d’'une méthode de Eaisation spectrale des faisceaux de
photons d’énergies inférieures a 150 keV utilisedesimétriePhD thesisUniversité
Paris-Sud

Eaton D J and Duck S 2010 Dosimetry measuremeitiswwiintra-operative x-ray deviédys.
Med. Biol.55 N359-N369

Eaton D J 2015 Electronic brachytherapy-currerttistand future directior8r. J. Radiol.88
20150002

Klevenhagen S C, Auckett R J, Harrison R M, Mor€itiNahum A E and Rosser K E 1996
The IPEMB code for practice for the determinatidrabsorbed dose for x-rays below
300 kV generating potential (0.035 mm Al-4 mm Cu IE\VL0-300 kV generating
potential)Phys. Med. Biol41 2605-25

Kraus-Tiefenbacher U, Scheda A, Steil V, HermanrKBhrer T, Bauer L, Melchert F and
Wenz F 2005 Intraoperative radiotherapy (IORT)bogast cancer using the Intrabeam

systemTumori9l 339-45

29



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

IAEA 2000 Absorbed Dose Determination in ExternakaB Radiotherapy: An International
Code of Practice for Dosimetry based on Standafdsbeorbed Dose to WatéAEA
Technical Report Series No 3@8enna: International Atomic Energy Agency)

ICRU 2016 Key Data for lonizing-Radiation DosimetriMeasurement Standards and
Applications (ICRU Report No. 90) (Bethesda, MDiteimational Commission on
Radiation Units and Measurements)

Kawrakow |, Mainegra-Hing E, Rogers D W O, Tes$teand Walters B R B 2013 EGSnrc
Code System: Monte Carlo Simulation of Electron Bhdton TranspoMlRCC Report
PIRS-701

Ma C M, Coffey C W, DeWerd L A, Liu C, Nath R, Sadt S M and Seuntjens J P 2001 AAPM
protocol for 40-300 kV x-ray beam dosimetry in mterapy and radiobiologyled.
Phys.28 868-893

Nowotny S 1998 XMuDat: Photon attenuation data GAAEA-NDS-195

Nwankwo O, Clausen S, Schneider F and Wenz F 20di8veal source model of a kilo-voltage
radiotherapy devicPhys. Med. Biol58 2363-75

Plagnard J 2014 Comparison of measured and cadwgiectra emitted by the x-ray tube used
at the Gustave Roussy radiobiological sereRay Spectromi3 298—-304

Plagnard J 2016 Mesure de spectres en énergi@méssion de tubes a rayons X au LNE-
LNHB/LMD Revue Francaise de métrolod2016-3)43 37-47

Rivard M J, Coursey B M, DeWerd L, Hanson W F, &8ladug M, Ibbott G S, Mitch M G,
Nath R and Williamson J F 2004 Update of AAPM Té&skup No. 43 Report: A revised
AAPM protocol for brachytherapy dose calculatitdvisd. Phys31633-674

Salvat F, Fernandez-Varea J M and Sempau J 200€EPEBRE-2006: A code system for
Monte Carlo simulation of electron and photon tmors http://www.oecd-

nea.org/science/pubs/2006/nea6222-penelope.pdf

30



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

Salvat F 2015 PENELOPE-2014: A Code System for M@wdrlo Simulation of Electron and
Photon TranspoMEA/NSC/DOC(2015)3

Schneider T, Radeck D and Solc J 2016 Developmieat Mew Primary Standard for the
Realization of the Absorbed Dose to Water for Etaut Brachytherapy X-ray Sources
Brachytherapyl5 S27-S28

Schneider T 2017 Towards reference dosimetry oftmeic brachytherapy sources
International Workshop “Metrology for Brachytherapstate-of-the-art and beyond”
PTB Braunschweig 30-31 May 2017

Seltzer S M, O'Brien M and Mitch M G 2014 New nai#b air-kerma standard for low-energy
electronic brachytherapy sourgeRes. Natl. Inst. Stand. Technl9554-574

Seuntjens J 2000 AAPM TG-61 report on kilovoltagay dosimetry: 1l. Calibration procedure
and correction factor&ngineering in Medicine and Biology Society. Pratiegs of the
22nd Annual EMBS International Conferena®. 3 IEEE 2313-16

Sievers P, Schneider T, Michel T, and Anton G 2R4ray spectroscopy with photon counting
imaging detectors such as Time@@11 IEEE Nuclear Science Symposium Conference
Record1826-1828

Sievers P 2012 Time-resolved and position-resoMeaady spectrometry with a pixelated
detector PhD thesisDer Naturwissenschaftlichen Fakultat der Friedddbxander
Universitat Erlangen-Nurnbei§CAP-2012-027

Watson P G F, Popovic M and Seuntjens J 2018a metation of absorbed dose to water from
a miniature kilovoltage x-ray source using a patglate ionization chamb&hys. Med.
Biol. 63015016

Watson P G F, Bekerat H, Papaconstadopoulos P,sD&vand Seuntjens J 2018b An
investigation into the INTRABEAM miniature x-ray wa@e dosimetry using ionization

chamber and radiochromic film measureménesl. Phys454274-86

31



1 Yanch J C and Harte K J 1996 Monte Carlo simulatiba miniature, radiosurgery x ray tube
2 using the ITS 3.0 coupled electron photon transpmiieMed. Phys23 1551-8

3

32



3D model of the INTRABEAM probe
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Figure 1. 3D model of the INTRABEAM probe obtained using tteometry viewer tool of

PENELOPHsectional view with intersecting planes at 90°).
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Sectional view of the electron sources
at the base of the modelled probe
AN

Y

i~ R=0.105 mm

X

Figure 2. Scheme (not to scale) of the 16 disk-shaped elestwurces located at the base of

the modelled probe in the Monte Carlo model.
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eBT probe inserted in a spherical applicator

probe coating probe shaft end
(NiO, Ni, CrN) (beryllium)

/' applicator

probe shaft in p1-metal (polyetherimide)
(Ni in the model)

Figure 3. PENELOPE geometrical model of the probe insenethé spherical applicator in

materials view mode (gview2D program).

35



X-ray spectrometry set-up

/J
INTRABEAM® XRS
with a spherical |
applicator mounted
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«— container filled
with water
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Figure 4. Spectrometry setup configurations: (left) schéna# to scale) of the developed
system with Plexiglas container filled with watémiddle) picture of the real system used for
photon spectra measurements, and (right) pictuteeo$ame system with an Al filter of

adequate thickness to replace the water-filledaioat.
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Set-up for on site air-kerma measurement

/ Removeable alignment system

scoring
volume
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Figure 5. Measurement set-up for the on-site characterizaiio air-kerma rate of an
INTRABEAM x-ray source with applicator using a dakted PTW 23342 chamber. Left and

middle: picture and scheme not to scale. Right: td@warlo model (sectional view).
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Measured spectra of the eBT beam

attenuated through the 4-cm applicator, and water or Al filters

applicator alone . Feh P _.--10.7 mm Al

s AR, calculated
_4 0.7 mm Al
1 cm water
0.35 mm Al
0.5 cm water
1.05 mm Al
1.5 cm water
1.4 mm Al
2 cm water
1.75 mm Al
2.5 cm water
2.1 mm Al
3 cm water
1245 mm Al
3.5 cm water

. [2.8 mm Al
v |4 cm water

0.5€-2

0.4E-2

=]
()
m
()

Intensity [a.u.]

0.2€-2

0.1E-2

0.0E+0 °*
30 40 50 60

Energy [keV]

Figure 6. Evolution of measured spectra of the INTRABEAM smuwith the 4 cm applicator
(normalized to surface area) for increasing attBons. Red line: applicator alone. Open
circles: immersed in a container filled of watenn@inuous lines: in air with Al filters. Black
open circles and line: measured spectra with réispéc 1 cm of water and 0.7 mm of Al.
Black triangles: calculated spectrum with 0.7 mm ffltration. Superimposed spectra

correspond to equivalent filtrations in water arld A
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Spectra measured with the bare probe in air

40000
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Figure 7. Surface-area-normalized photon energy spectraurezhfor the INTRABEAM bare
probe in air on the probe axis and on the transvplane of the probe tip, with the gold L-

fluorescence peaks in the low-energy region.
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Calculated photon spectra of the eBT source

e in air (measurement conditions) and in water (reference conditions)
‘;:. 0.50E-06 ——At 1 cm depth in water
s
c
.g 0.40E-06 ——At 13.5 cm in air after Al filter
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Figure 8. Surface-area-normalized photon spectra calculatetie reference points on the
probe axis, in air (4 cm applicator and 0.7 mmilkéf, probe tip distance of 13.5 cm) and water

(4 cm applicator, 1 cm water depth in a water pbrat
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Normalized photon spectra
0.05 obtained in the INTRABEAM and reference beams
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Figure 9. Surface-area-normalized INTRABEAM spectra with@applicator and a 0.7 mm
aluminum filter, measured (red line) and calculagexti dots), compared with those of the

reference x-ray generator, measured (black lind)caificulated (black dots).

41



Calibration coefficients of the transfer chamber
obtained in different reference beams

# 3 cm applicator after 1 cm of water (transverse plane) M 4 cm applicator after 1 cm of water (transverse plane)
, CCRISOb 4 cm applicator after 1 cm of water (axial plane)
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Figure 10. Comparison of the calibration coefficients obtairier a PTW-23342 chamber in
reference beams with different photon energy spetincertainty bars (left) represent type-A

standard uncertainties.
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Scoring volume for the calculation of absorbed dose to water

reference point scoring volume
(spherical cap in water)

Figure 11. Sectional view (PENELOPE geometrical model) otarsg volume surrounding
the reference point (at 1 cm depth in water, onptisde axis): 1-mm thick spherical cap with

a 45° cone angle. The center of the applicatorthose of the two spheres delimiting the cap

are superposed.
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