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Properties of the simplest inhomogeneous and homogeneous Tree-Tensor-States
for Long-Ranged Quantum Spin Chains with or without disorder

Cécile Monthus
Institut de Physique Théorique, Université Paris Saclay, CNRS, CEA, 91191 Gif-sur-Ywvette, France

The simplest Tree-Tensor-States (TTS) respecting the Parity and the Time-Reversal symmetries
are studied in order to describe the ground states of Long-Ranged Quantum Spin Chains with
or without disorder. Explicit formulas are given for the one-point and two-point reduced density
matrices that allow to compute any one-spin and two-spin observable. For Hamiltonians containing
only one-body and two-body contributions, the energy of the TTS can be then evaluated and
minimized in order to obtain the optimal parameters of the TTS. This variational optimization of
the TTS parameters is compared with the traditional block-spin renormalization procedure based
on the diagonalization of some intra-block renormalized Hamiltonian.

I. INTRODUCTION

The entanglement between the different regions of many-body quantum systems (see the reviews [1-6] and refer-
ences therein) has emerged as an essential physical property that should be taken into account in their descriptions.
In the field of Tensor Networks (see the reviews [7—17] and references therein), the ground-state wavefunction is de-
composed into elementary small tensors that can be assembled in various ways in order to adapt to the geometry,
to the symmetries, and to the entanglement properties of the problem under focus. In particular, various previ-
ous real-space renormalization procedures for the ground states of quantum spin chains have been reinterpreted and
possibly improved within this new perspective. For instance the Density-Matrix-Renormalization-Group [18-20] was
reformulated as a variational problem based on Matrix-Products-States that are well adapted to describe non-critical
states displaying area-law entanglement. The traditional block-spin renormalization for critical points corresponds to
scale-invariant Tree-Tensor-States, and has been improved via the multi-scale-entanglement-renormalization-ansatz
(MERA) [21, 22], where ’disentanglers’ between blocks are introduced besides the block-coarse-graining isometries
already present in Tree-Tensor-States. Finally in the field of disordered spin chains, the Strong Disorder Renormaliza-
tion approach (see the reviews [23, 24]) has been reformulated either as a Matrix-Product-Operator-Renormalization
or as a self-assembling Tree-Tensor-Network, and various improvements have been proposed [25-30].

However, even in the second example where the 'old’ block-spin renormalization procedure and the 'new’ Tree-
Tensor-State variational approach share the same entanglement architecture, the precise choice of the elementary
isometries remains different. Indeed in the traditional block-spin renormalization, the isometries are determined via
the diagonalization of some ’intra-block’ Hamiltonian involving a few renormalized spins, so that one can usually
obtain explicit RG flows for the parameters of the renormalized Hamiltonian. The two main criticisms levelled
against this procedure can be summarized as follows : (i) at the level of principles, the choice of the ground state
of the ’intra-block Hamiltonian’ does not take at all into account the ’environment’ of the neighboring blocks; (ii) in
practice, there is usually some arbitrariness in the decomposition of the Hamiltonian into the ’intra-block’ and the
‘extra-block’ contributions that can lead to completely different outputs, so that the quality of the results strongly
depends on the cleverness of the choice of the intra-block Hamiltonian. In the Tree-Tensor-Network perspective, one
considers instead the whole ground-state wavefunction as a variational tree-tensor-state involving isometries, and the
optimization of each isometry is based on the minimization of the total energy of the Tree-Tensor-State. At the level
of principles, the theoretical advantage is clearly that the output corresponds to the optimal Tree-Tensor-State, i.e.
to the best renormalization procedure within the class of all renormalization procedures of a given dimension. In
practice, the drawback is that this global optimization is more complicated and can usually be done only numerically,
unless the isometries are completely fixed by the very strong quantum symmetries of the model [31].

In the present paper, the goal is to analyze the explicit properties of the simplest Tree-Tensor-States of the smallest
bond dimension D = 2 in the context of Long-Ranged quantum spin chains with or without disorder, in order
to analyze more precisely the improvement given by the global optimization of the isometries with respect to the
traditional block-spin procedure.

The paper is organized as follows. In section II, we introduce the notations for Long-Ranged quantum spin chains
with Parity and Time-Reversal symmetries. In section III, we describe the simplest inhomogeneous Tree-Tensor-States
respecting these two symmetries and write the corresponding ascending and descending superoperators. In section
IV, the explicit forms of the one-point and two-point reduced density matrices are derived in order to analyze the
structure of magnetizations and two-points correlations. In section V, we focus on the energy of the Tree-Tensor-State
for disordered Long-Ranged Spin Chains in order to discuss the optimization with respect to the Tree-Tensor-States
parameters. In section VI, we turn to the case of pure Long-Ranged Spin Chains in order to take into account the



supplementary symmetries in the Tree-Tensor-States. Finally in section VII, we study the properties of the scale-
invariant Tree-Tensor-States for the critical points of pure models. Our conclusions are summarized in section VIII.
The appendix A contains the traditional block-spin determination of the parameters of the Tree-Tensor-State, in order
to compare with the variational optimization discussed in the text.

II. LONG-RANGED SPIN CHAINS WITH PARITY AND TIME-REVERSAL SYMMETRIES

Within the Tensor-Network perspective, the symmetries play an essential role in order to restrict the form of the
possible isometries. In the present paper, we focus on quantum spin chains with Parity and Time-Reversal Symmetries.

A. Parity and Time-Reversal operators

For a quantum spin chain of N spins described by Pauli matrices 0¢=%%¥2 the Parity operator

N
P=1]o: (1)
n=1

and the Time-Reversal operator 7 whose action can be defined via

TiT™' =—i

TolTt =o°

TolTt =-0o!

Toi T =of )
are among the most important possible symmetries. It is then useful to decompose the space of operators O into
sectors that commute P = +1 or anticommute P = —1 with the Parity operator P, and that commute 7' = +1 or
anticommute T' = —1 with the Time-Reversal operator T

PO =P OP
TO =TO0OT (3)

Let us now describe the classification of one-body and two-body operators with respect to these four symmetry sectors
(P=+1,T =+1).

a=0,z,y,z

B. Classification of one-body operators o;, with respect to the four sectors (P = +1,7 = +1)

The four operators c2=%%¥% of the Pauli basis can be classified as follows :

(1) the sector (P = +1,T = —1) is empty

(2) the sector (P = —1,T = +1) contains only o2

(3) the sector (P = —1,T = —1) contains only o¥

(4) the sector (P = +1,T = +1) contains the two operators ¢0 and o?.

— — — —

C. Classification of two-body operators azzo’l’y’zaffo’m’y’z with respect to the four sectors (P = +1,T = +1)

b=0,2,y,2
Un' sTyY,

The 16 two-body operators ga=%@:¥: of the Pauli basis can be classified as follows :

(1) the sector (P = 41,7 = —1) contains the two operators

g

x
n0.

s RO (4)
(2) the sector (P = —1,T = +1) contains the four operators

x 0 0 _x T __z z T
OnOnt sy OpOpr sy OpOpr s OpOys (5)



(3) the sector (P = —1,T = —1) contains the four operators

y 0 0_y Y 2 z Y
OpOnr s Op0,, 5 OnOrr s 050, (6)

(4) the sector (P = +41,T = +1) contains the six operators

o n (7)

4
n
D. Hamiltonians containing only one-body and two-body terms respecting the Parity and Time-Reversal

The Hamiltonians commuting with the Parity and Time-Reversal operators belong to the sector (P = 4+1,T = +1).
If they contain only one-body and two-body terms, the above classification yields that they can be parametrized in
terms of fields h,, and in terms of couplings J,,/"""*

N
- Z hna; - Z (jTCLE,n/O’ vt jV?LJn’O' n’ + ‘-77? n’gng7t ) (8)

1<n<n’<N

Then one needs to choose whether the fields h,, are uniform or random, whether the couplings J:;fn’y’z are Short-
Ranged or Long-Ranged, with or without disorder.

In the present paper, we will focus on the cases where the couplings 77"

are Long-Ranged with some power-law
dependence with respect to the distance r(n,n’) = |n — n’| between the two sites n and n’

a a
a n,n’ n,n’
= = 9
jn,n’ [r(n, n/)]lera |Tl — n,‘1+wa ( )

where the amplitudes J; ,, are of order unity, while the exponents w, governing the decays with the distance are
positive w, > 0 (in order to ensure the extensivity of the energy when the couplings have all the same sign).

We should stress here that the Parity and the Time-Reversal are the only symmetries that will be taken into account
in the present paper, while the models displaying further symmetries like magnetization conservation (corresponding
to the identity between x and y couplings J7,, = J, /) or SU(2) invariance (corresponding to the identity between
x, y and z couplings J7,,, = TV = jrf’n,) would require other isometries in order to take into account these stronger
symmetry properties. '

Since the quantum Ising model is the basic short-ranged model in the field of zero-temperature quantum phase
transitions [32], its Long-Ranged version

H;?ulre - - Z h’U Z /‘1+w£ O-’VEIO’I:’ELI (10)

n<n’

has been also much studied in order to analyze how the critical properties depend upon the exponent w, [33], as
well as in relation with the other problem of the dissipative short-ranged quantum spin chain [34-37]. The effects of
random transverse-fields h,,

random - Zh 0 Z |’I’L _ n/‘l-&-wf 0 J (11)

n<n’

has also been studied recently [38—40] (see also the related work [41] concerning Long-Ranged epidemic models) via
the Strong Disorder Renormalization approach (see the reviews [23, 24]).

E. Dyson hierarchical version of Long-Ranged quantum spin chains

Dyson hierarchical models are based on the following binary tree structure. The generation g = 0 contains the single
site called the root. The generation g = 1 contains its two children labelled by the index i; = 1,2. The generation
g = 2 contains the two children i, = 1,2 of each site i; = 1,2 of generation g = 1, and so on. So the generation g
contains N, = 29 sites labelled by the ¢ binary indices (i1, %2, .., i) that indicate the whole line of ancestors up to the
root at g = 0.



The Dyson hierarchical version of the Long-Ranged Hamiltonian of Eqs 8 and 9 is then defined for a chain of
Ng = 2% spins o7 labelled by the positions I = (iy,1s,...,ig) of the last generation G of the tree structure by

HA=— N hoi - > > Jrpoia, (12)

I=(iri2,0,iG) T=(i1i2y00yiG) <L = (8] i o yily) A=,1,2

where the couplings J7';, have exactly the same power-law dependence as in Eq 9

T, = L (13)
1,1 [’I“(I, I,)]l—i-wa

but with respect to the ultrametric distance r(I,I’) on the tree defined in terms of the generation of their Last

Common Ancestor as follows. Two sites I = (I.,ig—r = 1, F) and I' = (I.,ig—r = 2, F') that have in common the

first (G — k — 1) indices I. = (i1, ..,4G—k—1), while they have different indices i¢_; = 1 and ig_; = 2 at generation

(G — k), are separated by the distance

r(I = I ig_k = 1,F),I' = (I,ig_, = 2, F')) = 2" (14)

for any values of the remaining indices F' = (ig—g+1,.,iq) and F' = (ig_; 1, ig). The minimal value k = 0
corresponds to the distance r = 2° = 1 between spins that have the same ancestor at position I. = (iy,i2,..,ig_1) of
the generation (G — 1) while they differ i = 1,2 at generation G (here F' and F’ are empty). The maximal value
k = G — 1 corresponds to the distance r = 2671 = % between any spin belonging to the first half ¢; = 1 and any
spin belonging to the second half ¢; = 2 (here I, is empty and their Last Common ancestor is the root 0). As a
consequence, the Dyson Hamiltonian of Eq. 12 can be rewritten more explicitly as a sum over the index k =0,...,G—1
that labels the possible distance r, = 2 as

G-1 J¢ /
CEED SN S YD S ) S Y s e 09

I=(i1,i2,..,iq) k=0 I.=(i1,i2,..ig—k—1) F=(ig—k+1:--ic) F'=(ig_4 1 1,ig) 0=T:Y,%

The Dyson hierarchical version of the pure quantum Ising model of Eq. 10 has been already studied via block-spin
renormalization in order to analyze its critical properties [42] and its entanglement properties for various bipartite
partitions [43]. The block-spin renormalization has also been used to analyze the Dyson random transverse field Ising
model [42] and the quantum spin-glass in uniform transverse field [44].

More generally, the Dyson hierarchical versions of many long ranged models have been considered since the original
Dyson hierarchical classical ferromagnetic Ising model [45] that has been much studied by both mathematicians [46—
49] and physicists [50-53], including the properties of the dynamics [54, 55]. In the field of classical disordered systems,
equilibrium properties have been analyzed for random fields Ising models [56, 57] and for spin-glasses [58-63], while
the dynamical properties are discussed in Refs [55, 64]. Finally, let us mention that Dyson hierarchical models have
been also considered for Anderson localization models [65-72] and for Many-Body-Localization [73].

III. SIMPLEST TREE-TENSOR-STATES WITH PARITY AND TIME-REVERSAL SYMMETRIES

In this section, the goal is to construct the simplest inhomogeneous Tree-Tensor-States for disorder spin chains
with Parity and Time-Reversal symmetries, while the case of homogeneous Tree-Tensor-States for pure spin chains is
postponed to the sections VI and VII where their supplementary symmetries will be taken into account.

A. Isometries based on blocks of two spins preserving the (P,T) symmetries

The traditional block-spin renormalization procedure based on blocks of two sites can be summarized as follows in

terms of the tree notations introduced in the subsection II E. The initial chain of Ng = 2¢ spins al[lG’]i%__’iG belonging
to the last generation G will be first renormalized into a chain of Ng_; = 267! = && spins Uz[lc,;.].,ig,l of generation

(G —1). This procedure will be then iterated up to the last RG step where there will be a single spin ol9=% at the
root corresponding to generation g = 0.

The basic block-spin RG step is implemented by the elementary coarse-graining isometry w91, where I = (1, ..,1q)
labels the possible positions at generation g, between the two-dimensional Hilbert space of the renormalized spin



lo} lol= = +) and the two relevant states |’L/)Bg1+112]:t> that are kept out of the four-dimensional Hilbert space of its two

children |o}] lg+11= +,0 [9+1] =4)
wlt = W) (o =+ W) o = - (16)
So the product
t z z z z 0
() () =1o¥ = 4) (o} = 4]+ o = =) (o =~ = o (1)

is simply the identity operator O’Bg]o of the Hilbert space of the ancestor spin, while the product

T
I I lg+1]+y , /lgF1]+ [g+1]—\ ; [g+1]—
(w[g’ ]) (w[g’ ]) |¢Ig1 12] ) 191 |+ |7/’191 ) <¢11 12] |= ¢l91+112Ji (18)
corresponds to the projector H ot onto the subspace spanned by the two states w}qﬁ}g that are kept out of the
T2

four-dimensional Hilbert space of the two children.

In order to preserve the Parity, the normalized ket |1/J£g1+[12]+> will be chosen as some linear combination of the two
states of positive parity \UEQIH]Z = +,UB92+1]2: =+) and |0591+1]Z = Bg;rllz —) for the block of the two children.

Since the Time-Reversal-Symmetry imposes real coefficients, the parametrlzatlon involves only a single angle #1911+
+1]4 +1 +1 +1 +1
Wi = cos@T) [0l = 4 0l = ) sin(0l ) o = — o = ) (19)

Similarly, the ket |1/)£g1+112 ) will be chosen as some linear combination of the two states of negative parity

|0£g1+llz =+, 059;1] = —) and |0591+1]Z =, 0£g2+1]z = +) for the block of the two children and involves only another
single angle glo-11-
i) = cos(7) ol = ol = <) sin(el 1) (ol = — ot = ) (20)

From the ascending block-spin renormalization perspective, Eqs 19 and 20 parametrize the representative states
that are kept in each two-dimensional parity sector P = =+ respectively. From the descending perspective, Eqs 19 and
20 can be interpreted as the Schmidt decompositions of the kept state of parity P = &+ in terms of the states of its
two children

Wity = AP | =y @ ol = ap) (21)
=+

where the two Schmidt singular values are given by

A[ IJ]FP = cos(9l9117)
AP — gin(glo-1IP) (22)
while the kets |U[g+1 =a) and |0}, Loz aP) correspond to the associated Schmidt eigenvectors of the first child

and the second child respectively. Indeed, the partial traces over a single child of the projector associated to the state
of parity P of Eq. 21 is diagonal for these eigenvectors

1P 1P 1 .
Triro) (‘7;[1191-’_]2] ) ( qu—j_jg] |> = Z (A[Q’I] ) |O.[¢]+ lz _ =aq) <0,}91+ lz _ o
a=%

1P 11P 1]z 12
(W ) = 5 (48) I = ) Gl =) o

2
and (A[O?’:I]ip> are the two common weights normalized to unity as it should

2
3 (AQ’”P) = cos?(919-117) 4 sin2(9l9-11P) = 1 (24)
a=+



B. Local ascending and descending super-operators Al1l and Dlo-]

The local ascending superoperator Al9] describes how the the 16 two-spin operators Ugglﬂ]al:O’I’y’zagﬂ]”:o’z’y’z

of the two children are projected onto the four Pauli operators O_Eg]a:O,a:,y,z

ATl [l glgtles | = il (gl gl ) ylot) = %7 Flgdl ol (25)

a=0,2,y,z

of their ancestor via the isometry w!9-1]

where the fusion coefficients
1 1
FE:{I]; _ §Tr{1} ([Agn[ lg+1]as [92+1]a2]] Ui[rg]u) _ §Tr{1} ({(w[g,n)f (Jl[rglﬂ}alal[rg;l]uz) w[g,I]} Jgg]a) (26)
can be rewritten as

a 1 a a
Fg:i}Q _ 5’1‘1‘{11’12} (UgglJrl] 0[92+1] 2 [w[g,l]o_gg] (w[g,l])q) (27)

As a consequence, the local descending superoperator D911 that translates the four ancestor spin operators O_[[g]a:O,;c,y,z

into operators for its two children involves the same fusion coefficients

pla.1] {"qu = wlollglola (w[g’u)T:% 3 S Flg e glottlolotilas (28)

a1=0,z,y,2 a2=0,2,y,2

Since the isometry w9l preserves the Parity and the Time-Reversal symmetries, the fusion rules respect the four
symmetry sectors (P = +1,T = +1) of operators described in the subsections IIB and IIC. As a consequence, the
two operators of Eq. 4 corresponding to the sector (P = 41,7 = —1) are projected out

ATl [l gl tiv] -+ — g
Al ) |glgrtinglgitie] - — g (29)

and will never be produced by D11,
The fusion rules in the three other non-trivial symmetry sectors are described in the following subsections in terms
of the two angles

ool =2 _glo I+ _ glo 11—

0l

ool = _gloll+ 4 glo.Tl- (30)

with the following notations for their cosinus and sinus

AT = eog <¢[g71]>
sloll = gin <¢[g,f]>
Aol = cog (Q;[g,n)
slol)  —gin (”[9,11) (31)

in order to obtain simpler explicit expressions.



C. Local fusion rules for operators in the symmetry sector (P = —1,7 = +1)

The action of the ascending superoperator A9 on the four operators of Eq. 5 corresponding to the symmetry

sector (P = —1,T = +1) can only involve the operator ogg]x and the explicit computation yields the fusion coefficients
A1 [ola e los 0] ool
Ao :g%#]oggﬂ]xi _ é[gJ]JBg]x
Alg-1] :Ugglﬂ]fragg;l]z: _ g[g,I]UI[Tg]x
Alg-1] iagglﬂ]zagg;l]z: _ 8[971]059@ (32)

Reciprocally, the four operators of Eq. 5 will appear in the application of the descending superoperator D91l to J[Ig]m

with the same fusion coefficients given by the duality of Eq. 28

T 1 T ~ xT ~ x z z x
plo.1] {agg] } _ [C[g,l]o_ggl-i-l] ol lI0 y FloTlot10,lg+1le y slo.t) lottleplortlz | g0 plotlz g lo+1) ] (33)

while the partial traces over a single child reduce to

Tr(2) (D[Q,I] [UE{J]JED = ol Lot

Tripy (D[g,l] [GBQ]ID _ glonglorile ”
It is thus convenient to introduce the following notation
)‘Eggﬁl = o lg, 0+ 89165, (35)
to denote the local scaling property of the single child operator Uggijﬂx with respect to its ancestor operator O'Bg]x.

D. Local fusion rules for operators in the symmetry sector (P = —-1,7 = —1)

Similarly, the action of the ascending superoperator A9l on the four operators of Eq. 6 corresponding to the
lgly

symmetry sector (P = —1,T = —1) can only involve the operator o;"* and the explicit computation yields the fusion
coefficients

Ao [lot Ty lo+110] - _ glo.1)loly

Alo-1) :O_E_ql—&-l]oogg;-l]y: _ S[g,]]gl[rg]y

Ao :Ul[rglﬂ]yagg;uz: _ ol ol

AlgT) iagglmza%my: _ glandlploly (36)

Reciprocally, the four operators of Eq. 6 will appear in the application of the descending superoperator to agg]y with
the same fusion coefficients given by the duality of Eq. 28

1 z | z
plo.1] [g}q]y} = [g[g,[}o_;qlﬂ—l]yo.%-i-l]o n S[g,]]o,gql+l]00_902+l]y i C[g,[]o_;111+1]y0.392+1] " C[g,]]o_%ql-i-l] O_l[r.;rl]y (37)

while the partial traces over a single child reduce to

Tr (12 (D[g,f] [Ul[rg]yD _ g[g,]}o_ggl-‘rl]y

Triy (p[g,l] [U}q]yD — gloT Loy (38)
Again it is convenient to introduce the following notation
)\Eggfl]y =3016,, 1+ 51975, o (39)
to denote the local scaling property of the single child operator Uggijﬂy with respect to its ancestor operator O'Eg]y.



E. Local fusion rules for operators in the symmetry sector (P = +1,7 = +1)

The action of the ascending superoperator Al9!] on the six operators of Eq. 7 corresponding to the symmetry
sector (P = +1,T = +1) can only involve the two operators cr;g]azo’z. The identity a[gH] 03924_1]0 of the children

space is projected onto the identity o979 of the ancestor space as a consequence of Eq 17

Alg:1] [ [g+1]0 [g2+1]0} _ 0.[[9]0 (40)
while the parity a[g +1]zcr}‘72+1]z of the block of the two children is projected onto the parity ogg}z of the ancestor
Alo:1] { lg+1]= [g+1] } Bg]z (41)
The remaining operators are projected onto the following linear combinations of the two operators O’Eg 10 and a[g]z
Alo 1] [,%“]Zo}%*”o_ = slogloT1lol0 . clonglaun) ;Lo
Al agglﬂloagg;l]z — C[gyl]g[gyl]ggg]o + 5[971}5[971101[79]2
Alg1] [ BglJrl]zUBg;rl]r] — oDlgle. ], g]O [g,I]g[g,I]O,[Ig]Z
AloT] [glottlyglottly] - (oD 5laT16lol0 _ (lo1glo1] Lol (42)

The duality of Eq. 28 yields that the application of the descending superoperator D911 to al[,glz

operators of the list of Eq. 7 (only the block identity a[g +1]00Bg2+1]0 does not appear)

involves five

pla.1] {0[1912] — % {C[g,n sloTlglottlz lor1lo | s[g,ng{g,nUgﬂloggg;llz}
+§ |:O_[Igl+1]z0592+1]z slo1lglo.1] 5 lg +1]zagg2+l]x _ C[g,I]ELLg]Ul[TglJrl]yJ%H]y (43)

and the partial traces over a single child reduce to

Tr(19 (D[gJ] {UEQ]ZD = oTlglo.1) Lotz

Ty (DI [oFF]) = 8[9’”5[9’”05%““ m
Again it is convenient to introduce the following notation
)‘EZﬂz = clollglolls, 4 slolldo s, (45)
lg+1] lg)=

to denote the local scaling property of the single child operator i, IZ with respect to its ancestor operator O’I

The duality of Eq. 28 yields that the application of the descending superoperator D9!] to the identity O’ % of the

ancestor space involves five operators of the list of Eq. 7 (only the block parity U[QH]ZU%H does not appear)
1 ) ) )
plo-1] [agglo] =3 [Ul[rglﬂloal[rg;l]o n s[g,[]é[g,l]o_gg;rl] O_[Ig2+1]0 I cW]s[gv”a[ﬁl*”%gg;ll
1 x x ~
+5 {C[Q,I]é[g,l]aggl+1] olotle | (lo.Nglo.1) Lo 1y o+l (46)
and the partial traces over a single child reduce to
Tr{l2} (D[g7l] [O.‘[TQ}O}) [g+1]0 [g’I]E[g’I]U}ql-i_l]z
Trimy (D[g,z] [Ugg}OD — U[Ig2+1]o +c[g,]]§[g,l]o_[fq2+1]z ()

\lo-la=..2

Although the meaning is different from the three scaling factors introduced above, it will be convenient

to introduce

AoTlo (o1 o, 1]5 1+ o] [g,I](gingh2 (48)

tg+1

lg+1]=

/ [g]0
Tig1a ’

to denote the local scaling property of the single child operator o with respect to its ancestor identity o;



F. Assembling the elementary isometries to build the whole Tree-Tensor-State of parity P = +

The correspondence between the ket \\I'[g]) for the chain of generation g containing N, = 29 spins and the ket
|@l9+1]y for the chain of generation (g + 1) containing N, ; = 297" spins

|wlo+1ly — pylal | wloly (49)

is described by the global isometry W19 made of the tensor product over the 29 positions I = (iy, i, .,1g) of the
elementary isometries of Eq. 16

whl— [ wle! (50)
T=(i1,i2,-yig)

At generation g = 0, the state of the single spin o[% at the root of the tree represents the Parity of the whole chain.

We will focus on the positive parity sector P = + corresponding to the initial ket
0l = |60 = p = 4) (51)

The iteration of the rule of Eq. 49 will then generate a Tree-Tensor-State of parity P = + for the chain of generation
g containing N, = 29 spins

|\IJ[9]> = wls—1 |\p[9—1]> = wle—Uyle—21  pilylol |\I/[O]> (52)

Since the elementary isometry wld'T'] at generation g’ and position I’ involves only the two angles gle’-T /]i, the global
isometry W' for the 29" sites I’ of the generation ¢’ involves 2 X 29' angles, except for the generation ¢’ = 0 where
only the angle 6% will appear for the initial condition of Eq. 51. So the total number of parameters involved in the
Tree-Tensor-State |W9]) of generation g containing N, = 29 spins grows only linearly with respect to N,

g—1
ngarameters =14+2x% Z 29’ — 2(29 _ 1) —1= 2Ng -3 (53)

g'=1

As explained around Eq 21, these angles gle’I'1£ parametrize the hierarchical entanglement at different levels
labelled by the generation ¢’ and different positions labelled by the positions I’. The consequences of this tree-tensor
structure for the entanglement of various bipartite partitions have been studied in detail in [43] on the specific case
of the pure Dyson quantum Ising model. In the following section, we will thus focus instead on the consequences for
the one-point and two-point reduced density matrices that allow to compute any one-spin and two-spin observable.

IV. EXPLICIT FORMS FOR ONE-POINT AND TWO-POINT REDUCED DENSITY MATRICES

The hierarchical structure of the inhomogeneous Tree-Tensor-States described in the previous section allows to
write simple recursions for the corresponding one-point and two-point reduced density matrices.

A. Recursion for the full density matrices via the descending super-operator Dl

The full density matrix for the chain at generation g
plo) = @) (@] (54
satisfies the recurrence involving the global descending superoperator D!
plot1l =yl ol (plalyt = pll [p[gq (55)
while the initial condition at generation g = 0 reads (Eq 51)

Pl = |g[,[0]> <q,[0]| - |J[0]z =4) <U[0]z =4 = 5
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Since the density matrix pl9 of generation ¢ can be expanded in the Pauli basis of the 29 spins U[Ig]aI :O’I’y’z, one just

needs to know how to apply the descending superoperator to products of Pauli matrices

pol | I o= T ob0 o] o)

I=(i1,12,..,ig) I=(i1,12,..,ig)

where the properties of the local descending superoperator D!l of Eq. 28 have been described in detail in the
previous section.

B. Parametrization of one-spin and two-spins reduced density matrices

In order to compute all the one-spin and two-spins observables, one just needs the one-spin and two-spins reduced
density matrices. Since the initial condition of Eq. 56 belongs to the symmetry sector (P = +,T = +), the full
density matrices of Eq. 55 obtained by the successive application of the global descending superoperator D! are also
in the sector (P = +,T = +), and the partial traces over some spins will also preserve this symmetry sector. As a
consequence, the single-spin reduced density matrices can be parametrized as

05910 + m[jg} U}q]z

pi = 5 (58)
where the coefficient 1/2 of the identity UBQ]O is fixed by the normalization
Triny (o) = 1 (59)
while m[lg] represents the magnetization at site I of generation g
mifh = Tryy (o plf) (60)

Similarly, the reduced density matrices p[Ig]I, of two spins at positions I and I’ of generation g can only involve the six

two-spin operators of Eq. 7 of the sector (P = +,T = +) and can be thus parametrized as

(9]0 [g]0 l9]z [g]0 (9]0 [g]z 9]z lg]= lglz _[g]x lgly _lgly

oo o7 o oo Ped aaons s on s oo

P[Ig]p S S m[Ig] o m[fq'] ror C}f’]], o C}’i]p 9 C’}g?f I 91 (61)
’ 4 4 4 : 4 ’ 4 : 4

where the three first coefficients are fixed by the compatibility with the one-point reduced density matrices of Eq. 58,

while the three last coefficients C’E']ﬁ:x’y’z represent the two-points zx , yy and zz correlations

CHY = Trg iy (0P ol o)) (62)

C. Recursions for the one-point magnetizations and the two-point correlations

The application of the local descending superoperator D91 to the reduced density matrix p[lg] of the single site

I of generation g of Eq. 58 produces the following reduced density matrix of its two children (I1,12) of generation
(g + 1) using Eqgs 43 and 46

1 py_ 1 0 z
Pt = D[P = 2 [ Do) 4 mifplo o) (63)
lg+1]0_[g+1]0 otz lg+1]0 ol tHo lg+1]=
— % + (S[Q,I]g[g,ﬂ +m[lglc[g,f]§[g,ﬂ> I v 2 (C[g,IJg[gJ] T m[Ig]S[ngg[gJ]) 5! . 12
lg+1]z [g+1]= lg+1z_[g+1]z lg+1ly _[g+1]y
+m[lg] on 4012 + (c[g,f]é[g,f] _ m[[g]s[g,I]g[gJ]) o1 4012 I (s[g,f]g[g,l] _ m[[g]c[g,I]E[g,I]> on 4012
The identification with the parametrization of Eq. 61 yields the following affine recursions for the magnetizations in
terms of the coefficients /\E‘Zﬂazo’z introduced in Eqs 45 and 48

[g+1] _ )\[97]]0 +)\[Q71]2m[19] (64)

mlig-H tg+1 tg+1
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and gives how the correlations between the two children of the same ancestor appear in terms of the coefficients
M@= introduced in Eqs 35 and 39

tg+1
1]z Tz Tz I I
C«Her] :/\[19 ] /\[29 ] _)\[19 ]y)\[zg ]ym[lg]
1 I I Jx \ [g,]]x
C«Eg;rm]y :/\[19 ]y/\[Qg ]y_)\[lg ] )\[29 ] m[lgl
1
cly =mf (65)

The application of the descending superoperator D! to the reduced density matrix p%, of two different sites I # I’
of generation g of Eq. 61 will produce the four-sites reduced density matrix for their children (71,12) and (I'1,I'2)
of generation (g + 1)

1]P P
[1ng12],1/1,1’2 = D[g] [p[jg,][/ ]

1 ’ ’ ’
=3 {D[g’l] (o910 Dlo 5141 4 L) plo- 1l plo. 1] [51910) Ly el plo. Tl 41910y plo 1 ][ay]z]}

1 z z ! z x x 4 T 1 !
+5 [CFED ol Dl o) + clf Dl ol Dl o] + Dl N ple Mgl (66)

One then needs to take the trace over one child in each block to obtain the reduced density matrices of the two
remaining children

ngﬁl/]l = Triro, 19y (D[g] [P%]IID
A = Trsmy (P9E))
sth =Ty (DY)
P[Ig;,_[l/]g =Trin,rn (D[g] [p[lg]I/D o

Using the partial traces over a single child in each block computed before in Eqs 34 38 44 47, one obtains the following
rules for the two-point correlations between the children of different blocks. The xx and yy correlations are governed
by the following multiplicative factorized rules as long as I # I’

lg+1]z _ gDz [g,1]z ~[g]z

Cugﬂ,lfi_’q“ = )‘z'gﬂ )‘i;H CI,I’ (68)
lg+1]y _ gDy [9.1'Ty ~l9ly
Tigyr il )‘ig+1 )‘@';H CI,I’ (69)

The recursions for the zz correlations involve four terms

Clg+1lz Ao 10y [g.1770 )\[gwf]z)\[gyl’]om[Ig] + Ao 110y lg
+

I/
_ ;
f rar = - /
Tigpr, Ilig Lo+l TG4y Tg+1l Tig4a totl g4

Flf) 4 ATl (70)

lg41 gL,

so that it is more convenient to consider the simpler multiplicative factorized rule satisfied by the connected correlations
for I # I' using Eq. 64

lg+1]z lg+1]  [g+1] _ oIz 9.1z ( Alglz lgl, [g]
(Clig+1,l/i’g+1 - mlig+1m1/i;+1> = )‘igH >‘¢'g+1 (CI,I' —mpmp ) (71)
D. Explicit solutions for the one-point magnetizations

The initial condition for the magnetization at generation g = 0 is given by the parity P = + (Eq 56)
ml =41 (72)
The first iterations of the affine recursion of Eq. 64 give for the generations g =1 and g = 2

mll] = A0 | 0

i1

m, = A Al (I A1) (73)

11,12 2
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More generally, one obtains that the magnetization at position (i1, ...,44) of generation g reads

g—1

g—2 g—1
m[g] ) _ Agggflv(il"“’igfl)]o_'_ Z H )\['9,7(117"'7ig/)]z )\[_g/la(i17~'7ig”)]0+ H A[glv(ila“'7iy/)]z (74)
g

115--452g Zg'+1 ,Lg”+1 ig’+1
= g'=g""+1 g'=0

The first term involving a single scaling factor )\Eg L (Eenig =110 o already enough to produce a finite magnetization,

while the last term involving the g scaling factors up to the initial condition of the root will be exponentially small.

E. Explicit solutions for the two-points correlations

The xx correlations between two sites (I,1,ig—r41,..,i¢) and (I,2,ig_p ;.- i) that have their Last Common
Ancestor at the position I = (i, ..,ig_1_1) of generation g = G — k — 1 and that are thus at distance r;, = 2% (Eq
14) on the tree satisfy the recursion of Eq 68 as long as they are apart

G-1
[Glz _ [g/a(Ivlin—kJrl7~7ig/)]$ [9/1(172»i/c:—k+1a-~7i;/)]z [G—K]z
(e o) 2t ity = | LI A0 Ay Cinazy  (75)
9'=G—k
while the remaining correlation at generation (G — k) is given by Eq. 65 in terms of the magnetization m[ICi?in_..l]ic_k_l)

of their Last Common Ancestor
O}Cf;g:]w _ A[lekfl,I]wA[QGfkrflJ]x _ )\[1G7k717I]y/\[2G7k7171]ym[IG7k71] (76)
and will thus be finite. As a consequence, the decay of the cogrclation of Eq. 75 with respect to the distance r = 2*
will be governed by the two strings of the k scaling factors Al9"-1* leading to their Last Common Ancestor.
Similarly, the yy correlations are given by

G-1
[G]y _ [g/x(IleiG—lH»l><~7ig/)]y [g/a(1727i/G—k+1a“7i;/)]y [G*k]y
(I 1ig—kt1:36)s(1,2)iG 4y ys-oig) H )\ig’+1 )\ig’+l 0(11)7(12) (77)
9'=G—k
with
G—k Gk—1Ily[G—k—1,I Gk—1,1a\[G—k—1,1]z__ [G—k—1
s GGl GGk fo-b -

Again, the decay of the coyrelation of Eq. 77 with respect to the distance r = 2* will be governed by the two strings
of the k scaling factors Al9"+1¥ leading to their Last Common Ancestor.
Finally, the zz connected correlations satisfying Eq 71 read

(Gl= _ mld ml€
(113G —kt15-86) (120G _pqqseiy) (I,1ig—kt1,ic) (1,28 g q1sic)
Gt l¢',(I,1,i ig)]z 19 (1,2,4c i)]z [G—Fk] [G—k] _[G—k]
_ LG —k+1,-tg/ W &la—k4109tgr —klz — _
= H )‘ig,ﬂ /\ig,ﬂ (C(n),(zz) —Mp My ) (79)

9'=G—k
where the remaining connected correlation at generation (G — k) is given by Egs 65 and 64

C[Gfk]z o

11,12 I1 12

[Gfk]m[Gfk] _ m[IG7k71] _ (A[lekfl,I]O n )\[lekfl,I]zm[IGfkfl]) ()\[2G7k71,1]0 n )\[2G7k71,l]zm[IG7k:71])

(80)

(G—k—1]

in terms of the magnetization m; =~
I=(i1,.yiGg—k—1

) of their last common ancestor.

V. ENERGY OF THE TREE-TENSOR-STATE AND OPTIMIZATION OF ITS PARAMETERS

Up to now, we have only used the Parity and the Time-Reversal symmetries to build the simplest inhomogeneous
Tree-Tensor-States and analyze its general properties. In the present section, we take into account the specific form
of the Hamiltonian, in order to evaluate the energy of the Tree-Tensor-State and to optimize its parameters.
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A. Energy of the Tree-Tensor-State in terms of the magnetizations and the correlations at generation G

For the Dyson Hamiltonian H[C! of Eq. 12 that contains only one-body and two-body terms, the energy of the
Tree-Tensor-State |¥[C1)

elel = (glel ylel | glely = TI‘{G}('H[G]p[G]) (81)

involves only the one-body and the two-body reduced density matrices of Eqs 58 and 61. It can be thus rewritten in

[91 and of the two-point correlations Cﬁ],a:w’y’z as

Jll
Gl _ _ Z G _ Z Z LI [Gla
& - h’lmI [7‘([, [’)]H—w"' CI,I/ (82)

I=(i1,i2,..,iq) I=(i1,i2,..,iq)<I'=(i],i5,..,iy) a=T Y,

terms of the magnetizations m

All the Tree-Tensor-State parameters are contained in the magnetizations mBG] and of the two-point correlations

C ;G}]la ~%%% computed in the previous section, and one could thus try to write the optimization equations by deriving
Eq. 82 with respect to the various parameters. However, in order to isolate more clearly the role of each parameter,
it is more convenient to consider how the energy of the Tree-Tensor-State of Eq. 82 can be rewritten in terms of the

variables associated to any other generation g.

B. Energy of the Tree-Tensor-State in terms of the properties at generation g

Using the recurrence for the density matrices of Eq. 54, the energy of Eq. 81 can be rewritten via the duality
between ascending and descending operator as the energy for the spin chain at generation (G — 1)

glar — Tr(cy (H[G]D[Gq] [p[cfub _ Tr{G,l}(H[G*”p[G’”) — glé-1) (83)

of the renormalized Hamiltonian

[G-1] _ 4lG-1] [H[G]} — (WG 1) igClylG-1] (84)

obtained via the application of the ascending superoperator AG—1] to the initial Hamiltonian #[¢]. More generally,
it is convenient to introduce the renormalized Hamiltonian 9 at any generation g via the recurrence

ol = Aldl[pylot1]] (85)

Since the ascending superoperators preserve the Parity and Time-Reversal symmetries, the renormalized Hamiltonian

19 can be parametrized in terms renormalized fields h[lg] and renormalized couplings J I[‘?]I(,l, as well as a constant term

Eldl

Z g
D YN e VD S i A

I=(i1,%2,..,ig) I:(il,i2,..,ig)<1’:(i’17i’2,..,i’g) a=T,Y,2

The energy of Eq. 81 can be rewritten as the energy of this renormalized Hamiltonian 719!

J[g]a

LI o (87)

g6 = glol = Ty (M9 plaly = Bl — Z JACCI Z Z I

T=(i1,i2,..,ig) I=(i1,i2,..ig) <I'=(i] ,ib,...il)) A=T,Y,%

lgla=z,y,2

and correlations C}7}, of the generation g.

in terms of the magnetizations m[Ig]

C. Renormalization rules for the parameters of the Hamiltonian

The renormalization rules for the parameters of the renormalized Hamiltonian of Eq. 86 can be derived via the
application of the ascending superoperator (Eq. 85). Here to stress the duality with the recursions for the magneti-
zations and correlations derived in the previous section, it will be more instructive the use instead the identification
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between the energy computed at generation g with Eq. 87 and the energy computed at generation (g + 1)

Gl — glo+1]  _ plo+1] _ plotil, lo+1] lgt1]a ~[g+1]a
e =£ =L My Migey — Jne Chnr
I= (117127 ;Zg)Z.L7+1 I:(il,iz,.,,ig)a:x,y,z
lg+1]a
Ii +1,I i’ 1
- > D00 > i (88)
27“ I I, 14w, “Tigyr,I yiq
I=(i1,i2,..,5g) <I'=(1],i,..,14) Gg+1 iy | = gcyz

Plugging the recursions for the magnetization m[ﬂjﬂ (Eq 64) and for the correlations in the same block CH?Q]“ (Eq

65) or in two different blocks (Egs 68, 77 and 70) into Eq. 88

+1 1] Iz +1]2
glotll — plot1l _ Z Z h[IgigJ()‘gggH + /\ng m} ]) + Z ']I[gl 12] m[lg] (89)
I=(i1,i2,..,ig) |lg+1 I=(i1,..,ig)
1 I I I I 1 N I Ny I
_ Z [JHJSQ]:C(A[lg ]x)\[;’ ]xi)\[lg ]y)\[zg ]ym[zg])jLJz[T}z]y()\gg ]y>\[29 ]yi)\[lg ]x)\[Qg ]xm[lg])]
T=(i1,..,ig)
lg+1]= lg+1]y
Tigr1, 0"y 11 (g, Tz [9,0']z ~[glz Tig+1, 0" 11 [g.Tly y[9.1]y [g
- 3 SO | el oty gl _Tan e ylollyylo Uy
14wy “ig ) 1,1 14w ig i’
T= (i) T = (i} il g 4] 1y [2r(I,1")] +1 T [2r(1, 1)) T +1 gy
i,
Gg+1, 07040 lg,1]0 y[9,1]0 l9:1]z+19,1'10_[g] lg,1]0 [gI]Z [g] lg: 1z y[9,1']= [g]Z
- Z ZZ 2?" I, I’ 1g+wz ()\lg+1 )\l_q+ +)\Zg+1 Ai_ﬁﬁ,l my +)\Zg+1 )\lg+1 +/\Zg+1 )\Z_ﬁﬁ.l C )

T=(i1,..ig) <I'=(i],..,i}) Tg+1 iy,

one obtains via the identification with Eq. 87 the following renormalization rules.
The renormalized couplings J I[g]ﬁ are simply given by linear combinations of the four corresponding couplings
between their children (I1,12) and (I'1,I'2) of generation (g + 1)

lg.T]a y [9.1"]a
[gla g1 TG lg+1]a
Jir = Z Z T oltw. °71¢g+1,1/z"g+1 (90)

ig+1=1,2¢/ pr1=12

As a consequence, if some coupling component ¢ = x,¥, z is not present in the initial Hamiltonian, it will not be
generated via renormalization.

The renormalized field h[Ig] involves local terms coming from the two fields h[lng] and h[ﬁ;l] of its children and the

three couplings between its two children J HTQ]“ “%% but also long-ranged terms coming from all the z-couplings

between one child (I1) or (I2) with other children from other blocks I' #£ I :

N o S e DU
lg+1]= Jlo+1lz
Tigr1 Il 11 [9,1]24[g,1']0 Tr Porvliott \[g,1'10[g,1]7
+ Z Z Z I I/ 1+wz A Tg+1 >\i21+1 + Z Z Z I I/ 1+0Jz )\ilg+1 )\i_q+1 (91)
I'=(i,i5,..,i4)>T ig+1 i), I'=(i i,.yip) <I Gg+1 iy

As a consequence, even if the fields are not present in the initial Hamiltonian, they will be generated via renormaliza-

tion. In addition, the presence of z-couplings Jv[_G]Z in the initial Hamiltonian leads to qualitatively different RG rules

[Ig] is fully local and

with non-local contributions, while if the z couplings vanish JI1* = 0, the RG rule for the field h
only involves the fields and couplings of its two children.

Finally, the renormalization of the constant contribution involves the random fields, the x-couplings and the y-
couplings between the two spins (11, 12) of the blocks, as well as the z-couplings between spins (11, 72) and (I'1, I'2)

belonging to different blocks I < I’

gl = gletl _ Z (h[lg1+1])\[19,l]0_’_h[IgQ—H]/\[Qg,I]O+Jl[gl-’i—IlZ]x)\[lg,I]x)\gg,I]m+JI[%:|-112]y>\[lg,I]y)\[2g,I]y>

T=(i1,i2,,ig)

l[g+1]z

. # l9.110 5 lg."]0
> 2 e .

I=(inyin,.yig) <I'=(if ily,..,if)) tg41=1,24/ =
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So again the presence of z-couplings JI¢* in the initial Hamiltonian leads to qualitatively different RG rules with
non-local contributions.

D. How the energy of the Tree-Tensor-State depends on the parameters of generation g

We have seen above how the energy of the Tree-Tensor-State can be computed at any generation g = G,G —1,..,0
glél — eld] (93)

At generation g = G, the energy of Eq. 82 involves the fields and couplings of the initial Hamiltonian #!¢!, while the

whole dependence on the parameters of the Tree-Tensor-State is contained in the magnetization m[IG] and correlations

C ;G?,a for the N = 2 spins of generation G. At generation g = 0 where there is a single spin left with magnetization

ml% = 1, the energy involves instead the constant term E° and the renormalized field Al obtained at the end of the
renormalization procedure for the Hamiltonian

gl _ glo)  _ glol _ plo] (94)

So here the whole dependence on the parameters of the Tree-Tensor-State is contained in the renormalized parameters
of the Hamiltonian at generation g = 0.

At any intermediate generation g = 1,..,G — 1, the dependence on the parameters of the Tree-Tensor-State of the

energy £19 of Eq. 87 is divided in two parts : the magnetizations m?’ and the correlations C%‘f of generation g

only involve the Tree-Tensor-State parameters of smaller generations g’ = 0,..,g — 1, while the renormalized param-
eters (E[9] h[ ,Jl[gl]ﬁl) of the Hamiltonian of generation g only involve the Tree-Tensor-State parameters of bigger
generations ¢’ = ¢,..,G — 1.

As a consequence, the dependence of the energy with respect to the parameters of generation g can be seen in
l9:Tla=0,z,y,z

Gop1=1,2 of generation g, while the dependence with respect to smaller generations

g =0,..,g—1is contained in the magnetizations m[lg} and the correlations C}? ]I(,l of generation g, and the dependence

with respect to bigger generations ¢’ = g+1,..,G — 1 is contained in the renormalized parameters of the Hamiltonian
of generation (g + 1).

Since the general case with the the z-couplings leads to somewhat heavy expressions for the disordered models
described by inhomogeneous Tree-Tensor-States, it is more instructive to focus now on the simpler models without
z-couplings, while we will return to the general case with the three type of couplings a = z,y, z in the next sections
concerning pure models.

Eq. 89 via the scaling factors A;

E. Optimization of the parameters of the Tree-Tensor-State for the case without z-couplings

For the case without z-couplings, Eq. 89 yields the following optimization equation with respect to the angle <Z>[9 A
of Egs 30

0— HElg+1] _ g+1] 8)\[9’ aA[ng]zm[g] Y g+1 a)\[g 10 a)\[Qg’I]Zm[g]
dgla-1] 11 dgla1] ¢l 1] dla-1] dgla 1] 1

Tx Tx N N N N x x
_Jlatile (a@ggugm IS “‘>mm> Jlgt1ly (awf gty oAk [g]>
I

11,12 dl.1] - Opla-1] 11,12 dplaT] - dle.1] my
olo 1z 1[9“] , [9] J£9+1]96I [g]
g+1 bg41,d"1 [q7 Vg1 Tig l9,1]x
i ZZ—mw ZZ M
ig+1 Bl s (2L D) ’ i RrdL )] e
)\[g Ny [ I[g+1] /, [g} £g+1]y1 Eg]zll
Tg41 % [g I l‘*’;‘(ﬁl/’ [g’I,]y
ad)[g, Z Z 27,1 I I/ 14wy 1 g+1 Z Z 2,,, I I/ 14wy )\i;+1 (95)
ig41 1/>1 ’ I'<ri ,

and the analogous equation with respect to the angle ¢~>[9’I].



Using the explicit forms of the scaling factors /\

with respect to the angle ¢l9-7]

[gf]a 0,2,y,2
1=1,2
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of Egs 35 39 45 48, one obtains the optimization equation

+1
0= m = —plg] (C[Q»I]E[Qa” _ S[gyflg[g7l]m[lg]) — plg+y (_S[Q,I]g[gJ] + c[g,flg[gaf]m[lg])
+JI[gl+l]z (S[g,l]é[g,l] n c[g,]]g[g,l]m[9]> _ J[g+1ly (§[g,l]c[g,l] + S[gyl]g[gﬂmgﬂ])
Iq+I1]:v [glw Iq+1]:v [Q]w
1.4 I’ ]I 157 [g I ]:Z?
+S[Q,I] ‘? 2
I’z:ﬂzz: (1, 1)] r(r, 1) Yo I’z:dzz: 2r(1,1')] o I Yot
Jlotily [9] Jlot1ly C}Q]Z[!
_ lg,1] 12 I’ g+1 gI]’Lj I'l +1,I2 [g,I']y
ST et -
and the optimization equation with respect to the angle ¢l9-1)
g+1
- 851[0 ] —plo+t] (_S[Q,I]g[gJ] +C[9,I]5[9,I]m[lg]> — nlgt (0[971]5[971] _ S[QJ]g[QJ]m[Ig})
Ople1]
+JI[91+1]1 (c[g,f]g[g,l] n S[g,[]é[g,l]m[9]> _ J[g+1]y (5[9,1]3[%1] + c[gvl]g[gJ]mBg])
Q+1]:v [q]m q+1]w [q]w
- 12 I/ I]:c I” (9.]']z
+S[Q,I] ‘? ¥
Jlotily [9] Jlot1ly C[g]y
_¢lo.1] T, Aoy Ty on [9.1']y
¢ IZ:MZ r(1,1')] 1+wy z’g 1 IZ:UZ r(1,1)] Tom (T T\ 1wy )‘z'/gH (97)
It is simpler to replace these two equations by their sum
0 =(1 +m[9]) {_(h[gﬂ] + h[g"rl])(c[g,l]'é[g,l] — slolgloTly 4 (J[l-‘rll2]z _ J[g+1]y) (slo-Dglo D) 4 loT] [q,I])}
T ol It
SR PO LRES A a e e
I’>Iz ZTII/ I/<IZ 27"[[’ g9+1
q+1]v [q]y J[q-‘rl] [q]
_(clo-1] 1 lo I, i Ao Ly Iy l9.1')y
c +c A 3 98
( ) I/E;]Z 2T I I/ 1+wy Tt ;Z 27’ I I, 1+wy () ( )
and by their difference
0= (1—ml [_(h g+1] h[q+1l)< l9.114l9.1] 4 glo.115la, I]) (Jl[qﬁlz] +Jl[q+1lv> (S[g,n@[g,f] a1 5l9. I])}
I[gi—l}l]ac [g]m Jgg-i-l]w [g]m
(9.1 _ 5lo.1) i Ao T'le % [9.1')
+(s 594) Z Z (1, 1)] 1+w1 i’g Z Z (1, 1)] 1+wz i
I’>Iz I'<Iz
gt +11]y [g]y I[g+1]yl }g]l
_(el9. D) _ gl 21 iy 12 [9.1']y
(c ¢l IZ:MZ (1, 1')] 1+wy ig IZ:GZ r(1,1)] 1+wy/\ i (99)

It is now clear that the usual block-spin RG rules based on the diagonalization of the intra-Hamiltonian in each

block (see Appendix A) are recovered if one neglects the correlations

steps : then Eq 98 simplifies into
0=

= —(hi"™ + b

—(h[191+1] + h[9+1])(c[g 1&lo. 1) _ lo.T) glo, I]) <J[g+1]aC _ J[g+1]

i

11,12

) cos(olt 4 310 + (T — T

) sin(ol9 4 glo-1)

— 0 that correspond to the future RG

) (sl9-T1gla. 1) 4 clo 1 glo.Ty

(100)
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for the sum of the two angles (Eq 30)
plo-Tl 1 glooTl = g _ 9gla.T1+ (101)
in agreement with Eq. A5 of the Appendix. Similarly, Eq. 99 simplifies into
0= —(nlgtl _plotr) (C[g,ng[g,n 4 gled] g[gﬂ) T ( il 4 Jl[glfjgy) (5[9’1]5[9’1] _ e g[gJ])
= —(hlf = By cos(@len — 1o 4 (T ) sin(lo! — glo-t) (102)
for the difference of the two angles (Eq 30)
plo-Tl _ glo Tl — g _ 9gla. 11— (103)

in agreement with Eq. A9 of the Appendix.
In summary, with respect to the block-spin RG rules of Eqs 100 and 102 based on the diagonalization of the
renormalized intra-Hamiltonian in each block that contains the isometries of bigger generations ¢’ = g+ 1,..,G — 1,

the variational optimization of the whole Tree-Tensor-State of Eqs 98 and 99 requires to take into account the

magnetizations m[lg] and the correlations C’}g]ﬁzx’y that contain the isometries of smaller generations ¢’ =0,..,g — 1.

VI. HOMOGENEOUS TREE-TENSOR-STATES FOR THE PURE DYSON MODELS

Up to now, we have considered inhomogeneous Tree-Tensor-States for disordered spin chains. In this section, we
turn to the case of pure Dyson models, where their supplementary symmetries need to be taken into account in the
Tree-Tensor description.

A. Supplementary symmetries of the pure Dyson models

When the fields h; and the couplings Jf ;, of the Dyson Hamiltonian (Eqs 12 13) are uniform
hr=h
J}ZJ/ - Ja (104)

one needs to take into account two supplementary symmetries for the choice of the isometries w9/l of Eq. 16. The
first symmetry concerns the equivalence between the various branches of the tree, so that the two angles 8971 of
Egs 19 and 20 will only depend on the generation g but not on the position I = (i1, .., 4,) anymore

glo- 1= _ glol+ (105)

The second symmetry concerns the equivalence of the two children of a given ancestor. In the parity sector P = +,
the ket of Eq. 19 is symmetric with respect to the two children for any value of the angle 19}, However in the parity

sector P = —, the ket of Eq. 20 is symmetric with respect to the two children only for the value
glal.— — T 106
: (106)

As a consequence, the number of parameters of Eq. 53 needed for the inhomogeneous Tree-Tensor-States corre-
sponding to disordered models is now reduced to the number G of generations for the homogeneous Tree-Tensor-States
corresponding to pure models

Q
L

Np}z%;ameters — 1= (107)

Q
Il
<]

The two symmetries of Eq. 105 and 106 yields that the two angles of Eq. 30 now coincide and do not depend on
the position I anymore

ool = gld) = % _ glal+ (108)



so the coeflicients of Eq. 31 reduce to
A9 = cos (¢[g1) — Zlgl
sal =g (¢[g]) — 5ld]

and the scaling factors of Eqs 35 39 45 48 simplify into

Aldle = ld]
Adly = gld]
Aldlz = el gld]
Aldlo = el gld]
B. Explicit solution for the one-point magnetizations

The magnetization now only depends on the generation g. The recursion of Eq. 64 simplifies into

mlotll = clalglal (1 4l
and the solution of Eq. 74 reduces to
g—1 g—1 g—1
mld = Z H clgla'l ] 4 H clo'lgle"]

g''=0 g'=g"" g'=0

g—1 g—1
= clo—Uglo—1] 4 plo—1lglo—tplo—2lglo—=2 . 4 H cl9'lgla’l 4 9 H cla'lgle’]
g'=1 9'=0
C. Explicit solutions for the two-point correlations
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(109)

(110)

(111)

(112)

The two-point correlations between two sites of generation G now only depend on the generation g = G — k — 1 of
their Last Common Ancestor i.e. on their corresponding distance 7, = 2 on the tree. Eqgs 65 give the values of the

correlations at distance rg = 2° = 1 as a function of the magnetization given in Eq. 112

C([g::l]lgﬁ = (cl91)2 — (slay2pple]
C([isr:l]l!; = (sl9)2 — (clohy2pmld]
C([g;r:l]lz) = mld] (113)
while Eqs 68, 69 71 correspond to the following recursions for k > 0
l[g+1]z _ 2 ~[glz
C(grkZQk“) - <C[g]) C(ngQk)
lg+1] — (slay2ld]
C(ng:y?kH) o (S[(J]) C(ikyZQk)
1]z z
(C([‘gfk]:zm) - (m[g“])Q) = (clolsloly (C([f’i:%) - (m[-"])2> (114)
The solutions of Eqs 75 77 and 79 reduce to
G-1
Glz ’ —k— —k— —k—
C([Tj:%) _ H (C[g ])2 [(C[G k 1])2 _ (S[G k 1])2m[G k 1]]
9'=G—k
G-1
Gl 4 —k— —k— —k—
C([Tji%) _ H (S[g ])2 [(S[G k 1])2 _ (C[G k 1])2m[c: k 1]}
9'=G-k
G—-1 9
O o — 2] = [ ] (@2 {m[Gku (RO (1 4 Gk } (115)

g’ =G—k
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D. Energy of the homogeneous Tree-Tensor-State and optimization of its G parameters

For the pure Dyson model of Eq. 15 where the magnetization m[®! depends only on the generation and where the
correlation depends only on the generation G' and on the distance 7, = 2, the energy of the Tree-Tensor-State of Eq.
82 becomes

gl = —26pmlCl — 26~ 12 > 2,% . (116)

k=0 a=z,y,2

while the equivalent computation of the energy at any generation g (Eq 87) reads similarly

glal — plal _ oapldlylo) _ 99—1 Z Z ka [-Zla 2 (117)

k=0a=z,y,z

in terms of the parameters (E9], hl9), Jl91%) of the renormalized Hamiltonian.

The dependence with respect to the parameter of the generation g can be obtained from the energy computed at
generation (g + 1) when the magnetization and the correlations of generation (g + 1) are written in terms of the
magnetizations and the correlations of generation g via the recursions of Eqs 111, 113 and 114

glo+1] — ploti] _ og+1plg+1],,[94+1] _ 99 Z Jlo+1] aC 9+1 _ 99 Z Z [9+1] (118)

QwQkaa (Tr41=2k+1)
a=z,y,z k=0a=z,y,z

— Blo+l) _ 99+1plo+11 ol gla) (1 1 plol) — 99 {J[gﬂ]r ((c[g])z _ (S[g])2m[g]) 4 Jlot1ly ((S[g})z _ (c[g})zm[w) n J[gmzm[g]}

— [21-we (clohy2 jlot1]e 21—y (slal)2 jlo+1ly 21—w= (clolslaly2 jlo+1l=
1 l9]= [g] E
—29" Z |: Qkwy C(gk:?f) + 9kwy C(iky:2k) + 2kw, (1 + 2m[g] + C(zk—Qk))]

The identification with Eq. 87 yields the renormalization rules for the couplings (instead of Eq. 90)

JWle = ol=wa( lal)2 jlo+1le
JWly = ol=wy (glaly2 jlo+1ly
Jlolz = gt=w=( llglaly2 jlo+1]z (119)
for the field (instead of Eq. 91)
g—1
1
plal = ocldlglal plat1] — (glahy2 jlottle _ (loly2 glottly o glotilz |1 4 gl-w= (ol gl])2 2%] (120)
k=0
and for the constant term (instead of Eq. 92)
g—1
1
gl = plet+1] _ 99 lgc[g}s[g]h[ﬁl] + (C[g])2J[g+1]w + (8[9])2J[9+1]y 4w (C[!J]S[Q])QJ[9+1]Z Z 216%] (121)
k=0

Eq 118 also gives the explicit dependence of the energy with respect to the angle ¢l9 associated to the generation g

9—9glg+l]  _— 9o—gple+1] _ h[g+1](1 + m[g]) Sin(2¢[g]) _ Jlg+1z,,[d]
_Jlo+1le (1 —ml9l) 4+ (1 + mll) cos (26191 _ Jlotily (1 —mlal) — (1 + ml9) cos(269))
2 2
g—1 ~lglz . g—1 ~lgly .
1w rE=2 1w rp=2F
—9 1w (] 4 cos(2¢9))] Sl e Z (22w¢ ) _g-lowy) COS(2¢[Q])]J[9+11yZ (22% )
k= k=0
_ [g]
g-1 mldl C g —2k)>

—2727w= gip? 2(1)9] J[gHzZ
k=0

kaz
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The optimization equation with respect to the angle ¢l9! reads

9—9¢&lg+1]

0— W = (1 mio) [<2h151) cos(2gl) 1 (111 — Jlo+1lv) sin(25)|
g—1 ~lglz . g—1 ~lgly .
. — W T rp=2F —wy rp=2F
izt |-t S ) g oo § e

k=0 k=0
g—1 lq] g]=
1+ 2ml9l + C(rkZQk)

— cos(2019)) sin(2¢l91)21—w= jlo 1z Z
k=0

Si (122)

If one neglects the contributions of the second and third lines, the first line allows to recover the usual criterion based
on the diagonalization of the intra-Hamiltonian in each block (Eq A5) for the angle (Eq 108)

209 = g _ oglal+ (123)

VII. SCALE-INVARIANT TREE-TENSOR-STATES FOR THE CRITICAL PURE DYSON MODELS

In this section, we focus on the possible critical points of pure Dyson models, where the corresponding homogeneous
Tree-Tensor-State of the last section becomes in addition scale invariant.

A. Supplementary symmetry : scale invariance

At the critical points of the pure Dyson models discussed in the previous section, the scale invariance means that
the isometries do not even depend on the generation g anymore, so that the only remaining parameter is the angle
0T or the angle

s
o=T 0" (124)

so the parameters cl9 and sl of the previous section do not depend of g anymore

s =sin(¢) (125)

B. Explicit solutions for the one-point magnetizations

The magnetization of Eq. 112 reduces to

o _ _©8 g (1—2cs 126
" 1—cs+(cs) (1—08 (126)

The dependence with respect to the generation g comes only from the finite size and from the initial condition
ml% = 41 at generation g = 0. In the thermodynamic limit g — 400, the influence of this initial condition disappears
and the asymptotic magnetization is simply

cs

[oo]  _ 127
m 1—cs ( )
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C. Explicit solutions for the two-point correlations

The two-point correlations of Eq. 115 simplify into

C([S?;k) _ (62)k 2 Szm[cfkfu)
C([fk]i%) _ (32)k $2 _ CQm[Gfkfl])
) 2
C([f;j;’“) - (m[G])2] = (0252)k {m[Gku — (cs)? (1 + m[Gfkfl]) } (128)

Again the dependence with respect to the generation G' comes only from the finite size via the magnetization
ml&=F=1] of the Last Common Ancestor. In the thermodynamic limit G — +o00 where the asymptotic magnetization
is given by Eq. 127, the two-point-correlations become simple power-laws with respect to the distance rj, = 2F

ool k 0o kelc—s)  Ag
C([m]=2’“) = (<) (02 - &’m! ]> = () l—cs 28
o o ks(s—c) A
C([m]i/?“) - (52) (82 m! }) - (82) l—cs 2Ayy
o0z 00 00 00 2 1-2 _ f4z
[C([Tklz2k) — (ml ])2} _ (Czsz)k [m[ J— (cs)? (1 +ml ]) } = (C2S2)k C?i - 65)028) = o5 (129)

where the scaling dimensions A, that govern the power-law decay with respect to the distance rj, = 2*

In |c|
A, =-—
In2
In |s|
A, =-—
Y In2
In|es|
A, =-— 130
? In2 (130)
and the amplitudes
A, = c(c—s)
1—cs
4, - s(s—c¢)
1—cs
cs(1 — 2es)
A, =—72—7+ 131
(1 —cs)? (131)
depend only on the angle ¢.
D. Scale-invariance of the renormalized Hamiltonian with the dynamical exponent z
The renormalization rules for the couplings (Egs 119) become
Jlale = gl-we 2 jlg+1]=
Jlaly = 9l-wy g2 jlg+1]y
Jlolz = glws ()2 glotllz (132)

while the renormalization rule for the field (Eq 120) reads (when the thermodynamic limit is taken in the last sum)

Blal = 9egplotll _ g2 glotlle _ .2 glo+lly 4 glg+llz |1 4 9l-w: (05)2 Z
k=0

1
2kw2

(133)
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At the critical point, the field and the couplings that do not vanish in the renormalized scale-invariant Hamiltonian
should all have the same scaling dimension given by the dynamical exponent z

Jlgla  ~ 9=z jlg+1]a
plal -~ 9=zplotl] (134)

. lgla . . .. . . . .
As a consequence, the ratios K9* = iﬂal associated to the couplings surviving in the scale-invariant renormalized

Hamiltonian should take fixed point values independent of the generation g

Jlgla
hldl

The optimization equation of Eq. 122 can be then rewritten in the thermodynamic limit g — +o00 as

Kldle — = Klottle = o (135)

o0 T . . —We 7T r.=2F —wy Qk
0 = (1+ml™)[—2cos(2¢) + (K* — K¥)sin(2¢)] + sin(2¢) |27“= K E% Kyz 2]% ~(re=2%)
k=0

00 1 4+ mlel C[OO]Z . [00] )2
—cos(2¢) sin(2¢)2*17szzZ (1 +m ) ( (ri=2k) — (m>) )

k=0

o (136)

where the magnetization m!>! of Eq. 127 and the correlations of Eq. 129 only depend on the angle ¢.

E. Critical points of the pure Dyson quantum Ising model (K® # 0 and KY = 0= K~)

Let us consider the critical points where the y-couplings and the z-couplings vanish in the scale-invariant renormal-
ized Hamiltonian. This will occur either if the y-couplings and the z-couplings already vanish in the initial condition,

i.e. if the initial condition corresponds to the pure Dyson quantum Ising model, or if their scaling dimensions in
Eq. 132 make the two ratios % converge towards zero via renormalization. Then the scale invariance with the

dynamical exponent z of Eq. 134 yields the two conditions from Eq. 132 and 133

—z _ _ol—wg 2
=g 2 ¢
. hlol N
2 = e = 2cs — s°K (137)

while the optimization equation of Eq. 136 gives the constraint

C’ —ok)

2~ W
_ T
0 = —2cos(2¢) + K*sin(2¢) |1+ ) kzzo kaz (138)
If one neglects the correlations C’([:j}j%) — 0 in this optimization equation, one recovers Eq. A5
0 = —2cos(2¢) + K*sin(2¢) (139)

based on diagonalization of the intra-Hamiltonian in each block (see Appendix A), and the properties of the corre-
sponding critical point have been discussed in Refs [42, 43] as a function of the power-law exponent w, (called o in
Refs [42, 43]).

When the correlations C [oo ] ok are not neglected, the line of critical points is parametrized by the four variables
(¢, 2, wy, K*) related by the three equations (the two Eqgs of 137 and Eq 138).

F. Critical points where K* # 0 and K" # 0 while K* =0

Let us now consider the case where both the x-coupling K* # 0 and the y-coupling K¥ # 0 survive in the
renormalized scale invariant Hamiltonian, while the z coupling vanishes K* = 0.
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Then the scale invariance with the dynamical exponent z of Eq. 134 yields the following three conditions from Eq.
132 and 133

Jlal=

—z _ _ol—wy 2
2 = 7J[g+l]:v =2 c
. Jlaly o o
2 = m =2 vs
hldl
277 = T = 265~ 2K — P KY (140)

while the optimization equation of Eq. 136 gives the constraint

— [‘X’] _ T __ 1 : : —Wg TT (TkZQk) _ o—w 1 (T’kZQk)
0 = (1+ml®)[=2cos(2¢) + (K* — KY)sin(2¢)] +sin(2¢) |27 K ;072]«% 2 yKykZ_OTM 141)

As a consequence of the two first equations of Eq. 137, the angle ¢ is now completely fixed by the difference between
the exponents w, and w,

2
2 _ S oWy —Wy

tan®(¢) = 2= 2%y (142)

Then z is fixed by the two first equations of Eq. 137, then the fixed-point values K*¥ for the x-coupling and the

y-coupling are given by the solutions of the two remaining equations, namely the third equation of 137 and Eq. 141.

VIII. CONCLUSIONS

In this paper, we have analyzed the simplest Tree-Tensor-States (T'TS) respecting the Parity and the Time-Reversal
symmetries in order to describe the ground states of Long-Ranged Quantum Spin Chains with or without disorder.

We have first focused on inhomogeneous TTS for disordered Long-Ranged spin-chains. Explicit formulas have been
given for the one-point and two-point reduced density matrices as parametrized by the magnetizations and the two-
point correlations. We have then analyzed how the total energy of the TTS depend on each parameter of the TTS
in order to obtain the optimization equations and to compare them with the traditional block-spin renormalization
procedure based on the diagonalization of some intra-block renormalized Hamiltonian.

We have then considered the pure Long-Ranged spin-chains in order to include the supplementary symmetries in
the T'TS description, both for the off-critical region where the homogeneous TTS is made of isometries that only
depend on the generation, and for critical points where the homogeneous TTS becomes scale invariant with isometries
that do not depend on the generation anymore.

Further work is needed to investigate whether the variational optimization with respect to parameters can be also
written explicitly for other types of Tensor-States based on different entanglement architectures.

Appendix A: Comparison with the isometries determined by the intra-block Hamiltonians

In this Appendix, we recall the usual block-spin RG rules based on the diagonalization of the intra-Hamiltonian
in each block in order to compare with the variational optimization of the isometries discussed in the text. The
renormalized intra-Hamiltonian associated to the block of the two children (I1,72) of generation (g + 1) having the
same ancestor I at generation g reads

L A A e (N A o (M AR VR i Pl
(A1)

1. Diagonalization in the parity sector P = +

In the parity sector O_Egl+1]zo_[lg2+1]z = +, the diagonalization of the Hamiltonian of Eq. Al

1 . 1 1 1]z 1]z 1
Hs |+4) = =™ + h5 T8 ) — U - T 1)
intra 1|z 1 1 1 1]z
HYs |——) = _(JI[?JQ] - J}le]y) |++) + (h[zg:LJr N h[Ig; = J‘HTH] ) =) (A2)
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leads to the two eigenvalues

P=+ [g+1]2 +1 +1 +1]a +1
T = g () nlg e g (gl gl (A3)
The eigenvector associated to the lowest eigenvalue e[f: l'is the kept state \nglJré]ﬂ of Eq. 19
WfTT) = cos(0 ) ) +sin(6 1) | ) (A1)

where the angle 0971F is fixed by the parameters of the renormalized intra-Hamiltonian
e

o 1 1 1z 1
VEET p gz (gl Sl
Jlotlz - glg+1ly

) = e (45)
+ +1] + +1];
\/(hIgl +hiy )+ Ui — i )?

cos(2019-11F)

2. Diagonalization in the parity sector P = —
In the parity sector Ugglﬂ]zogg;l] —, the diagonalization of the Hamiltonian of Eq. Al
zn ra 1 1 1]z 1]z 1
R =) =GR T T ) = TR T )
intra 1]x 1 1 1 1]z
HRS 1+ =~ 4 T o) () — gD+ S ) (A6)
leads to the two eigenvalues
= 1]z 1 1 e 1
A=) = s OB T TR 0

The eigenvector associated to the lowest eigenvalue e[f:,] is the kept state |¢Igl+112 ) of Eq. 20
i) = cos(@117) =) +sin(0117) |—+) (A8)

where the angle 019-1]~ is fixed by the parameters of the renormalized intra-Hamiltonian

COS(QQ[QJ]—) _ h[lglﬂl_h[]g;l]
VT Rl 4 (gl g gl

sin(20l91-) = T+ I (A9)
VT = Bl (Tl
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