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Abstract

This paper is devoted to large eddy simulations of a turbulent flow in an un-baffled stirred tank reactor with vortex effect. The work
aims at providing reference solutions regarding the hydrodynamics and the different mixing regions. Such data serve in modelling
the precipitation process that takes place in many chemical engineering applications. The numerical study is performed by the open
source TrioCFD code that employs a discontinuous front-tracking algorithm to solve the free surface at the top of the reactor. A
sufficiently converged mesh has been identified from a sensitivity analysis where a convergence at the same order of the employed
numerical scheme has been recorded. The quality of the resolved fields confirm that the performed LES is good and that the mesh
size is almost of the Taylor turbulent micro-scale order. The converged statistical fields have shown a good agreement with both the
theoretical models and the experimental measurements.

Keywords: Reactor with vortex effect (RVE); Large Eddy Simulation (LES); Wall-adapting local eddy-viscosity (WALE);
Chemical reactors; TrioCFD; Mesh sensitivity.

1. Introduction

Precipitation is an important topic that takes place in a wide
range of energy related procedures as battery recycling and ra-
dioactive waste processing. Such chemical reactions are well
known to be very fast and can lead to the formation of solid
particles. As a safety assessment, whether for the manipulation
or the transport of the product, it is critical to understand cor-
rectly the physical/chemical properties of the formed particles
and is thus classified as one of the main research themes at the
Atomic Energy Commission and alternative energies (CEA) in
France.

As detailed in [1], mixing tank reactors with an industrial
design are often considered in studies to avoid waste manipula-
tion at large scales. Baffled reactors are widely used in exper-
imental and/or numerical studies [2, 3, 4]. In such a configu-
ration, obstacles are introduced into the test vessel in order to
break the circular motion generated by the mixer. This results
in a dominant vertical fluid motion with an efficient turbulent
macro-mixing. However, attrition and accumulation zones can
build up in the reactor due to the canceling of the fluid rota-
tional movement. This situation reduces the efficiency of the
process and can lead to a major issue such as the blocking of
the impeller. For this reason, and since the nuclear industries
try to avoid accumulation zones as much as possible to facili-
tate the maintenance procedures, an un-baffled tank is modelled
in the present study. Here, the fluid is agitated by a magnetic
rod that rotates at the bottom of the reactor without the presence
of obstacles [5].

According to the work of [6] and based on the mathematical
Rankine’s combined vortex model [7], the rotational movement
of the rod creates a vortex at the free surface. This results in
a flow that can be characterized by two macro-mixing zones.
A first zone situated at the center of the reactor, described by
a vertically-downwardly oriented vortex and referred to as the
“forced vortex”. In this region, the fluid rotates as a solid body
with an angular velocity not far from that of the rod. The second
mixing zone is that between the vertical walls and the forced
vortex. It is characterized by a helicoid trajectory with an up-
ward orientation and referred to by the free vortex. Owing this
behavior, such type of a reactor is cited as a reactor with a vortex
effect (RVE). Figure 1 illustrates the presence of these vortices
from a numerical simulation obtained by [8]. To our knowl-
edge, studies devoted to RVE’s are scarcely documented in the
literature.

Precipitation reactions are known to be highly influenced by
the presence of the two zones of vortices and thus the reactor
can not be assumed as well-mixed. For that, a hydrodynamic
model is necessary used to identify the complex flow pattern
and to simulate the precipitation process. Computational fluid
dynamics (CFD) approaches have proven efficient in predicting
the local/global flow behavior when such an observation is dif-
ficult experimentally. In this paper, the numerical approach is
followed. However, the most challenging point is the choice
of a good turbulence model since performing direct numerical
simulations (DNS) for industrial applications is too expensive
and/or almost impossible.
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Figure 1: 3D iso-surfaces of the Q-criterion from [8] illustrating on the forced
and the free vortices present in the reactor.

The circular rotation of the magnetic rod makes the tan-
gential velocity component dominant and thus builds a strong
anisotropic turbulence in the domain. This is a weak point for
linear Reynolds-Averaged Navier-Stokes (RANS) models and
thus limits their use [9, 10]. Large Eddy Simulations (LES) ap-
proaches, which are based on spatially filtered Navier-Stokes
equations, have been shown to be a good alternative tool to
RANS and satisfactorily results in similar types of flows are
recorded [11, 12]. Moreover, both instantaneous and fluctuat-
ing fields are accessed with LES, in addition to the ability of
capturing the macro-instabilities that are important for the mix-
ing study. Reynolds-stress models and non-linear RANS mod-
els might also be a good candidates for this study. However,
in order not to enlarge the present work, the focus was set on
LES. The filtering of the LES considered here is implicitly in-
troduced by the mesh. This is equivalent to saying that length
scales larger than the characteristic size of the mesh are solved.
Length scales smaller than the mesh size are modelled by an
appropriate sub-grid scale (SGS) model [13].

Some results had been presented in [8] where the authors il-
lustrated the ability of the LES in reproducing the flow pattern.
Comparisons versus experimental Laser Doppler Velocimetry
(LDV) measurements of the CEA and the theoretical work of
[6] have shown a satisfactorily agreement. Moreover, they ex-
plained in [14] how the CFD predictions can be employed af-
terwards in the population balance (PB) models to identify and
describe the formation of the solid particles that form at the bot-
tom of the reactor due to the oxalic precipitation.

The objective of this work is to present reference LES data
of the considered problem with a thorough validation. More
precisely, the aim is to provide satisfactorily converged numer-
ical predictions regarding the hydrodynamics and the mixing
zones in the reactor, independently of the employed mesh. For
that, the grid sensitivity and the LES quality are thoroughly an-
alyzed. There are two main reasons behind why this study has
been performed. Firstly, providing such a reference numeri-
cal data is extremely important and interesting as far as it can

serve as a tool of validation in future works. Secondly, accu-
rate LES predictions should provide a correct hydraulics ba-
sis for an accurate knowledge of the precipitation process and
on the shape/size of the solid particles that form. The docu-
ment is organized as follows. In section two, the model is set
and the LES equations are presented. The numerical setup and
the computational tools are discussed in section three. Section
four is devoted to the mesh sensitivity analysis. Here, a suf-
ficiently converged mesh is identified. The instantaneous and
time-averaged flow patterns are presented in section five. Val-
idations versus LDV and theoretical models are the subject of
section six. Conclusions and perspectives are drawn finally in
section seven.

2. Physical and numerical model

2.1. Configuration
The geometry of the RVE modelled here is the one intro-

duced by [5] and described as a cylinder of height H and diam-
eter T (H/T ≈ 1.6). As shown in figure 2, the cylinder is open
at the top and filled with water at rest to a height Hi < H. At
the bottom-center, a magnetic rod of length D (D/T ≈ 0.47)
and diameter d (D/d ≈ 6.7) is placed. The rod rotates in the
clockwise direction with a constant rotational frequency N and
is thus responsible of the fluid movements in the domain. The
stirring Reynolds number is Res = ND2/ν ≈ 7 × 104 and thus
the flow is completely turbulent [15]. Assuming a room temper-
ature, the properties of the working fluids are presented in table
1. The interfacial surface tension coefficient σ is considered
uniform and constant; σ = 0.07 N.m−1.

Air

Water

Magnetic rod

Free opening

Hi

H

D

T

Figure 2: Schematic representation of the RVE geometry with both 3D and 2D
views.

Fluid Density Kinematic viscosity

[kg.m−3] [ m2.s−1]

Water ρw = 1000 νw = 1 ×10−6

Air ρa = 1.29 νa = 2 ×10−5

Table 1: Physical properties of the working fluids at room temperature.
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2.2. Governing equations
The flow in the RVE is governed by the conservation equa-

tions of mass and momentum. Due to the iso-thermal condi-
tion and supposing that there is no phase-change phenomenon,
solving an additional equation for energy conservation is not
required here.

Assuming no density variations in each fluid and since a
low Mach number flow is considered, the fluid is assumed in-
compressible. For simplicity, the governing equations are pre-
sented in this subsection as for a case of a single-fluid, which is
exact and holds true far from the free surface laying between
the liquid/gas fluids. However, the complete formulation of
two-phase flows is taken into account in the numerical calcu-
lations and the surface tension, density and viscosity jumps are
considered at the interface. The reader is kindly invited to refer
to [16, 17] for the complete two-phase fluid formulation with
surface tension and different properties in each phase.

The filtered LES equations read

∇ · u = 0, (1)

∂u
∂t

+ (u · ∇)u = −
1
ρ
∇P + ν∆u − ∇ · τSGS

+ F, (2)

where { a } denotes the spatial filtering operation for the re-
solved scales, while {∇,∇·,∆} denote the gradient, divergence
and Laplacian operators respectively. The velocity vector is
u = (u1, u2, u3), ρ is the density, P the pressure and ν the kine-
matic viscosity. F denotes the sum of the external forces, say
the gravitational force g = (0, 0,−9.81) for example.

τSGS denotes the SGS-stress tensor that appears from apply-
ing the filtering operation on the Navier-Stokes equation. It is
defined in terms of the tensorial product operation ⊗ as

τSGS
= u ⊗ u − u ⊗ u. (3)

With length scales smaller than the characteristic grid size, the
term τSGS is not solved and thus equation (2) is not closed. To
close the system, the Reynolds-stress tensor should be modelled
so that its effect is taken into account. In this paper, the wall-
adapting local eddy-viscosity (WALE) model is employed [18].
This model is based on an eddy-viscosity assumption and is
known to perform better than the classical model of Smagorin-
sky [19] especially near the solid boundaries, in shear layers
and laminar-turbulent transitional phases. The SGS viscosity is
therefore calculated as

νSGS = (CW∆)2 (S d : S d)3/2

(S d : S d)5/4 + (S : S )5/2
, (4)

where CW = 1/2 is the constant parameter of the WALE model.
{ : } is the tensorial contraction operator and ∆ is the character-
istic grid (filter) size taken as the cubic root of the cell volume.
S d is defined in terms of the symmetrical part of the mean strain
tensor S and its rotational part Ω as

S d = S
2

+ Ω
2
−

1
3

(S : S + Ω : Ω)I. (5)

For simplicity, the overbar symbol { a } is removed in the
following text, keeping in mind that all fields presented in the
results correspond to the solved (filtered) ones.

3. Setup and computational tools

3.1. CFD software and numerical methods
The numerical simulations are performed by the CEA open

source TrioCFD software [20, 21]. Since a two-phase flow is
considered, the physical properties of each fluid are indepen-
dently used (table 1). However, the same velocity and pressure
fields are considered for both phases. A Discontinuous Front
Tracking (DFT) method is employed to capture the free sur-
face formed between the two fluid phases. In the DFT algo-
rithm, the free surface is defined as moving connected-marker
points (Lagrangian grid), independent from the employed Eu-
lerian mesh [22]. As described in [23], the markers of the mov-
ing grid are advected by the velocity field which is interpolated
from the solution to Navier-Stokes equations computed on the
Eulerian mesh. The new marker’s positions are used to update
the phase indicator function, and thus the physical properties of
each phase; density and viscosity.

To model the effect of the magnetic stirrer on the fluid, the
Immersed Boundary Method (IBM) with a Direct Forcing (DF)
approach is used [24]. An independent Lagrangian mesh is de-
fined for this boundary, which rotates with a constant speed de-
fined as that desired for the rod. The low computational cost is
a main advantage of the DF method as the forcing term is inde-
pendent of the flow history. The effect of the moving boundary
on the fluid is applied on the fixed Cartesian nodes of the Eule-
rian mesh in the vicinity of the fluid-solid interface [25]. Prac-
tically, the effect is added as an additional penalization source
term to the momentum equation (2) and treated finally in the
fixed reference frame of the reactor.

The spatial discretization is handled by a Finite Element
Volume (VEF) discretization of second order [26]. Time march-
ing is explicitly treated and the Courant-Friedrichs-Lewy (CFL)
criterion is respected to ensure the stability of the numerical
scheme. It is important to emphasize that the stability criterion
of the convective term is dominant over the diffusive one in this
problem. The velocity-pressure coupling is treated by a pro-
jection method satisfying equation (1) at the end of each time
step. A conjugate gradient (CG) method with symmetrical-
successive over relaxation (SSOR) preconditioning is used fi-
nally to solve the elliptic pressure Poisson equation.

3.2. Meshing
From the previous calculation [8], the maximal velocity val-

ues and the significant gradients are situated in the vicinity of
the agitator and in the forced vortex formed at the central re-
gion of the tank. Thus, the mesh in these regions has been re-
fined more than that of the neighboring free vortex zone. The
volume of the reactor has been decomposed into four zones as
illustrated in figure 3. The first two zones are at the bottom and
in the center respectively where a fine mesh is required. The
third zone is defined near the walls where a fine mesh is also
considered to improve the accuracy in the near wall flow. Fi-
nally, the forth region is nothing but the remaining part of the
tank where a coarser mesh can be employed.

In order to perform a sensitivity analysis with sufficiently
converged mesh, six different unstructured tetrahedral meshes
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Complete domain

Bottom region

Central region Wall region

Basic planes of

Post-processing 

Figure 3: Schematic representation of the RVE geometry illustrating the decomposition used to generate a mesh with different spatial resolution.

have been generated, thanks to the SALOME platform [27].
The six meshes are referred to respectively as Mesh 1, 2 to 6.
Mesh 1 is the coarsest mesh while the finest is Mesh 6 and thus
considered as the reference. The overall mesh-quality (cells as-
pect ratios) is similar in all cases and a homogeneous cell distri-
bution is satisfactorily achieved. An example of the mesh qual-
ity is described for Mesh 5 in figure. Table 2 summarizes the
six mesh characteristics and the performed calculations. Here,
∆ and δ denote respectively the maximum and the minimum
size of the cell .

3.3. Initial and boundary conditions

In the previous work of [8], the fluid in the RVE was as-
sumed initially at rest (u = 0) with a flat free-surface profile.
With such an initial state, it had been figured that the flow at-
tains a quasi-steady solution with a well developed flow after
at least 90 complete rotations of the rod. In order to reduce
the computational time to achieve a well established flow, the
initial state of the RVE is considered in the present study as
follows. The velocity field is initialized as that obtained with
the previous coarse LES of [8]. Here, TrioCFD adapts the field
by interpolating/extrapolating to the employed mesh, ensuring
a divergence free condition of equation (1).

The free surface is prescribed at the initial state by a Nagata
reference profile. Its height h is defined as a function of the

radial direction r as follows
h(r) = hv +

1
2

D π2
(

2rc

D

)2

Fr
( rc

r

)2
: r ≤ rc,

h(r) = hv +
1
2

D π2
(

2rc

D

)2

Fr
[
2 −

( rc

r

)2
]

: r > rc,

(6)
where hv is the height of the vortex tip, rc is the critical ra-
dius defined as the radial position of the forced/free vortices
boundary and Fr = N2D/g is the dimensionless Froude num-
ber. Figure 5 shows the initial state of the RVE with the Nagata
free-surface vortex and the velocity vector field.

On the wall boundaries situated at the sides and the bot-
tom of the cylinder, a no-slip condition is defined. A standard
wall-law of Richardson [13] is employed to model the bound-
ary layer not resolved by the mesh. At the top opening, a free
open boundary with a fixed pressure is considered. The contact
angle of the free surface with the lateral solid boundary is fixed
all the time to 90◦. Similar to what has been observed in the
experiment, a rotational law is prescribed for the magnetic rod
so that its center of gravity follows the trajectory described in
figure 6.
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Figure 4: Aspect ratio illustrating the quality of Mesh 5. Left: 2D mid-vertical xz-plane, right-top: top open boundary, right-bottom: bottom wall boundary.

Mesh Name Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5 Mesh 6
T/∆ 29 33 38 46 57 76

T/δ 33 38 46 57 76 114

Aspect ratio 1 – 1.74 1 – 1.78 1 – 1.85 1 – 1.86 1 – 1.89 1 – 1.92

Cells number 352,450 524,503 841,976 1,581,629 3,354,943 9,506,418

MPI procs 28 28 28 56 112 364

Computational cost [ days ] 3.5 7.6 14 18 27.4 16

Average δt∗ [ ×10−3 ] 1.2 1 0.8 0.6 0.4 0.2

Maximum t∗ 177 177 177 177 177 76

Table 2: Description of the six meshes and LES configurations.

3.4. Dimensionless parameters, quasi-steadiness and statisti-
cal recordings

Numerical results presented in this document are without
dimensions. They are denoted by ∗ upper-script and calculated
as follows.

- Velocity related variables are normalized as u∗i = ui/ur,
where ur = θ̇D/2 = πND is the reference velocity of the
stirrer.

- Space related dimensionless variables are defined as r∗ =

2r/T along the radial direction, θ∗ = θ/2π along the an-
gular direction and z∗ = z/H along the vertical direction.

- The dimensionless time is considered as t∗ = Nt. This
value corresponds to the total number of complete rota-
tions performed during the calculation.

The numerical calculations have been carried out on the
OCCIGEN super-calculator of CINES (recall table 2 for the
simulations summary) [28]. In all cases, a quasi-steady state
solution has been well established at t∗ = 20 − 25 (to be com-
pared with t∗ = 85 − 90 if the RVE is at rest in its initial state).
The time averaged and the root mean square (RMS) fields are
defined for a considered quantity ϕ(x, t) respectively as

< ϕ(x, t) >t=
1

tend − tstart

∫ tend

tstart

ϕ(x, t)dt, (7)

RMS{ϕ(x, t)}t =

( 1
tend − tstart

∫ tend

tstart

(ϕ′(x, t))2dt
)1/2

. (8)

ϕ′ denotes here the fluctuating part of ϕ, centered on the mean
value, and defined as ϕ′(x, t) = ϕ(x, t)− < ϕ(x, t) >t . tstart
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Figure 5: Nagata free-surface vortex and velocity vector field illustrating the
initial state of the RVE.
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Figure 6: The trajectory followed by the rods center of gravity during the rota-
tional movement at the bottom of the reactor according to the prescribed law.

denotes the starting time of the statistical recordings, while tend
corresponds to the end of the accumulation. The value of tstart
is precised later depending on the study.

4. Sensitivity of the mesh on the quality of the calculation

4.1. Qualitative influence
First a qualitative comparison is discussed regarding the in-

fluence of the mesh on the quality of the captured free surface.
In the DFT method, the free surface is defined by a Lagrangian
grid which is independent from the employed Eulerian tetrahe-
dral mesh. However, the quality of this moving grid is depen-
dent on the local size of the Eulerian volumes hosting the free
surface. The finer the Eulerian mesh is, the finer the Lagrangian
resolution. This leads to a better capturing of the interface. This
is illustrated in figure 7 where the lower tip of the vortex is bet-
ter resolved by the finer meshes (figure 7, bottom).

Next, figure 8 illustrates the influence of the employed mesh
on the quality of the global flow pattern. The represented iso-
surfaces correspond to the instantaneous Q-criterion fields at
t∗ = 118. Comparing with figure 1 of [8], it is clearly shown
that both, the forced and the free vortices are reproduced in all
cases. From the colorbar legend which has been selected ac-
cording to the values of the vertical velocity component u∗3, it
can be noted that global flow pattern is correctly described with
all meshes. The central forced vortex convects the fluid parti-
cles from the free surface to the bottom, while the free vortices
retake the fluid upward. However, the effect of the mesh refine-
ment is obvious where the low resolution on the three coars-
est meshes is clearly shown. Qualitatively, the resolution with
Mesh 5 and Mesh 6 is almost the same.

The complexity of the flow illustrated in figure 8 makes it
necessary to qualify the LES resolution. As followed and il-
lustrated in [29], the ratio of the SGS viscosity to the kine-
matic viscosity serves as a good indicator on the quality of
the resolved LES and importance of the turbulence in the con-
figuration. In figure 9 (left to right, top to bottom), the ratio
νSGS/ν is shown for all cases by the instantaneous iso-contours
at t∗ = 118 in the two mid-vertical planes (θ∗ = 0 and 1/4).

In all cases, the iso-contours show that the highest νSGS/ν
ratios are situated in the liquid phase and along the central re-
gion of the reactor within the forced vortex, in the vicinity of
the rotating magnetic rod and at the helical rotating free vor-
tices. This behavior is rather expected as far as, by construc-
tion, the WALE SGS model is related to the macroscopic ve-
locity gradients that are significant in these regions. However,
the influence of the mesh is clearly noted where the max ratio
of νSGS/ν decreases from 300 for Mesh 1 to 30 with Mesh 6,
which is equivalent to a decrease of about 90% relative to the
reference mesh. Maximum ratios of 50 and 30 obtained with
Mesh 5 and Mesh 6 are reasonable in the framework of LES.
Greater values can indicate that the numerical resolution is not
fine enough.

Performing an LES which is implicit with respect to a mesh
means that the solution approaches the DNS one as νSGS/ν tends
to 0. In this framework, estimating the smallest Kolmogorov
length scale can serve in identifying how far the solution is from
that of the DNS. The turbulent Kolmogorov length scale is es-
timated to

ηLES = (ν3/εLES)0.25, (9)

where the instantaneous total dissipation rate is evaluated in
terms of the symmetrical part of the resolved stress tensor S
as

εLES = 2(νSGS + ν)(S i jS ji). (10)

The ratio of the employed mesh size δ to ηLES is illustrated at
t∗ = 118 by the instantaneous iso-contours in the same two
mid-vertical planes for all cases (figure 10, left to right, top
to bottom). It is clearly shown that the significant ratios are
situated in the same spatial positions as those of νSGS/ν (figure
9), and thus illustrating the strong turbulence intensity in these
regions. Although the ratio δ/ηLES decreases by moving from
the coarsest to the finest mesh, the maximum ratio 90 recorded
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Mesh 1 Mesh 2 Mesh 3

Mesh 4 Mesh 5 Mesh 6

Figure 7: Instantaneous visualization of the vortex formed at the free-surface and its corresponding Lagrangian mesh illustrating the influence of the mesh. Left to
right, top: Mesh 1, Mesh 2 and Mesh 3. Left to right, bottom: Mesh 4, Mesh 5 and Mesh 6.

0.5

0.25

0

-0.25

-0.5

Mesh 1 Mesh 2 Mesh 3

Mesh 4 Mesh 5 Mesh 6

Figure 8: Instantaneous iso-surfaces of the Q-criterion colored by the vertical velocity component u∗3 at t∗ = 118 illustrating the mesh influence on the quality of the
forced and free vortices. Left to right, top: Mesh 1, Mesh 2 and Mesh 3. Left to right, bottom: Mesh 4, Mesh 5 and Mesh 6.

with Mesh 6 explains how the reference mesh is even still far
from what is required to perform a DNS.

Further investigations on the quality of the performed LES

could be achieved by estimating the turbulence length scale of
Taylor λT. This is an intermediate length scale at which the ef-
fect of the viscosity ν on the motion of turbulent eddies is firstly
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Mesh 4 Mesh 5 Mesh 6
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Figure 9: Instantaneous iso-contours of the SGS-to-laminar viscosity ratio νSGS/ν at t∗ = 118 in the two mid-vertical planes (θ∗ = 0 and 1/4). Left to right, top:
Mesh 1, Mesh 2 and Mesh 3. Left to right, bottom: Mesh 4, Mesh 5 and Mesh 6.
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Figure 10: Instantaneous iso-contours of the estimated ratio of the employed mesh size δ to ηLES in the two mid-vertical planes (θ∗ = 0 and 1/4) at t∗ = 118. Left to
right, top: Mesh 1, Mesh 2 and Mesh 3. Left to right, bottom: Mesh 4, Mesh 5 and Mesh 6.
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Figure 11: Instantaneous iso-contours of the estimated δ/λT ratio in the two mid-vertical planes (θ∗ = 0 and 1/4) at t∗ = 118. Left to right, top: Mesh 1, Mesh 2 and
Mesh 3. Left to right, bottom: Mesh 4, Mesh 5 and Mesh 6.

noted. Length scales larger than λT are not strongly affected by
the viscosity and are generally referred to as the inertial range
(high Re numbers). Below the Taylor scale, the turbulent mo-
tions are subject to strong viscous forces and kinetic energy is
dissipated into heat. These shorter length scale motions are sit-
uated in the dissipation range situated at the end of the Kol-
mogorov power spectrum [13].

The turbulent micro-scale of Taylor is estimated in terms of
the turbulent kinetic energy K t = 1

2
∑3

i=1 u′iu
′
i as

λT = (10 K t ν/εLES)0.5. (11)

In the same planes considered previously, the ratio of the em-
ployed mesh size δ to λT is illustrated in figure 11 by the iso-
contours at t∗ = 118 (Mesh 1 to 6 from left to right, top to
bottom). Clearly, the ratio decreases with the refinement of the
mesh to reach a value of 3 starting from Mesh 5.

Such a reasonable ratio indicates that the employed mesh is
at most 3 times larger than the turbulent Taylor micro scales,
and then its quality is good. For Mesh 6, the maximum ratio is
even smaller and reads 1.5, meaning that the mesh size is almost
at the scale of the viscosity dissipation dominance. In conclu-
sion, it can be stated that the performed LES is satisfactorily
well resolved and that a reference solution is presented.

4.2. Quantitative influence

To illustrate the quantitative influence for which the solu-
tion becomes somehow independent of the employed mesh, 576

uniformly distributed probes are considered in the (r, θ, z) ref-
erence frame; 6 along the radial direction r, at 8 positions of
θ covering the whole domain and 12 along z. A 2D top-view
exhibiting the spatial positions of the probes in the horizontal
rθ-plane is illustrated in figure 12.

Figure 12: 2D top view exhibiting the spatial positions of the probes in the
horizontal rθ-plane of the RVE. Red sector illustrates the cells used to estimate
the L2 norm of a considered quantity.

For each simulation, the velocity field u = (u1, u2, u3) is
recorded on each of the 576 probes with a frequency f ( f ∗ =

f /N ≈ 172). The analysis is carried out on the statistical field
defined in equations (7) and (8) with t∗start = 25. Recall that the
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Figure 13: Evolution of the convergence relative error relative to Mesh 6. Left: time averaged field, middle: RMS field, right: time averaged field versus 1/δ in a
log scale showing the second order convergence.

reference mesh is Mesh 6, referred to it inhere by the upper-
script { ref }. For a considered variable ϕ, the L2 norm is defined
as

‖ϕ‖L2 =

 576∑
i=1

ϕ2Vi/V


1/2

, (12)

where V is the fluid’s total volume and Vi the volume of the
cell associated to the probe i, seen in 2D as a part of the red
sector sketched in figure 12. Relative to the reference mesh, a
difference quantity ξ is defined as

ξi { ϕ(x) } = ‖ϕMesh i(x) − ϕref(x)‖L2

/
‖ϕref(x)‖L2, (13)

where ϕ(x) = { < u(x, t) >t , RMS{u(x, t)}t }. The variation of
ξ1 to ξ5 is presented in figure 13 as a function of the total grid
number for both, the mean (left) and RMS (middle) quantities.

For the velocity time averaged field, the graph points how
the difference relative to Mesh 6 decreases with the mesh re-
finement. Starting with a ξ1 { < u(x, t) >t } about 18%, the
quantitative decrease show that the difference at Mesh 5 is re-
duced to about 6%. Similarly, a decrease is noted on the RMS
fields (figure 13, middle) from about 34% to 16%. However,
the rate of the variation in this case is rather slower than that
observed on the averaged field. The same observation had been
stated in [30] and is more or less an issue of single versus sec-
ond order moment convergence. Moreover, the step noted on
the profile between Mesh 2 and Mesh 3 is probably related to
the homogeneity of the mesh where it seems that the refinement
is not linear between them.

The evolution of ξi { < u(x, t) >t } versus 1/δ is shown with
a log scale in figure 13 (right). On the same figure, the second
order convergence is illustrated with a solid blue line. Clearly,
the evolution of the difference relative to Mesh 6 is of a second
order, which is coherent with the theory since a second order
scheme is used for the spatial discretization.

It is extremely important here to emphasize that the evalu-
ated quantities contains not only the difference introduced by
the mesh, but also those induced by the LES modelling and
those related to the spatial/temporal schemes errors. Moreover,
it has been figured out that the highest difference values are lo-
cated in the vicinity of the stirrer where the flow is extremely

turbulent. Much smaller values are recorded elsewhere in the
reactor. In conclusion, it can be stated that the LES solution ob-
tained with Mesh 5 are satisfactorily close to those of Mesh 6.
Unless otherwise stated, the results are presented in the sequel
from Mesh 5. The satisfactorily qualitative resolution obtained
with Mesh 6 and discussed previously regarding the viscosity
ratio, Taylor micro-scales and free-surface vortex resolution en-
hance the choice.

5. Flow pattern

In this section, the flow pattern of the RVE is presented. Re-
call that the rotational motion of the magnetic rod at the bottom
of the tank makes the tangential velocity component u2 domi-
nant in the study.

5.1. Instantaneous turbulent flow structures

The instantaneous flow structure at t∗ = 150 is firstly illus-
trated in figure 14 (top) by the different velocity components
in the mid-vertical plane (θ∗ = 0). From the iso-contours, it
can be stated that the flow is highly turbulent with a u2 domi-
nance. The highest values of u∗1 and u∗3 are situated near the rod
at the bottom and near the free-surface at the top. At the top,
the distribution is rather coherent with the shape of the vortex
formed at the free-surface. The tangential distribution is almost
symmetrical in the RVE. The axis-symmetry is confirmed by
the velocity magnitude |u|∗ iso-contours and vectors, either in
the same vertical plane (figure 14, bottom), or in two horizontal
planes situated at z∗ = 0.03 and z∗ = 0.27 (figure 15).

In addition to the vicinity of the rod, the maximal u∗2 values
are predicted around the central region of the reactor; the forced
vortex zone. The tangential velocity is zero in the reactor axis,
reduces in the free vortex zone and trend to zero at the outer
wall. A quantitative illustration is presented in figure 16 where
the time evolution of u∗2 is considered at four pair-wise symmet-
rical probes in the central region at r∗ = 0.18 (figure 16, left)
and in the free vortex region at r∗ = 0.7 (figure 16, right). The
probes are located at a height z∗ = 0.27.

The profiles show how the tangential velocity values reduce
in the free vortex, compared to those in the central zone. More-
over, the highly fluctuating profiles show that the turbulence
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intensity is not identical in the RVE and that the flow is com-
pletely unsteady.
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Figure 16: Temporal evolution of u∗2 illustrating the in-stationarity and the fluc-
tuating intensity in the RVE. Left: forced vortex region, right: free vortex zone.

5.2. Statistical fields
5.2.1. Time averaged and RMS data

In this section, the statistical fields are presented with a
t∗start = 50. The time averaged flow pattern is illustrated in fig-
ure 17 (top) by the iso-contours of all velocity components in
the mid vertical rz-plane at θ∗ = 0. A good visible symmetrical
distribution is noted on all velocity components.

The distribution of < u∗2 >t is almost uniform along the
vertical direction (figure 17, top-middle). Largest values are lo-
cated in the central region and near the rod, trend to zero when
approaching the central axis and the walls. A similar uniform
distribution with respect to z is noted on the < u∗3 >t field. Neg-
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ative vertical velocities are situated in the central region to con-
vect the fluid in the downward direction. Near the walls, the val-
ues are positive to push the fluid upward with the free vortices
(figure 17, top-right). In this cycle, < u∗1 >t plays an important
role at the top near the free-surface, and at the bottom near the
edges of the rod. This behavior is of a particular interest in the
precipitation process and in enhancing the mixing. Otherwise,
the values of the radial velocity are almost negligible (figure 17,
top-left).

The velocity magnitude < |u|∗ >t is illustrated by the iso-
contours and the vector field in the same vertical plane (figure
17, bottom) and in figure 18 for the same two horizontal planes
considered previously. As expected, the distribution is almost
the same as that of < u∗2 >t. From the horizontal distribution
and mainly in the plane situated at z∗ = 0.27, it is clearly noted
that the forced vortex occupies a non-negligible volume in the
RVE. A better illustration is provided in figure 19 from a 3D
view. Here, the vector field, the velocity stream lines and the Q-
criterion iso-surfaces are served and colored by the values u∗3.
The symmetry of the flow, the downward motion at the center
and the upward one in the far field, the forced vortex and the
free one, in addition to the orientation of the flow are all noted.

Next, the velocity fluctuations are illustrated in figure 20 by
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the RMS iso-contours in the mid-vertical rz-plane (θ∗ = 0). As
shown for all components, the significant velocity fluctuations
are situated at the bottom of the reactor near the magnetic rod
at first, and then in the vicinity of the forced vortex and near

the water/air interface at second. To the contrary, the fluctu-
ations intensity in the free vortices zone is much smaller. In
the central axis of the reactor, the recorded RMS values are not
negligible. However, since the velocity values are almost null at
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this position, it can be stated that these RMS values weakly af-
fect the flow structure. A numerical and/or physical reason can
stand behind the presence of such oscillations along the axis.
They might originate due to the turbulence and to the complete
unsteadiness of the central axis position.

As the case of the time averaged fields, the RMS fields are
also symmetrically distributed in the domain, with respect to the
central axis. This is furthermore illustrated in figure 21 for the
same horizontal planes considered previously. In all tangential
directions, the highest oscillations take place near the stirrer as
illustrated in the horizontal plane z∗ = 0.03 (figure 21, bottom).
Regarding the higher rθ-plane (figure 21, top), it is clear that
the largest oscillations are located in the forced vortex and in
the free one near the walls due to the fluid/wall interactions.
Otherwise, a quite zone with small oscillating intensity takes
place.

In the remaining part of this subsection, the quality of the
statistical data is presented in terms of numerical accuracy (stan-
dard error of the mean) and convergence. In this framework,
the analysis is carried out locally at six fixed probes situated in
the mid-vertical rz-plane (θ∗ = 0). The first three probes are
chosen vertically in the forced vortex at r∗ = 0.18 and heights
z∗ = 0.03, 0.4, 0.8, while the other three are in the free vortex
zone at r∗ = 0.7 and same heights.

5.2.2. Statistical accuracy
To define the numerical-statistical accuracy of the presented

data, the approach used in [30] is followed where the standard
error of the mean (SEM) is estimated. As detailed in [31, 32],
SEM measures the dispersion of the sample mean around that of
the population. Mathematically, the numerical-statistical accu-

racy presented here for the velocity magnitude field is estimated
as

Err(|u|) = RMS{|u|(t)}t/
√
N , (14)

where N denotes the number of independent samples and not
the total number of sampling. As stated in [33], the number
of independent samples can be easily deduced from the auto-
correlation function (ACF) which is defined for a time lag τ as

r(τ)a|u|(t) = < |u|′(t) · |u|′(t + τ) >t / < |u|′(t) · |u|′(t) >t . (15)

The ACF profiles obtained at the six probes are shown in
figure 22. It is shown that the correlation rapidly decreases in all
cases with the dimensionless time delay τ∗. At the lowest probe
of the forced vortex, the periodicity of the profile describes the
frequency at which the stirrer passes by this position.

A good quadratic polynomial is fitted around the origin and
thus plotted on the same graphs (red lines). According to the
definition of the Taylor’s time micro-scale [13], λ f is nothing
but the intersection of the inscribed fitted parabola with the time
delay axis. With the same sampling frequency considered pre-
viously in subsection 4.2, the number of correlated data is thus
fλ f .

Form this analysis, equation (14) is considered and the re-
sults are summarized in table 3. In all cases, it can be stated
the smallest turbulent time scales of Taylor are situated at the
lowest probe near the stirrer, and that they increase as the top
of the reactor is approached. In accordance with the previous
observations, the highest error value is near the extremity of the
stirrer at the lowest probe in the free vortex zone. However, in
general, the errors are very small and confirm the good quality
of the presented data.
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Probe (r∗, θ∗, z∗)
Forced vortex Free vortex

(0.18, 0, 0.03) (0.18, 0, 0.4) (0.18, 0, 0.8) (0.7, 0, 0.03) (0.7, 0, 0.4) (0.7, 0, 0.8)

Taylor λ∗f 0.13 0.4 0.9 0.16 0.23 0.63

Err(|u|∗) 3.7 × 10−3 4.7 × 10−3 2.7 × 10−3 6.5 × 10−3 1.8 × 10−3 3.4 × 10−3

Table 3: Numerical-statistical accuracy estimated from an auto-correlation analysis at six probes situated in the mid vertical rz-plane (θ = 0).

In the next part, the convergence of the statistical fields is il-
lustrated in terms of increasing the number of accumulated data
with the increasing time of the simulation. For completeness,
the analysis is presented on both, the velocity magnitude and
the pressure fields.

5.2.3. Statistical convergence
Figure 23 describes the time evolution of < |u|∗ >t and

the reduced pressure < P >t −ρgz at the six probes. The
convergence of the mean quantities is clear where a plateau
is reached in all cases by increasing the number of accumu-
lated data. However, it can be stated that the convergence of the
time-averaged quantities near the edge of the rod in the far field
(black profiles in the right-pair) is slower than in other cases;
to compare t∗ ≈ 80 with t∗ ≈ 100. This is coherent with the
previous discussion since the largest statistical error is recorded
at this position.

We take advantage from the profiles of figure 23 to provide
some quantitative information regarding the flow in the RVE.
Concerning the velocity magnitude, it is clear how the same val-
ues are almost recorded in the forced vortex (lower two probes
of figure 23, top-left). At the third probe (red profile), the val-

ues are smaller by about 85% since this probe is situated in the
air phase above the free-surface vortex. In the far field (figure
23, top-right), the values decrease gradually by moving from
the bottom to the top of the reactor. The decrease is not that im-
portant and reads about 10% at most between two consecutive
levels.

Regarding the reduced pressure, it is clear that the values are
almost identical in the forced vortex as illustrated at the lower
probes of figure 23 (bottom-left). At the higher probe which
is above the free surface, the reduced pressure is higher and
almost constant. In the far fields (figure 23, bottom-right), the
reduced pressure values increase gradually with z.

Figure 24 illustrates the local convergence of the RMS fields
where a plateau is reached in all cases. However as expected,
it can be stated that the convergence is slower than the previous
case of the mean quantities. In the far field, the convergence
at the upper two probes far away from the stirrer is the fastest.
This is illustrated by the red and blue profiles in figure 24 (right)
where the plateau is reached at t∗ ≈ 80. To the contrary, at least
t∗ ≈ 130 is required at the remaining points.

As stated previously, the largest velocity oscillations take
place near the stirrer at the lowest probes (black profiles), and
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are mostly significant near the extremity of the rod (figure 24,
top-right). The oscillations are reduced along the two higher
probes. However, their intensity decreases in the forced vortex
as the free surface is approached, while being almost of the
same order in the far field.

Similarly, the largest pressure oscillations take place at the
bottom of the tank, and that they decrease in the upper part of
the tank. In the forced zone, the RMS is zero at the highest
probe as far as a constant mean has been recorded previously
(probe situated above the free surface). In the free vortex zone,
the pressure oscillations along the higher two probes are almost
of the same importance.

6. Comparisons and LES validations

This section is devoted to the validation of the LES results.
First, comparisons versus measurements from the literature are
presented. Here, the dimensions of the free-surface vortex and
the critical radius of the forced vortex are mainly concerned.
Afterwards, the statistical data are compared versus the LDV
measurements for validations.

6.1. Free-surface vortex and forced / free vortex boundary
To illustrate the efficiency of the DFT algorithm in tracking

the free-surface, the time variation of the vortex spatial position
is considered. In figure 25, the time evolution of the maximal
recorded vortex height and the minimal one (vortex tip) is pre-
sented. Due to the turbulence, it can be clearly noted how the
maximum position is almost stable (about z∗ = 0.86), while os-
cillating in the minimal positions around z∗ = 0.52. In average,
the dimensionless height of the predicted vortex is about 0.34.
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Figure 25: Time evolution of the maximum/minimum free surface positions.

Compared to the Nagata’s theory [6], figure 26 shows both
qualitative and quantitative comparisons. Qualitatively, a 3D
visualization compares the LES vortex (red iso-surfaces) at two
time instants with a Nagata profile (black iso-surface) is shown.
Quantitatively speaking, the spatial position of the vortex in the
mid-vertical rz-plane (θ = 0) is illustrated in the right of the
figure. The red scatter corresponds to the LES at several snap-
shots, while the black solid profile is the one from Nagata. The
good agreement is clear, thanks to the DFT method.

Next, the critical radius rc is considered to validate further-
more the LES prediction. Recall rc is the boundary separating
the forced from the free vortex. According to the Rankine’s
mathematical description of the vortex [7], the tangential veloc-
ity increases linearly with the radial direction r in the zone of
forced vortex. However, the mean velocity is inversely propor-
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Figure 26: Top: 3D qualitative comparison of the LES/Nagata vortex at two
time instants, bottom: quantitative comparison in the mid-vertical rz-plane
(θ∗ = 0). LES profiles in red while Nagata’s profile in black.

tional to r in the free vortex zone. Mathematically, the behavior
is described as

< u∗2 >t= θ̇∗r∗ : r ≤ rc, (16)

< u∗2 >t= K/(r∗)n : r > rc, (17)

where θ̇ is the angular velocity defined in its dimensionless form
as θ̇∗ = T θ̇/2ur, while K is a real constant.

In figure 27, the time averaged radial profile of the tangen-
tial velocity component < u∗2 >t at z∗ = 0.4 is sketched. A
linear fit near the origin is considered on the same figure by the
dashed blue line. The coefficient obtained by the linear regres-
sion gives θ̇ = 0.987(2πN) ≈ 2πN which is very well close to
the theory according to the definition of the angular velocity.
In the free vortex zone, the fit lead to a value of n = 0.69 (see
red dashed line on the same figure). This is coherent with the
experimental value n ≈ 0.7. Due to the presence of the viscous
boundary layer near the wall, the sharp decay of the velocity
values is clearly noted at the end of the profile.

The intersection of the two fitted profiles defines the bound-
ary between the two zones and thus rc. Here, the obtained value
is r∗c ≈ 0.243 and leads to a ratio 2rc/D ≈ 0.52. To estimate the
ratio 2rc/D, Nagata and Le Lan [34] propose two correlations
respectively as

2rc/D = Res/(2.11Res − 15850), (18)

2rc/D = Res/(2.27Res − 20630). (19)

In table 4, the values obtained from the correlations, in addi-
tion to those measured experimentally at CEA Marcoule, are
summarized where a good agreement is well noted.
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Figure 27: Time averaged radial profile of the tangential velocity component
< u∗2 >t at z∗ = 0.4 employed to identify the value of the critical radius rc.
Forced vortex: dashed blue profile obtained by a linear fit near the origin, free
vortex: dashed red profile obtained by an inversely proportional fit.

LES Nagata Le Lan Experiment

2rc/D 0.52 0.53 0.51 0.48

Table 4: Comparisons of the LES prediction versus theoretical/experimental
values regarding the length of the critical radius in the RVE.

6.2. Validations versus the LDV experiment

In this part, the statistical fields are compared with the LDV
measurements from the experiment carried out at CEA Greno-
ble [8]. Time-averaged and RMS comparisons of all velocity
components are provided in vertical and/or radial profiles situ-
ated in the mid-vertical rz-plane (θ = 0). The radial profiles
are considered at three heights z∗ = 0.03, 0.28 and 0.47 for
the first and third velocity components (u1 and u3), while at
z∗ = 0.1, 0.28 and 0.47 for the tangential velocity (u2). For
u1 and u3 components, the vertical profiles are considered at at
r∗ = 0.6 and 0.8.

Figure 28 describes the comparisons regarding the radial
velocity component along the three radial profiles. Black solid
lines corresponds to the LES solution, while the LDV values
are presented with the blue symbols. The comparison is very
good and the profiles are almost superposed, specially on high-
est profiles far from the rod. Near the rod at z∗ = 0.03, the
mean solution is satisfactorily predicted, while slight variations
are noted for the RMS values. This is probably due to the sen-
sitivity of modeling the exact movement of the magnetic stirrer,
mainly for the non-dominant directions, compared to the real
case.

Similarly, a satisfactory agreement is noted on the vertical
distribution where the profiles are presented in figure 29. In
addition to the coherent profile shape, the mean < u∗1 >t values
are very well predicted. Slight variations are recorded on the
RMS values near the edge of the rod at r∗ = 0.6 for the same
reason stated previously.

For the dominant velocity component, the radial profiles of
< u∗2 >t and those of RMS{u∗2}t are considered in figure 30.
Here, the LES profiles are generally very well superposed over
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Figure 28: LES-LDV comparisons of the time-averaged radial velocity component < u∗1 >t (top) and its RMS{u∗1}t (bottom) along three radial profiles at different
heights. Left to right: z∗ = 0.03, 0.28 and 0.47 respectively.
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Figure 29: LES-LDV comparisons of the time-averaged radial velocity com-
ponent < u∗1 >t (top) and its RMS{u∗1}t (bottom) along two vertical profiles
situated at r∗ = 0.6 (left) and r∗ = 0.8 (right).

the measured ones, except at the lowest profile near the edge of
the rod (z∗ = 0.1 and r∗ = 0.6 − 0.8). At these local positions,
the LES values overestimate the PIV by about 20%, which is
also satisfactory. This justifies and confirms the convergence
observed, both statistically and spatially.

The comparison regarding the third velocity component is
finally considered in figures 31 and 32. Similarly, the profiles
match very well in general, with slight variations that take place
near the edge of the stirrer. As stated previously, the issue near
the stirrer might be originating from the fact of modelling cor-
rectly the movement. More precisely, a no-slip boundary con-
dition is prescribed at the rod without employing any wall func-
tion. Thus, the boundary layer that forms near the stirrer while
rotating is not taken into account in the present version of IBM
in TrioCFD. Another probable reason might be due to the sta-
tistical convergence of the RMS in that showed to be slow at
this position. Accumulating more fields might lead to a better
converged RMS fields and can reduce the recorded variations.
However, in conclusion, it can be stated that the LES prediction
is overall satisfactory and is very good away from the magnetic
rod.

7. Concluding remarks

In this paper, results from an LES of a turbulent flow in a re-
actor with vortex effect are presented. The TrioCFD code with
the discontinuous Front Tracking algorithm has been employed
to perform the study. The first part of the work is devoted to
the mesh sensitivity analysis where a second order convergence
was obtained in accordance with the theory. A satisfactorily
converged mesh has been identified so that the flow is not sig-
nificantly influenced furthermore by a mesh refinement, at least
regarding the time averaged quantities.

In the next part of the document, the flow pattern has been
described, both instantaneously and statistically. The hydrody-
namical activity taking place in the reactor, the formation of
the two main vortices, in addition to the main oscillating zones
have been well identified. This is a step for our future study in
modelling the precipitation chemical reactions and the mixing
phenomena that take place inside a reactor with vortex effect.
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Figure 30: LES-LDV comparisons of the time-averaged tangential velocity component < u∗2 >t (top) and its RMS{u∗2}t (bottom) along three radial profiles at
different heights. Left to right: z∗ = 0.1, 0.28 and 0.47 respectively.
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Figure 31: LES-LDV comparisons of the time-averaged axial velocity component < u∗3 >t (top) and its RMS{u∗3}t (bottom) along three radial profiles at different
heights. Left to right: z∗ = 0.03, 0.28 and 0.47 respectively.

Analysis carried out on the statistical fields has shown a good
convergence and a reasonable numerical error of the results.

Comparisons and validations of the LES data have been
considered in the third and last part of this work. Theoreti-
cal models and experimental measurements from the literature
have been employed to validate the length of the forced vor-
tex critical radius and the shape/size of the vortex formed at the
free-surface. Satisfactory agreement has been reported. More-
over, thanks to the available LDV measurements from the ex-
perimental work of CEA Grenoble that have served in validat-
ing the LES velocity predictions in the entire reactor. For both
the time-averaged and the fluctuations fields, the agreement is
satisfactory near the stirrer and very good far away.

For all these reasons and since to our knowledge no similar
converged solutions have been reported in the literature, it can

be stated that this work serves as a reference LES data. Our fu-
ture prospect is mainly the use of this converged hydrodynamic
data to model the solid particles that form from precipitation in
such types of reactors. A study on the effect of the stirrer rotat-
ing speed on the mixing phenomena is currently in progress.
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Nomenclature

CW WALE constant [-]
Res Stirring Reynolds number [-]
Fr Froude number [-]
N Number of independent samples [-]
t Time variable [s]
δt Time step [s]
λ f Taylor time micro-scale [s]
H Height of the reactor [m]
Hi Height of the interface [m]
D Length of the magnetic rod [m]
d Diameter of the magnetic rod [m]
T Diameter of the reactor [m]
∆ Characteristic cell size [m]
∆ Maximum cell size [m]
δ Minimum cell size [m]
x = (r, θ, z) Space vector [m]
rc Critical radius of forced vortex [m]
ηLES Kolmogorov length scale [m]

λT Taylor length scale [m]
P Pressure [Pa]
V Volume of the reactor [m3]
S Symmetrical strain tensor part [s−1]
Ω Rotational strain tensor part [s−1]
N Frequency of the rod’s rotation [s−1]
f Frequency of the sampling [s−1]
u = (u1, u2, u3) Velocity field [m.s−1]
σ Surface tension [N.m−1]
ρw Density of water [kg.m−3]
ρa Density of air [kg.m−3]
θ̇ Angular velocity [rad.s−1]
νw Kinematic viscosity of water [m2.s−1]
νa Kinematic viscosity of air [m2.s−1]
νSGS Sub-Grid Scale viscosity [m2.s−1]
τSGS Sub-Grid Scale stress tensor [m2.s−2]
K t Turbulent kinetic energy [m2.s−2]
εLES Total dissipation rate [m2.s−3]
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