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Abstract—As the System-on-Chip (SoC) complexity increases,
hardware/software co-design plays an important role to improve
design productivity, reduce time to market, and optimize the
overall results. Consequently, there is a high interest in providing
rapid system validation in such a paradigm to achieve the
aforementioned objectives. There exist in previous works proto-
typing techniques related to the development phase. FPGA-based
prototyping has the benefits of enabling HW/SW integration
and system validation after the Register Transfer Level (RTL)
implementation is available while virtual platforms provide
capabilities to accelerate software development with higher level
functional models, e.g. Transaction Level Modeling (TLM).

In this paper, we propose a hybrid prototyping methodology
which takes advantage of virtual and FPGA-based prototyping
in a single framework. We aim to provide a rapid and flexible
system validation solution for HW/SW co-design at various stages
of development based on the availability of TLM and RTL
implementations. The proposed methodology allows online and
offline performance analysis and debugging for early feedback
in HW/SW architecture exploration. This was evaluated in the
experiments with a neural network processor as a case study.

Index Terms—hybrid prototyping, rapid system validation,
HW/SW co-design

I. INTRODUCTION

System-on-Chip (SoC) architects nowadays are facing
greater challenges in development due to the ever-increasing
size and complexity of SoC design. Hardware architectures
and the software stacks that drive them need to be validated
together for higher productivity and reduced time to market.
Unfortunately, the traditional development process allows inte-
grating and validating hardware/software (HW/SW) only after
hardware development is finished and the first silicon samples
are available [1]. To overcome such a limitation, various
techniques in HW/SW co-design with or without hardware
models were proposed [2]. Each technique differs from the
others in terms of simulation speed, debugging capability,
HW/SW availability, etc.

For years, Field-Programmable Gate Array (FPGA) has
been targeted in physical prototyping to validate systems
based on their Register Transfer Level (RTL) implementations.
It provides accuracy and execution speed close to the real
operation. However, FPGA-based prototypes do not offer the
same level of visibility and control over the design compared
to simulation and emulation environments [3]. Furthermore,
software and hardware designs can only be deployed in FPGA
after the RTL implementations are ready.

Virtual prototyping, on the contrary, offers a simulation
environment before RTL implementations are available. It
allows SoC architects to start software development earlier,
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Fig. 1: Typical system built on a hybrid prototyping framework

thereby shortening the overall schedule. Virtual prototyping
uses SystemC/TLM [4] as the de facto standard to model sys-
tem architecture with different simulation speeds and accuracy
levels. Despite that, the performance of a virtual platform when
building simulation environments close to the real application
is impacted by the degree of the complexity of the models.

This paper presents a hybrid prototyping methodology for
rapid system validation in HW/SW co-design. It combines the
strength of virtual and FPGA-based prototyping in a single
validation framework. Figure 1 describes a typical system built
using such a methodology. Our work enables rapid HW/SW
integration and system validation in SoC development by pro-
viding prototyping solutions at various stages of development
based on the availability of TLM and RTL implementations.
As a result, SoC architects (users) are granted with an opti-
mized and flexible validation flow as well as the possibility of
incremental architecture explorations.

We propose a new method for integrating FPGA prototyping
and virtual prototyping approaches. For this purpose, both
virtual and physical prototypes are executed concurrently in
the framework and synchronized every quantum as per a
loosely timed model in TLM. A TCP-based connection is
used to allow seamless communication and flexible FPGA
implementation. As a result, the use of locally-connected and
remote FPGAs is possible within our solution. Besides the
validation results, the methodology also provides performance
analysis and debugging features which are important in valida-
tion iterations. Component statistics from virtual and physical
prototypes are accessible from a unified debugging interface.
Furthermore, this interface also enables to use breakpoints and
logic analyzers in the FPGA to perform runtime analysis.

The remainder of this paper is organized as follows. Sec-
tion II presents a review of some related works. Section III
describes the proposed system validation flow using our hybrid
prototyping solution. Section IV details the hybrid prototyping
framework and its features. Section V presents the experiments
with a case study of neural network processor validation.
Finally, Section VI presents the conclusion and perspectives.



II. RELATED WORKS

Co-simulation solutions based on virtual prototyping have
been proposed to provide system validation using Sys-
temC/TLM models. An example of a co-simulation framework
which targets multi-processors system on chip (MPSoC) is
presented in [5]. The processor is modeled in a set of In-
struction Set Simulators (ISS) that executes the SW parts of
the system while the hardware is described in SystemC. As
their model is cycle-accurate, it offers visibility close to RTL
simulation but with a very slow performance. Other works
propose to use a processor emulator such as QEMU to provide
an accurate and realistic CPU model [6, 7]. The integration
of QEMU to emulate the processors and TLM to model the
hardware modules results in a fast co-simulation method in
exchange for cycle accuracy.

Both higher performance and cycle accuracy in validation
can be obtained by integrating FPGA-based emulation [8, 9].
In [8], a C/C++ simulator models the processors and an
FPGA emulates their peripherals. This offers a high verifica-
tion accuracy and full synchronization between simulator and
FPGA thanks to its shared register communication. However,
the FPGA utilization in [8] is non-optimal due to the costly
synchronization from the C/C++ simulator every clock cycle.
The work in [9] presents a combination of different abstraction
levels to emulate the entire system in FPGA-based prototyp-
ing. Embedded microprocessors in FPGA are used to run TLM
models while RTL modules are mapped in the reconfigurable
logic arrays. The communication overhead between TLM and
RTL is reduced since they run on the same platform. However,
this solution consumes significant FPGA resources and limits
the SoC design that can be fitted inside the FPGA.

An accurate and much more rapid validation can be
achieved by FPGA-based prototyping [3]. It allows a large
number of verification cycles running at speed much closer
to real time. Despite that, FPGA prototypes lack visibility
and control over the design compared to simulation and
emulation environments. To overcome such limitations, many
works have been done to add debugging capabilities in FPGA.
Logic analyzers [10, 11] are provided by FPGA vendors to
monitor internal signals inside the FPGA in exchange for a
significant amount of memory resources. The work in [12]
presents an internal node probing methodology to dump out
signal activities from FPGAs during co-simulation. However,
this solution requires extensive modification from initial RTL
designs to integrate the probes. [13] presents a less intrusive
method using an FPGA-based trace module to monitor internal
signals and provide activity events, such as the number of
executed instructions and RAM read/write accesses.

The use of virtual prototyping complemented by FPGA
prototyping is by far showing the highest potential in system
validation. Such a combination is presented in [14–16]. The
work in [14] uses a cycle-accurate virtual platform simulator
and IPC (Inter-Process Communication) to communicate with
physical prototypes. [15] shows a platform that integrates
functional simulation and an FPGA for HW/SW verification.
HAPS [16] offers a possibility of using the cycle-accurate
virtual prototyping tool from Synopsys with TLM interface
to manipulate the hardware platform.
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Fig. 2: System validation flow provided by our hybrid prototyping
solution

Our hybrid prototyping solution is distinct from the existing
works in that it uses a loosely-timed model in the virtual plat-
form. The virtual and physical prototypes can concurrently run
and synchronize whenever a communication occurs to reduce
the overhead. We also provide a flexible implementation of the
FPGA thanks to the light TCP-based communication. Finally,
our solution supports runtime debugging and performance
analysis for both virtual and FPGA-based prototypes.

III. HW/SW VALIDATION OVERVIEW

We propose a system validation methodology for HW/SW
co-design using a hybrid prototyping framework. This method-
ology takes advantage of both virtual and FPGA-based pro-
totyping to validate HW/SW architectures. Figure 2 depicts
the validation flow provided in our framework. The proposed
framework takes as an input a platform specification which
describes the full system architecture and software stacks.
It also takes the user’s RTL design for the parts that need
to be validated as prototypes in FPGAs. As the output,
HW/SW validation results and performance statistics of each
component are generated by the framework.

The virtual platform in our framework uses the provided
specification to build the system architecture from Sys-
temC/TLM models and to include software binaries. Then,
the platform is simulated using SystemC. Meanwhile, the
specification also describes a communication wrapper which
is implemented as a HW transactor in the FPGA platform. The
wrapper and the user’s design are then synthesized together to
generate a configuration file (bitstream) for the targeted FPGA.
Afterwards, both the virtual and FPGA-based prototypes are
concurrently executed. During execution, our hybrid frame-
work allows users to debug on specific parts of execution both
in the virtual platform and FPGA using breakpoint addresses.
The detail of this feature will be explained in Section IV. The
runtime debug feature has shown to be very useful in multiple
iterations for rapid HW/SW validation.

Furthermore, the proposed framework offers not only rapid
system validation results, but also performance statistics which
can be used to find errors and optimize the system architecture.
The activity report of each component, whether they be virtual
or physical is accessible from a unified interface during valida-
tion. This interface is provided by the virtual prototyping tool
used in our framework. It allows users to extract fine-grained
component statistics from SystemC simulation for online and



offline analysis, and design statistics from the FPGA through
the communication link. This communication link is built from
the virtual platform’s interface and the wrapper added in the
FPGA. The statistics in the FPGA record the performance of
validated designs, e.g. read/write events, read/write cycles, etc.
For a more thorough offline analysis, the wrapper in the FPGA
enables internal signal monitoring and recording. The selection
process of signals should be done before the synthesis while
the recording process can be controlled by users at runtime.

The high complexity of modern SoC demands hardware and
software parts to be developed and validated together in a
condition close to the real application. The proposed hybrid
prototyping methodology is able to address this challenge. For
instance, developing a Linux driver for a new peripheral device
requires access to specific library and functions. The use of vir-
tual platform enables functional and compatibility verification
of this driver directly on the targeted operating system. The
FPGA integration in the framework allows reusing stable IPs
or incrementally adding new IPs to the architecture. As more
SoCs integrate accelerators, the proposed hybrid prototyping
framework can be an excellent tool in the development of such
a system. The presented methodology can be used throughout
development of complex systems, from the early stage where
the entire system is described only in functional models until
the final prototyping stage before manufacturing. Moreover,
most parts of the flow presented in Figure 2 are automated
and users only need to deal with providing the platform
specification and RTL design. The next section will detail our
hybrid prototyping framework and its features.

IV. HYBRID PROTOTYPING FRAMEWORK ARCHITECTURE

Firstly, we will present the virtual prototyping solution
used in this work. Then, we will detail the communication
architecture between the virtual platform and the FPGA which
enables them to simulate a common system. Finally, we
will describe some features for debugging and performance
analysis in rapid system validation provided by our framework.

A. Virtual Prototyping Tool
In this work, the virtual platform is built using VPSim [7].

VPSim is an existing tool, part of the SESAM EDA frame-
work, which is used for virtual prototyping and Design Space
Exploration (DSE). As a virtual prototyping tool, VPSim is
based on SystemC/TLM simulation. And thanks to its efficient
implementation of loosely-timed TLM models, it exhibits a
very high speed in HW/SW validation. VPSim includes a
large library of CPUs, buses and peripheral models that can be
used to build the required SoC architecture. It is also capable
of integrating third-party SystemC/TLM models and external
FMI systems as proxy components.

The strength of using VPSim lies especially in its ability to
perform dynamic configuration of the modeled platform. VP-
Sim only requires a single compilation at the beginning and is
able to dynamically instantiate the platform before simulation.
This gives a high flexibility in architecture exploration during
iterative validation scenarios. Another advantage brought by
VPSim is that it enables users to perform architecture profiling
and performance analysis. Once the simulation is launched,
it gathers each component activity and provides fine-grained
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Fig. 3: Communication between VPSim and FPGA in the Proposed
Hybrid Prototyping Framework

statistics. These statistics can be viewed either during runtime
via VPSim’s built-in debug and profiling utility or at the end
of simulation.

In this work, the VPSim’s built-in debug and profiling
utility is used as a unified interface for debugging both the
virtual platform and the FPGA. At runtime, users can halt the
entire execution and enter an interactive mode. In this mode,
performance statistics at the current time can be extracted
from each component in the validated system. Furthermore, the
debugging interface allows users to create breakpoints in the
FPGA prototype. The start and end of the signal monitoring
process are also controlled from this interface.

B. Communication between Virtual – FPGA Prototype
In addition to the rich component library offered by VPSim,

a feature that connects the virtual platform and the design
under test (DUT) in FPGAs is necessary in our framework.
From VPSim’s point of view, the DUT in FPGAs is considered
as a TLM remote target. Remote target is a proxy component
that connects VPSim to external prototyping devices, such
as RTL simulators or FPGAs. Figure 3 describes a logical
representation of the connection between VPSim and a DUT in
FPGAs. When a TLM initiator, such as a CPU, needs to access
a peripheral device or accelerator in FPGAs, it communicates
with an instantiated remote target inside VPSim. The remote
target is connected to an external remote process via a TCP
socket. Thanks to the communication using TCP socket,
connecting VPSim to a remote FPGA via Ethernet network
is also possible. The remote process then forwards read/write
accesses from the TLM initiator to the HW Transactor through
a PCIe or AXI interconnect. Finally, the HW Transactor will
perform read and write operation with the DUT based on the
access requests from TLM initiator.

In contrast with the existing works [14, 16] which directly
connect the TLM target to the HW Transactor in FPGAs, we
propose to create a remote process between them. Combined
with the TCP socket used in the communication, our frame-
work gives freedom in connecting the FPGA resources and
sharing them among users. It enables to use either locally
connected or remote FPGAs. Another reason is to allow a
utilization of multiple FPGA resources in the prototyping. As
the number of PCIe/AXI connection that a PC can provide
is limited, expensive prototyping platforms use an FPGA as
a router to the other FPGAs in the system. We provide a
possibility of using several smaller FPGAs connected to the
virtual platform. As more SoC-FPGA platforms with server-
like performance are becoming available in the market, our
solution will provide better flexibility and scalability.

The virtual platform in our proposed hybrid prototyping
framework uses a loosely-timed model for the SystemC/TLM
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Algorithm 1 VPSim – FPGA communication mechanism

procedure FPGATRANSPORT
FPGATime← getFpgaTime()
if req = READ then

readFpga()
else if req = WRITE then

writeFpga()

return (getFpgaTime()− FPGATime)

simulation. The communication between TLM initiators and
targets is therefore blocking. We apply this blocking com-
munication to the FPGA-based prototype to ensure consistent
behavior during overall validation. The execution in VPSim
and in the FPGA run in parallel over a certain duration and
perform a synchronization during the communication.

The communication mechanism between the virtual plat-
form and the FPGA is depicted in Figure 4. When using
a loosely-timed model in SystemC, the simulation of TLM
initiators and targets proceeds at every quantum. We extend
this approach for the synchronization between VPSim and
the FPGA in the proposed framework. The time spent by
the FPGA to handle the request is calculated in the VPSim
simulation time. It is extracted from the FPGA each time a
communication occurs. During a read/write request, a TLM
initiator calls b_transport on a target socket. This call
triggers a TCP request to the remote process which is located
outside of VPSim, leading to a R/W request on the FPGA
prototype. After the FPGA handles the request, it sends an
acknowledgment signal to the remote process, which will be
forwarded to the TLM target, and finally returns from the
call to b_transport. The FpgaTransport procedure in
Algorithm 1 shows how the remote process performs a R/W
request and extracts the real execution time.

The FPGA execution proceeds at every quantum, just like a
TLM module. We add a SystemC thread in VPSim to trigger a
’step’ in the FPGA and put it into a ’sleep’ mode in order to let
other threads proceed in the simulation. The FPGA execution
will continue for a quantum and will be blocked until the
next trigger is received from the SystemC thread. Hence, the
execution of VPSim and the FPGA run in parallel with each
local quantum while being synchronized to a global simulation
time. It is worth noting that the FPGA timing can be decoupled
from the rest of the system to obtain higher performance in
functional validation where time accuracy is not necessary.
C. Run-Time Performance Analysis and Debug

In contrast to RTL simulation and emulation, FPGA-based
prototyping does not offer detailed information regarding
circuit activity. Consequently, the ability to perform runtime

performance analysis and debugging is limited in FPGA-
based prototypes. Nevertheless, there are some basic features
which can be added in rapid verification or validation without
incurring a significant penalty to the validation performance.
As presented in Figure 3, the HW Transactor wraps the DUT
and supports the communication with TLM models in VPSim.
In addition to this functionality, we integrate the following
capabilities to offer higher design visibility and control in
system validation.

1) Performance Counter
Performance counters are integrated to measure the
number of read/write operations, read/write cycles,
read/write bandwidth, and access to addresses. These
counters monitor bus activities connected to the DUT
and summarize data activity into a simple statistics
report. The performance counters work throughout vali-
dation except for number of access counters which must
be controlled from the VPSim debugging interface.

2) Breakpoint Debugger
Our framework allows users to assign breakpoint ad-
dresses to the FPGA through VPSim’s interface at
runtime. When there is any activity (read or write)
to a breakpoint address, the execution in VPSim and
the FPGA will freeze at the exact moment. From this
point, users may send a command to show performance
statistics in the FPGA, and view the component states
and CPU registers, check the memory contents, etc.
in VPSim. They can also add another breakpoint and
resume the execution.

3) Logic Analyzer
The ability to precisely monitor signal activities has
proven to be compelling especially during HW valida-
tion. We include a configurable logic analyzer inside
the HW Transactor to monitor more detailed activity in
the FPGA. Selected signals in the FPGA are recorded
during prototyping. The signal selection is done inside
the HW Transactor before synthesis. To minimize hard-
ware overhead that may reduce FPGA performance, the
recorded signal activities are flushed and dumped to a
VCD file. The start and end of recording is controlled
from the debugging interface of VPSim.

V. CASE STUDY

To evaluate our hybrid prototyping methodology, we con-
sidered a case study of HW/SW validation during a SoC devel-
opment. The objective was to validate a real image processing
application which used deep neural network methodology. A
neural network IP core was built to provide high-performance
image classification in the system. Using the proposed hybrid
prototyping methodology, we performed the experiments to
validate the IP and software stacks that drive it.

A. Framework Setup
The setup was built using a PC and a remote server which

contained an FPGA resource. The PC has 8 cores of Intel i7
@ 3.4 GHz and 16 GB of DDR memory. It runs 64-bit Linux
Ubuntu 16.04 LTS as its operating system and has VPSim
installed for virtual prototyping. The remote server has 8 cores
of Intel Xeon @ 2.67 GHz and 16 GB of DDR memory. It runs
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Fig. 5: Architecture with RISC-V and PNeuro IP

64-bit Red Hat Enterprise Linux 7. In addition, the server is
connected with an FPGA prototyping platform via PCIe.

Due to availability reasons, we used the ProFPGA duo
V7 platform [17] from proDesign to provide the FPGA
resource in the server. ProFPGA duo V7 is a modular pro-
totyping platform with a possibility of integrating multiple
FPGAs and various supporting modules. In this work, we
only used a single XC7V585T FPGA module. It integrates
XC7V585T-1FFG1761 from Xilinx Virtex-7 family which
contains 582 Klogic cells, 29 Mbits of block memory, 1260
DSP slices, etc. The connection between the FPGA and the
PC server use a 4-lane PCIe Gen 2 which can offer up
to 4 GB/s theoretical bandwidth. It is worth noting that the
communication between VPSim and the FPGA is light and
generic which allows a utilization of other commercial FPGAs.
With the increasing popularity of MPSoC-FPGA platforms,
e.g. Zynq Ultrascale+, the remote server can be replaced with
such platforms by adapting the API and drivers used.

B. HW/SW Validation Environment
For this case study, we used the framework to validate the

PNeuro IP [18] and its software stacks. PNeuro is an IP devel-
oped to accelerate deep neural network (DNN) applications,
e.g. image classification. It is a neural network processor which
can be programmed with 32-bit instructions for both control
and computing. The SIMD clusters of PNeuro allows it to
perform all the operations required in DNN (convolutions,
pooling, non-linear functions, etc.) in parallel.

In a real-life scenario, accelerator such as PNeuro IP is
provisioned for machine learning tasks while the rest of
execution and system control is executed by general pur-
pose processors. In the targeted architecture, this role of
the general purpose processor is assigned to a multi-core
RISC-V processor. Figure 5 presents the hardware architecture
of the validated system. Besides the RISC-V and PNeuro,
the architecture integrates a RAM, a ROM, and a UART
controller for peripheral devices. For the software part, the
global application which accesses PNeuro is executed by the
RISC-V processor.

In the experiments, components can be allocated both in the
virtual platform and in the FPGA according to the required
accuracy and model availability. The PNeuro IP was synthe-
sized and programmed in the FPGA to validate its hardware
architecture. Meanwhile, we modeled the RISC-V processor,
memories (RAM and ROM), and UART controller in VPSim.
The image processing software that used PNeuro was also
loaded in the RAM for the validation process. The remote
target, remote process and HW Transactor (cf. Figure 3) are
represented as VPSim remote target in Figure 5. To adapt to
PNeuro’s input/output ports, the HW Transactor implements

TABLE I: Resource Utilization in the FPGA (Place-and-Route)

LUT FF BRAM

HW Transactor 2806 2956 1*
PNeuro 73716 11308 66

Overhead +3.8% +26.1% N/A
* For each 32-bit data record during 1024 cycles

the AXI4 interface. The working frequency of the design
inside FPGA is fixed at 100 MHz.

Table I presents the resource utilization in the FPGA. HW
Transactor and PNeuro IP were synthesized using Vivado
Design Suite 2018.2. The logic and register utilization of
HW transactor in FPGA are relatively constant as they do
not depend on the validated systems. They take less than 1%
of the used resource in the FPGA. When being compared
to PNeuro IP, the HW Transactor generates 3.8% overhead
in logic utilization which is relatively small. The register
overhead is 26.1% due to the resource required for storing
the configuration of event counters, breakpoint, and signal
monitoring infrastructure.

BRAMs are required in HW transactor to temporarily record
signal activities before being dumped to a VCD file. The
amount of BRAM needed in the framework is linear to the
number of signals probed and how often the data are dumped
out. We found that 1 BRAM was required to record 32-bit
data during 1024 cycles. Our framework uses 5 BRAMs at
a minimum to monitor AXI4 channels in the experiments. In
case of a larger quantum in the FPGA prototype, the amount
of used BRAMs in the HW Transactor will increase.

C. Experimental Results

In the experiments, we ran two applications on the PNeuro
IP for HW/SW validation: classification of 1 image and 8
images in parallel. The former application executed 379894
instructions while the latter executed 454153 instructions. The
higher number of instructions in the second application is
due to more image transfers between the RAM and PNeuro.
For comparison purposes, we also validated the system using
the proposed framework with a locally-connected FPGA, and
in RTL simulator Questa 10.6 by Mentor Graphics [19]. To
locally connect VPSim and the FPGA, we installed VPSim in
the remote server (cf. Section V-A).

Table II shows the comparison of validation time using the
proposed hybrid prototyping framework and a RTL simulation.
The RTL simulation only dumps the AXI4 interface signals
for minimum observation and faster execution. Even so, we
can see from the table that the proposed hybrid prototyping
methodology results in a much faster (at least 637 times) val-
idation process compared to RTL simulation. In our solution,
the use of remote FPGAs adds a small overhead compared
to local FPGAs due to the delay in Ethernet communication.
Hence, this overhead increases with communication between
VPSim and the FPGA. In these experiments, the processor
RISC-V was pooling the results from PNeuro throughout
validation which presented an unfavorable condition in the
communication. The performance comparison with other hy-
brid prototyping solutions is unavailable due to few equivalent
system-level validation results in the literature.



TABLE II: PNeuro validation time comparison

Image processing RTL
simulation

Proposed
(local FPGA)

Proposed
(remote FPGA)

1 image 2452 s 3.42 s (×717) 3.85 s (×637)
8 images (parallel) 3188 s 3.92 s (×813) 4.81 s (×662)

================= FPGA Global Statistics =================
Total execution : 4501658 cycles

# Write events : 16887
# Avg. write bandwidth : 12.01 Mb/s
# Write cycles
Typ/Avg : 5 Max : 6 Min : 5
# Read events : 54
# Avg. read bandwidth : 38.39 Kb/s
# Read cycles
Typ/Avg : 6 Max : 7 Min : 6

Fig. 6: FPGA statistics report at the end of HW/SW validation

Both VPSim and the FPGA produces performance statistics
which can be shown at runtime via VPSim debug interface
or in a report at the end of HW/SW validation. Figure 6
depicts an example of the statistics report produced for the
FPGA. The statistics in the FPGA are produced by the
performance counters in HW Transactor. It shows R/W events,
average bandwidth, and cycle required to perform a single
read/write by DUT. Similarly, VPSim also generates a report
of read/write count, instructions count, etc. from SystemC
simulation.

Another feature tested during validation is the logic analyzer
which monitors FPGA internal signals. Figure 7 presents
the output of AXI4 bus signal monitoring exported to a
waveform in gtkwave tool. As explained in Section IV, the
provided signal monitoring has a very small impact on the
validation performance. However, our current implementation
sequentially dumps signals into a file for every monitored
signal, which is not optimized. This is frequently performed
to reduce BRAM utilization which decreases validation speed.
It took 55.81 s to monitor the entire validation at a minimum
amount of BRAMs and it generated a VCD file with a size
of 434 MB. In future works, this monitoring implementation
can be improved with a scan-chain methodology presented in
[20] or statistical sampling method [21].

VI. CONCLUSIONS

We present a hybrid prototyping methodology to provide a
rapid system validation in HW/SW co-design. This method-
ology merges a fast HW/SW validation provided by virtual
prototyping with a rapid and accurate hardware verification
by FPGA. It offers the ability to validate both software and
hardware designs in various stages of SoC development, from
high-level functional description to RTL implementations. In

Fig. 7: Real-time AXI4 bus monitoring results shown in gtkwave

this work, the hybrid prototyping solution is based on VPSim
and a commercial FPGA locally or remotely connected.

The proposed solution is capable of generating performance
statistics reports from both VPSim and FPGA executions.
These statistics can be accessed in the middle or at the
end of validation iterations. In addition, we add runtime
debugging feature which uses breakpoint addresses to freeze
execution and perform a thorough analysis at runtime. For
signal monitoring in FPGA, a logic analyzer is provided for
offline analysis. In future works, we are looking forward
to increasing communication and monitoring speed, and to
add physical statistics during validation, such as dynamic
power consumption. Further measurements with High-Level
Synthesis (HLS) benchmark applications are also considered.
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