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Abstract — In the Reliability, Availability, Maintainability, and Inspectability (RAMI) engineering
approach used in nuclear fusion research, criticality identifies the failure modes that have the
greatest impact on the availability of the studied system. Criticality is expressed as the product of
the occurrence level with the severity level of failure modes. The analytical calculation shows that
this formulation is equivalent to their availability provided that the duty cycle of basic functions is
introduced to adjust the occurrence and the scales of occurrence and severity are homogeneous.

To consolidate the results obtained with a Reliability Block Diagram analysis, we performed
a probabilistic study using an advanced Monte Carlo simulation code: the Primavera® Quantitative
Schedule Risk Analysis. This method associates failure modes with conditional activities in a schedule
and provides the density distribution of failures and tornado graphs to identify the highest criticality
failures.

Statistical tests were performed for two operational systems, and we showed that the criticality
evaluated with the RAMI approach was in good agreement with the results of the other methods. Thus,
in many cases, the analytical formulas can be used during the Failure Mode, Effects, and Criticality
Analysis to quickly assess availability by using a spreadsheet.

Keywords — Criticality; availability, Reliability, Availability, Maintainability, and Inspectability; Failure

Mode, Effects, and Criticality Analysis;, Quantitative Schedule Risk Analysis.

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

Assessing the criticality of failure modes is a key point
for implementing mitigation actions to optimize the
availability of operational systems. These mitigation
actions can be complex to implement and very costly, so
it is essential to prioritize them correctly by determining the
right criticality level of each failure mode as well as
possible.

The Reliability, Availability, Maintainability, and
Inspectability (RAMI) engineering approach used in
nuclear fusion research takes place in three steps:
functional analysis (FA); Failure Mode, Effects, and

*E-mail: didier.elbeze@cea.fr

Criticality Analysis (FMECA); and Reliability Block
Diagram (RBD) analysis. The FA leads to the func-
tional breakdown of the studied system. The FMECA
identifies all the failure modes of the components
used to carry out the functions; it also evaluates the
mode failure rate and the mean time to restore the
components. Then, the RBD analysis calculates the
availability of the system’s functions. If the availabil-
ity does not meet the acceptance criteria, mitigation
actions are then considered, and a new cycle of ana-
lyses is performed until an acceptable availability is
achieved.'?

Mitigation actions focus on the most significant
failure modes according to their criticality, which are
calculated during the FMECA. Several questions occur.
Is the criticality relevant of most impacting failure modes
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on the system’s availability? How are the criticality
thresholds defined? Is the relationship among criticality,
occurrence, and severity justified?

In this paper, we compare the FMECA definition of
criticality with the analytical formulas of availability for
simplified models. Then we assess the criticality through
the availability of the failure mode produced by the RBD
analysis. Conventional RBD software was benchmarked
against an original method based on Primavera®
Quantitative Schedule Risk Analysis (QSRA) software.
Two previous RAMI analyses illustrated this study: the
cask and plug remote handling system (CPRHS) of ITER
nuclear maintenance and the WEST tokamak of the infrared
thermography diagnostic.

Il. DEFINITION AND ANALYTICAL FORMULAS

The operating time ¢ is the time interval during
which a system has to be operative or ready for opera-
tion. During the time ¢, the system may either run or
fail, up or down (Fig. 1). The mean time to failure
(MTTF) is defined as the average of uptimes during
the system operation [Table I, Eq. (2)], and the mean
time to recovery (MTTR) is defined as the average of
downtimes [Eq. (3)]. The availability 4 of a system is
defined as the ratio of the uptime over the operating
time [Eq. (4)].

For most components, the failure rate function A(¢) has
a time profile similar to a bathtub section with three
periods: the infant phase (burn-in), the young phase
(random failures), and the aging phase (wear-out).>* In

failure
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time

U,
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Fig. 1. Running cycle of system. The term U; is the
uptime when the system is operational, and D; is the
downtime when the system is out.

TABLE I
Basic Formulas of Reliability Variables
1 1 n
Operating time (=S (Ui + D)) )
1
Mean time to 1<
failure MTTF = n Z Ui @
1
Mean time to 1<
recovery MTTR = 21: D; (©)
Availability A= U MTTF @
" S (Ui +D;)  MTTF + MTTR
Reliability R(t) =e™ (%)
1
. __ 6
Failure rate MTITF (6)
Recovery rate
= 7
H 7 MTTR )

general, the operational systems studied are in the second
phase, which corresponds to its useful life. Their reliability
then has an exponential distribution [Eq. (5)] with an
almost constant failure rate A. In this case, the failure rate
is expressed by the inverse of the MTTF [Eq. (6)].
Similarly, the recovery rate p can be defined as the inverse
of the MTTR [Eq. (7)]. Table I gives a synthetic view of
these definitions.

Complex systems are broken down into
subsystems to be analyzed. Since the subsystems
may not be used for the entire operating period, the
duty cycle (DC) of subsystems is then defined as the
ratio of the subsystem operating time to the total
operating time [Table II, Eq. (8)]. In this case, we
introduced the effective failure rate A* for taking into
account the DC [Egs. (9) and (10)].

Assuming that the failure rate is constant and small
compared to 1/¢, Table III shows the analytical formulas
used to calculate the system availability when subsystems
are in series or in parallel.

To simplify the availability formulation [Table
III, Eq. (20)], we introduced the normalized expectation
of recovery times Er as the expected value of the

TABLE 11

Taking into Account the DC of Subsystems

Operating Time, ¢

Time of Use, ¢ Duty Cycle

Reliability Effective Failure Rate

Subsystem, i DC, li )

Ri(z‘) = eikiDCf! (9) }\,;F = 7\,,’DC,‘ (10)
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TABLE III
Formulas of Availability Variables for Various Subsystem Arrangements
n Identical Subsystems in
Parallel, j Needed,
A; = constant and A;z << 1 Subsystems in Series Subsystems in Parallel k=n—j+1
Failure rate hs =D A7 an A 2K
Z )‘H = Z “iH — (14) 7“\\1\'/" =k " — (17)
Wi k ) k-1
Recovery rate 2N a2 | M= Pt (I5) | Wygsm = ku (18)
s 7\'1*
M .
Recovery expectation A A Y
Ery=> —+ 13) | Erp=]] =+ 16 = -
§ W, 3 | En =11y 1O Erye (k) e (1)
S | |
Availability 4— = (20)
1+ /“ 1+ Er

subsystem’s recovery time normalized to the operating
time [Eq. (21)]. For subsystems in series, the expected
value of recovery times is

_ ! = l — oMt .
Er = E(MTTR) = tz (1 — e ™™)MTTR;

=~ Z LMTTR,; . (21)
When Er is also small compared to 1, the normalized
expectation of recovery times is approximately equal to
the unavailability UA:
UA=1—-A=E,. (22)
Even though A* - ¢ and Er are not negligible compared to
1, analytically calculated availability remains a good esti-
mate of actual availability. In conclusion, criticality of
failure modes can be gauged by the product A*;,- MTTR,.
We can also notice that the analytical calculation is
a good way to quickly assess the system’s availability
during the FMECA by using a simple spreadsheet.

[Il. CRITICALITY AND AVAILABILITY

During the FMECA, failure rates and recovery times are
evaluated for each failure mode. The failure rate determines
the occurrence level O on a scale from 1, i.e., improbable, to
5, i.e., very frequent. And the recovery time determines the
severity level S on a scale from 1, i.e., minor effect failure, to
5 or 6, i.e., catastrophic effect failure. The criticality of failure
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modes is then defined as the product of the occurrence and
severity (or, sometimes, the square of severity):

C=0xSorC=0x5. (23)
This product is equivalent to the formulation of the
normalized expectation of recovery times A;- MTTR,,
which is another assessment of the criticality of failure
modes. The occurrence scale is often logarithmic whereas
that of severity is not.® This is why criticality is
sometimes a function of the square of severity. If the
occurrence and the severity had an equivalent logarithmic
scale, the criticality could be written as the sum of the
occurrence and the severity:

O = log()\;) + const.

(24)
S = log(MTTR;) + const.

}C—O+S.

To illustrate this point, we used the RAMI data from
a study conducted for ITER nuclear maintenance: the
CPRHS (Refs. 5 and 7). In Fig. 2, criticality charts (the
occurrence as a function of the severity of failure modes)
are compared to the diagram of unavailability as
a function of criticality. In Figs. 2al and 2bl, as DCs
are very different, there are great discrepancies between
unavailability and criticality; most failure modes are not
well positioned on the chart. Using the effective failure
rate A,* [Table 11, Eq. (10)], which takes into account the
DC, the unavailability is an increasing function of the
criticality (Fig. 2a2), and the failure modes on the chart
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Fig. 2. (a) Unavailability of failure modes versus criticality. (b) Criticality chart. (1) Occurrence level without DC. (2)
O*: occurrence level including the DC. (3) S*: severity level with a logarithmic scale. According to their availability,
failures are classified into three groups: major, minor, and intermediate.

are in the correct area (Fig. 2b2). In addition, if we
change the severity scale for a logarithmic one (this was
already the case for the occurrence), the unavailability
points are aligned for criticality defined as the sum of
occurrence and severity (Fig. 2a3). In this case, the
boundaries of failure mode classes are straight lines on
the criticality chart (Fig. 2b3).

The limits of failure mode boundaries are deter-
mined based on the objective of system availability.
This is why these limits depend on the scales of occur-
rence and severity.

IV. QUANTITATIVE SCHEDULE RISK ANALYSIS

One of the goals of the CPRHS study was to
estimate the mean duration of this maintenance

@ANS

operation when the failure risks are taken into
account. Without failure, this duration was estab-
lished as 321 h. The RAMI approach calculated that
the mean duration of the operation with failure events
increased to 1464 h and, after mitigation actions, to
374 h (Refs. 5 and 7).

Maintenance operations were broken down into
sequences that can be included in a time schedule.
Therefore, Primavera QSRA was used to calculate the
reliability and the availability of CPRHS functions
and to compare them to the classical RBD results.

The failure modes of components were identified
for each CPRHS sequence. In the schedule, the
sequences appear as standard activities with fixed dura-
tions, while the failure modes associated with the
sequence appear as conditional activities (Fig. 3). The
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0- CPRHS

1 - To installremove EPP remotely (Y, CC, PPTF)

1.1 - To dockiundock CPRHS to port (v, CC, PPTF, CPA)

1.1.1 - Totransfer CES from#o CTS toffrom docking station s..
CTS Lifting System - Energy supply: electrical linear actusto...
CTS Lifting System - Mechanical break of the lifting system
CTS Lifting System - Piloting organs failure

CDSS Structure - Mechanical failure

CES FLOOR PASSIVE SUPPORT - Mechanical failure (actuator)
CES FLOOR PASSIVE SUPPORT - piloting organs failure

CTS Lifting System - Energy supply: electrical linear actusto...
CTS Lifting System - Mechanical break of the lifting system
CTS Lifting System - Piloting organs failure

CDSS Structure - Mechanical failure

CES FLOOR PASSIVE SUPPORT - Mechanical failure (actuator)
CES FLOOR PASSIVE SUPPORT - piloting organs failure

1.1.2 - To pushipull CES toifrom port location

Fig. 3. Gantt chart of failure modes for the CPRHS. Failures are represented by conditional activities whose probability of
existence is a function of the failure rate and the DC while its duration is equal to the MTTR.

probability Pr of the activity existence is determined
by the reliability of the failure mode FM; [Eq. (25)],
while its duration is equal to the recovery time MTTR;:

Pr(FM;) = 1 — R;(DCjt) = 1 — e PG (25)

Using a Monte Carlo method, the Primavera QSRA
provides the duration distribution of downtimes,” which
allows the calculation of RAMI variables:

1. the failure rate (equal to the probability that no
failure will occur)

2. the mean time to recover (equal to the average
downtime)

3. the availability (function of the expected value
of downtimes).

The Primavera QSRA also provides the duration
cruciality of activities that is equivalent to the criticality
of failure modes (Fig. 4). The duration cruciality is the
correlation between the duration of the activity and the
duration of the whole project.

Table IV shows that RAMI variables are in a good
agreement for the three methods of calculation: RBD,
analytical, and Primavera QSRA.

As a confirmation, we applied  the
Primavera QSRA method for another RAMI study:
the WEST infrared thermography diagnostic. The diag-
nostic is part of the WEST tokamak protection system,
which controls the power load on the plasma-facing
components. Mitigation actions led to a design modifi-
cation that improved system availability.® For an opera-
tion time of 8 months (5760 h), the Primavera QSRA

FUSION SCIENCE AND TECHNOLOGY - VOLUME 75 - JULY 2019

Duration Cruciality — Entire Plan — All tasks

0-CPRHS | 14%
1- Toinstall/remove EPP remot... NN 13%
1.1 - To dock/undock CPRHS to... [N 12%
1.1.2 - To push/pull CES to/from... [N 8%
1.1.1 - To transfer CES fronvto ... [N 6%
2 - To travel & to transport [N 6%
1.1.5 - To connect/disconnect C... [N 6%
2.2.1 - To transfer CES from/to ... 4%
2.2 - To transit in Cargo Lift (CL) [N 4%
1.1.3 - To connect/disconnect C... [N 4%
2.1 - To travel in tokamak building [N 4%
2.1.1 - To drive CPRHS from/to ... 4%
2.3 - To travel in Hot Cell (HC) b... 3%
2.3.1 - To drive CPRHS to/from ... [IM3%
1.2 - To remote handle EPP [l 2%

Fig. 4. Tornado graph of the duration cruciality of the
main functions of the CPRHS (before mitigation
actions).

provides the probability distributions for the two cases:
before the mitigation actions and after the mitigation
actions (Fig. 5). Here again, the RAMI variables are
very similar for the three methods (Table V).

V. CONCLUSION

Using two concrete examples, an ITER maintenance
system and a WEST diagnostic, three methods were
compared to assess criticality: RBD analysis,
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TABLE IV

Comparison of RAMI Variables of CPRHS Resulting from RBD
Analysis (Stationary Values), Analytical Calculation, and Primavera QSRA

Duration Without Initial Values Expected Values

Failure = 321 h RBD Analytic Primavera QSRA RBD Analytic Primavera QSRA
Reliability 14.1% 14.0% 14.4% 70.6% 70.6% 70.6%
Availability 21.8% 21.6% 21.9% 85.8% 85.8% 86.0%
Mean time of operation 1471 h 1487 h 1464 h 374 h 374 h 374 h

100% =
i nitial values

80%

40%

Probability Distribution

20%

0% ".'.‘.".
0

200

'.—0"“0""0’"'0"'0'

st Expected valsu_es' ) ¢

Mitigation actions

400 800 1,200 1,600 4,000 7,000 10,000 13,000

Downtime (h)

Fig. 5. Probability distribution of downtimes for 8
months of operation (5760 h) obtained by Primavera
QSRA for the infrared thermography diagnostic.

Primavera QSRA, and analytical formulas. In all three
cases, the results are very similar.

The analytical formulas showed that as a first
approximation, the criticality defined by FMECA is the
expression of the availability of failure modes. The
FMECA criticality is therefore a good measure of the
failures that have the greatest impact on the system avail-
ability. Furthermore, analytic formulas can also be used
to quickly evaluate RAMI variables during the FMECA.

Besides the RBD analysis, the Primavera QSRA is
another way of calculating RAMI variables. For this, the
failure modes are associated with conditional activities
whose probability of existence and duration are deter-
mined by the failure rate and the mean time to restore,
respectively. The Primavera QSRA is an original method
to identify the most critical failure modes and to calculate
the availability of functions.

TABLE V

Comparison of the Availability of Infrared Diagnostic Functions Before and After Mitigation
Actions Resulting from RBD Analysis, Analytical Calculation, and Primavera QSRA

Function Initial Availability Expected Availability

Identifier RBD Analytic Primavera QSRA RBD Analytic Primavera QSRA
0 41.9% 39.6% 39.6% 91.0% 90.4% 90.3%
1 46.5% 44.0% 43.9% 94.5% 94.9% 94.9%
1.1 62.4% 58.2% 58.2% 98.4% 98.5% 98.5%
1.2 77.5% 72.9% 79.0% 97.9% 97.2% 97.9%
1.3 92.2% 89.3% 92.1% 99.8% 99.7% 99.8%
1.4 94.2% 93.8% 95.3% 99.3% 99.3% 99.4%
2 90.8% 86.7% 90.1% 99.8% 99.7% 99.8%
2.1 95.6% 93.8% 95.5% 99.8% 99.8% 99.8%
22 100% 100% 100% 100% 100% 100%
23 95.1% 91.9% 94.1% 100% 100% 100%
3 91.5% 91.3% 93.6% 95.4% 95.2% 96.5%
3.1 98.7% 98.7% 99.1% 98.6% 98.7% 99.1%
32 96.4% 96.1% 97.2% 98.6% 98.7% 99.1%
3.3 96.4% 96.1% 97.2% 98.4% 98.7% 99.1%
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