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ABSTRACT

Advanced fully site-specific seismic hazard assesgrmethods need two main elements. They needdiirst
accurate estimation of the local amplification. mhehey need a reliable “reference” ground motibtha base

of the soil column. In order to make progress talvsite-specific applications in low-to-moderatessacity
context, the CASHIMA (Cadarache seismic hazard gmateed _multidisciplinary _assessment) program
coordinated numerous research actions since 20@5.pkper is a synthesis of the achieved worksfoAshe
local amplification estimation, we conclude thattbeimulations and empirical measurements are ntanda
empirical measurements are required to “calibréte” simulations. Conversely, simulations are maorgatio
extrapolate the amplification estimates beyond ghismic scenarios previously recorded by instruatemnt.
The definition of the hard-rock ground motion igritical part of the fully site-specific seismic Zzad study.
Indeed, the current Ground Motion Prediction Equeti (GMPES) are poorly constrained for hard-rotkssi
The standard procedure is to adjust the GMPEs frahost to the target site conditions by applhsoecalled
Vsx adjustments. In such approach, the most critiaedimeter is the “target” sitq. In low-seismicity areas, the
collection of a sufficient number of records isfidifilt. Moreover, thec, physical bases are not fully understood.
An alternative approach, that does not yg@nd that involves a correction of the local anigdifion at each
accelerometric site, was developed on a subsethefKik-net database. The results showed significant
differences with respect to the standard host4tgetaapproaches. In conclusion, as soon as thegeshPES
will be developed to allow the definition of corteist hard-rock ground motion, including datasetscHjt to
European context, we estimate that fully site-djeseismic hazard study can be applied in low-tderate
seismicity area.

Keywords: Cashima program; Site specific seismizand assessment; Host-to-target adjustments; site
amplification empirical methods; surface-wave-basezthods.

1. INTRODUCTION

The CASHIMA (Cadarache seismic hazard integratedtidmciplinary assessment) program was
launched in 2005 by the CEA (Alternative Energiad &tomic Energy French Commission, Saint-
Paul-lez-Durance, France) and ILL (Laue-Langevistitate, Grenoble, France), then joined by the
ITER (International Thermonuclear Experimental RegcOrganization. This research program was
partly motivated by a request from the ASN (FreNcitlear Regulation Authority) that initially asked
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for the future realization of a site-effect assemsinfor the Cadarache research Center facilitiased

on 3D numerical computations. On the long ternms fhiogram was then conducted in cooperation
with the SIGMA (Selsmic Ground Motion Assessment)jgoam. Similarly, some works initiated by
the CASHIMA and SIGMA programs was finalized undiee SINAPS@ (Earthquake and Nuclear
Facilities: Ensuring Safety and Sustaining) program

Although the CASHIMA program also includes a wodckage devoted to the seismotectonic studies
of the Provence region, its main objective is timpriovement of practices for site-specific seismic
hazard studies. Albeit the initial request from &8N only mentioned 3D numerical simulations, it
appeared obvious that the improvement of 3D modedipproaches was not the only thematic that
should be addressed within the perspective oftielisite-specific seismic hazard studies.

Taking into account the local site response withseismic hazard assessment study can be achieved
following different approaches. The simplest genenethods only use single site proxies\ag,
values or soil classes. However, these methodsnmiagapture the whole features of local conditions.
The most advanced, fully site-specific, methoddieitly account for the local site amplification @n
are preferable for the design of critical facikti@ hese last methods need two fundamental elements
First, they need an accurate estimation of thellagaplification. Second, they need a reliable
“reference” ground motion as the input motion & bfase of the soil column (i.e., which is specifica
defined for the local bedrock condition, often asetisg in hard rock characterized Wy3>1500 m/s).

As for the estimation of local amplification, twoain groups of approaches could be involved: the
numerical ones and the empirical ones. The sinmrdadf ground motion within complex geometry
implies the use of 2D or 3D numerical tools. Thigestions the robustness of such tools, their
capabilities to compute ground motion up to higegfrencies, as well as the availability of the
geophysical 3D description of the geological medaina sufficient resolution and reliability. These
problems are even more important when the rheabgion-linearity of soil has to be taking into
account within simulations. The empirical evaluataf local amplification, that is to say the use of
local seismological instrumentation, questions ‘fieeordability” of a sufficient number of seismic
events, especially in low-to-moderate seismicigaar

As for the estimation input ground motion, the digéfon of “reference” hard-rock ground motion is a
critical part of the fully site-specific seismiczsad study and faces other issues. Indeed, therdurr
Ground Motion Prediction Equations (GMPES) are pooonstrained for hard-rock site conditions
due to the lack of accelerometric stations instiab® such geological conditions. The nowadays
standard procedure is to adjust the GMPEs fromhtt&t to the target site conditions (e.g., from
standard-rock to hard-rock) by applying so-caldd x adjustments. In such approach, the most
critical parameter to determine is thgparameter of the “target” (studied) site that Aasrong impact
on the estimated high-frequency ground motion leViis needs recordings of a sufficiently large
number of events with satisfactory signal-to-na@o up to high frequencies. On the other hand, in
low-seismicity areas, the collection of a suffitierumber of good-quality records can be more
difficult. Moreover, and independently to the diffity of assessing, parameter, the physical basis of
thex, parameter are not fully understood and the cufiergt-to-target” approaches have been shown
to be questionable. The limited understanding anoimena that influence high frequency content of
accelerometric records, as well as the usual pabiability of the metadata characterizing
accelerometric stations, could also questigrsased approaches. These overall difficulties ikeldb
standardVs x adjustments may justify the proposition of altéiveapproaches to determine hard-
rock “reference” ground motion.

In a transverse way, the availability of relialdéfprdable and recognized characterization methods
estimate site parameters suchvag or more generally/s profiles at “both sides” of the site-specific
seismic hazard chain (that is to say, for the tasge but also for sites where accelerometridcstat
used to derive GMPEs are installed) is also an rapotopic.

These different issues were addressed within gmadwork of the CASHIMA project, particularly in
the context of international benchmark-like exersiknown as E2VP, Prenolin or InterPacific
projects. The main conclusions of those works amarsarized in this paper.



2. SITE CHARACTERIZATION OPTIMIZATION AND INTERPACI  FIC PROJECT

The shear wave velocity is the predominant paran@teground motion amplification phenomena.
The Vs distribution knowledge is needed to build a rdiabkelocity model that will then be used in
numerical simulations of seismic wave propagatidre sites concerned by thg characterization are
the locations of the constructions or industriatatiations but also the sites of implantation foé t
seismological stations. Traditionally, the methaded to characteri2és (downhole or crosshole) are
invasive measurements, which require one or morehodes. These invasive measures are considered
as the norm and are therefore frequently used,itbig important to note that their high cost
considerably hampers their use in low budget ptsjedo parallel, non-invasive methods based on
surface wave analysis have gradually emerged. Tlagg two major advantages: (1) to obtain the
required recordings, the temporary networks ardoged quickly, without any environmental impact
on the studied site; (2) the total cost that a imasive measurement is less than the cost of an
invasive measure. Consequently, from a practicdl lagistical point of view, only non-invasive
methods can really be envisaged for “massive” ahtarization actions of accelerometric networks.
On the other hand, these new methods have cerisaah\éntages: (1) the analysis techniques are
numerous; (2) the non-uniqueness of the solutidbmsversions creates difficulties; (3) the reswén
sometimes be interpreted differently depending &e ftoint of view. Legitimately, these
disadvantages generate questions and doubts arsergy u

In recent years, an effort by the geotechnical aatmological communities has consisted of
improving measurement protocols, practices andyaaal In particular, the InterPacific project (ate
comparison of methods for site parameter and vglgedfile characterization, Garofalo et al. 2016a;
Garofalo et al. 2016b; Foti et al. 2017) aimed:

(1) To better appreciate the uncertainties anchirai and inter-method differences. In the case of
intra-method uncertainty analysis for non-invasiweasures (Garofalo et al. 2016a), this involved
many teams working on the same datasets as pah ofternational benchmark. In the case of
invasive measurements, this has involved the cdiopleof several types of geophysical
measurements (crosshole, downhole and PSSL) by 8 diferent companies on the same sites
(Garofalo et al. 2016b).

(2) The development of a good practice guide ofaserwave based non-invasive measurements, in
order to minimize future risks of misapplicationdamisinterpretation (Foti et al. 2017). This guide
also serves to transfer knowledge from the acadevoitd to geophysical and geotechnical design
offices.

(3) More broadly, to improve credibility and accaptity of non-invasive measures.

The project involved the choice of three test-sitéh different soil features: soft soil (Mirandadéte,
Italy); stiff soil (Grenoble, France); and hardkaite (Cadarache site, France).

2.1 Intra-comparison of non-invasive methods basedsurface wave analysis

This exercise was conducted by 14 teams of exfdeatsh team received the same set of experimental
data, which consisted of surface wave recordingegged both in active and passive on each of the 3
sites. Each team was free to choose its strategxttact the surface wave dispersion curve and the
corresponding/s profile (from which theVszo proxy is estimated). Although the teams have amose
different approaches, the dispersion curves obdaame very consistent across all the participants a
for the three sites (Garofalo et al. 2016a). AsMeprofiles, a certain variability appears between th
results of the different teams, especially whenamajratigraphic interfaces are involved along the
determined profiles. This variability on the estima of Vs profiles is proportional to the
heterogeneity of the medium and comes from the umigueness of the inversion solutions.
Regarding theVsz, proxy, this parameter requires less precision lmexdt is an averaged value.
Garofalo et al. (2016a) observe that its estimsitdhérefore less impacted by the non-uniqueness of
the solutions, and the values obtained are quitdagi between the different teams.



2.2 Inter-comparison of results obtained by invasiand non-invasive methods

Garofalo et al. (2016b) studied the reliabilitysokition and variability obtained froids profile
estimation between invasive and non-invasive methéwr each of the 3 sites and in the same
boreholes, several participants made and integbreteasive measurements ®% but also ofV,
(compression wave velocity). In parallel, particimanalysed and inversed a common set of non-
invasive measurements of surface waves, on whigh ¢buld apply the procedure of their choice. In
general, the invasive methods practiced with d#fiérmethods (crosshole, downhole, PSSL) and
different geophysical societies have produced @ingly large differences compared to the initial
expectation. The only velocity profile very largadutside the values of the other profiles (invasive
and non-invasive methods combined) was obtaineld avilownhole measurement performed by one
of the involved companies. Conversely, the nongiweamethods produced surprisingly less dispersed
Vs profiles compared to the initial expected (thispdirsion remains, however, for a given depth,
greater than those of the profiles obtained by siwea methods). See Figure 1 for a comparative
summary on three sites studied. The most impoddfgrences between invasive and non-invasive
methods occur on the resolution of thin layers aradked contrasts, for which invasive methods are
more efficient. However, a fairly similar level ghriability is obtained on the estimation of the
profile, which underlines the need to take intocact this uncertainty in the estimation of the site
response. Th¥szyproxy estimates are very comparable, whether ofthby invasive or non-invasive
methods, with a standard deviation even overalklofer non-invasive methods, which confirms that
the highest resolution provided by invasive methads not useful for estimating this parameter
corresponding to a harmonic mean over the firgngers.

2.3 Good practice guidelines for surface wave arsady

Good practice guidelines were produced at the étldeolnterPacific project (Foti et al. 2017). Thes
guidelines emphasizes that the complexity of therpretation process and the variety of possible
approaches to surface wave analysis make it vefficudi to establish a unique ‘recipe”. The
guidelines provide practical information on the @is@lion and analysis of surface wave data, giving
some basic principles and specific suggestionthisomost common situations. It is primarily intedde
for non-expert users using surface wave measursmbat may be useful to field specialists as a
general reference. The guidelines are based oextierience gained from the InterPacific project and
the expertise of its participants in the acquisitimd analysis of surface wave data.
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Figure 1. Comparison of non-invasive methods amdsive methods including crosshole, downhole arfLPS
for all the three sites involved within the Intecii@ project: Mirandola (MIR; a and b), GrenobIBRE; c), and
Cadarache (CAD; d). From Garofalo et al. (2016b).
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3. "REFERENCE MOTION” DETERMINATION
3.1 Some example of features that could bigsestimations

The standard procedures to adjust GMPEs from “statidock conditions to “hard rock” conditions
use the so-calledVsx adjustments”. The assumed physic underling the afse parameter is
attenuation features beneath the studied site. WiHiemttenuation is low (assumed to be the case fo
hard rock), then seismic motions are be rich imHigquency content and theparameter is low.
Indeed, this is a fact that the most rigid sitedistically produce statistically the recordingghwihe
higher amount of high frequency content. Howeueis feature is not only explained by a “lack” of
attenuation (assumed to be the only phenomenonnviitle “usualc explanation”) but also by local
amplifications generated but softer and thin layiest induce resonances at high frequency. This
phenomenon is actually very usual for stationstkxtan free-field due to the presence of weathered
layers. Figure 2 shows an example of amplificatibarcterising rock accelerometric stations from the
RAP (French accelerometric network) (HollenderlgtZz®17). Significant amplifications are shown at
high frequency, explained only by local amplificati Beyond the physical explanation of high
frequency content of such stations, this featurestjons the accuracy of parameter for such
situations that are the most recurrent in databa3tser examples of phenomena that may bias the
high frequency content of recordings, such as lotumental setup choice or the installation dept
of sensors, are illustrated in Hollender et al1@0
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Figure 2. Example of 1D transfer functions compuisithg theVs profiles inferred from surface-wave inversion
for 3 stations form the RAP (French acceleromatetwork). For each station, 33 1DTF were computsdgu
33 different profiles that aim to account & profile uncertainties (grey lines), as well as iheans and
standard deviation of these (red line). All stasi@how high-frequency amplification due to shalknfter
(weather) layers. The frequency identified by theeg vertical line is the one above which amplifma> 1.5.
From Hollender et al. (2017).

3.2 “Deconvolved” GMPE: an alternate approach totgeard rock motion (Laurendeau et al. 2017)

In order to explore possible approaches that didneedVsx adjustments to determine hard-rock
motions, alternate methods were developed. Todwy,only available and sufficient records with
reliable site metadata are the deep sensor regsrdif the KiKnet network. The first explored
approach was therefore to correct these recordifighis depth effect: this was done using the
corrective function proposed by Cadet et al. (20A2)it is rare that deep recordings are available,
has been decided to explore also another approaathwan be applicable to other data of other
networks: it consists in taking advantage of thevidedge of the velocity profile to deconvolve the
surface movements of their theoretical transfection, calculated with the Thomson-Haskell method
for vertically incident S waves. These two appre@schvere applied to the KiKnet data subset, using
data obtained between 1999 and 2009 on stiff sitiéls Vs3> 500 m/s andVspy depth velocity

> 1000 m/s, corresponding to crustal earthquakes miagnitudes> 3.5 and depth 25 km. 2086
recordings resulted from this selection, correspamtb 272 events and 164 sites. The distributibn o
data in terms o¥/spy is almost uniform between 1000 and 3000 m/s, whitdws, if the procedures
are correct, to achieve the desired goal. Onceethemates are obtained and the time histories are
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corrected, the last step is then to establish GM&Esrding to the classical procedures in orddyeto
able to quantify the dependence of the movemenmisrding to the rock rigidity.

The main results of this work is summarized in Fg3, which represents the ratio between the
standard rock motion estimatégs{,= 800 m/s), and on a "very hard" rodkf~ Vspy = 2400 m/s)

for the HTT approach implemented in a traditionalywvith the correlation relationships from Van
Houtte et al. (2011), and for the alternative apph®s discussed here. It shows a good agreement at
low frequency until about 2-3 Hz, where the effetimpedance generates a slight increase (20 to
30%), and a strong disagreement at high frequeinomn (5 Hz). The average correlation betwégg,
andxg used in Van Houtte et al. (2011) leads to valdex @08 s fork,, and it follows that the effects

of less attenuation dominate those of higher impeéaat high frequency, leading to a reduction of
movements from 7-8 Hz, reaching a factor of 2 at3@MHz. All other estimates obtained by
Laurendeau et al. (2017) indicate that the impeelaifect is also dominant at high frequency, with
reduction factors 2 to 3 compared to the standack for frequencies above 8 Hz. These differences
in effects lead to a ratio of about 4 at high freqey between the HTT approach and alternative
approaches based on KiKnet data.

The robustness of the median results obtained twighwo correction approaches therefore raises the
question of the possibility of bias in the HTT apgech, and their possible origin. As also statethén
discussion section of Laurendeau et al. (2017),higl-frequency amplifications observed at the
surface on KiKnet sites are underestimated in thd ldpproach using generic profiles. Moreover,
their systematic presence can lead to strong hi#isei instrumental estimation of the high frequency
attenuation coefficient, with a tendency to overestimate for “standardtkr¢gmeasure ok in the
frequency band beyond peak amplification), and testamation for “hard” rock (measurementxoih

the frequency band below the amplification peak).
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4. LOCAL SITE AMPLIFICATION ESTIMATION
4.1 Local site amplification estimation using simatlon

Real seismological recordings are most-often obthimnder low-to-moderate seismicity, which
implies that they are only representative of weall &ertically incident motion. Such recordings
cannot be representative of strong motion and ddantegrate the near-field effects, such as motions
from finite sources, non-linear effects, or variypiof ground motion due to variable back-azimuth
and incidence angles in complex site effects. lok laf near-field recordings, the numerical
simulations of earthquake ground motion are mudhalde to understand those cases that highly

6



contribute to the site-specific seismic hazard. Tiwe projects E2VP and Prenolin aimed at
quantifying the level of accuracy reached by thistaxg numerical codes, and the relevance of those
tools to predict the earthquake ground motion imglex sedimentary medium.

4.1.1 Feedback from E2VP project (3D — linear rlogy)

The E2VP project (“Euroseistest verification andidation project”) consisted in two exercises: (1)
quantifying the accuracy of the 3D linear-rheolagpst-advanced codes applied to a realistic 3D
model of a sedimentary basin (verification); (2)antitative comparison of actual ground-motion
recordings with their 3D numerical predictions imetsame conditions (validation). Those two
exercises were performed up to 4 Hz. This projectefits from the availability of an extended 3D
model (69%x69 km2 - Maufroy et al. 2016) of the whoMygdonian basin, Greece, and of
accelerometric recordings from the Euroseisteshpaent array.

The main results and recommendations from the sefiexercises in E2VP can be found in Chaljub
et al. (2015), Maufroy et al. (2015, 2016). The mdiawback of the 3D numerical approach in linear
media is the high sensitivity of the results to thput model and source parameters, which are
affected by large uncertainties in most practieees. 3D numerical simulations are currently lichite
to a maximum frequency of the order of 2 to 5 Hecduse of limitations in the resolution of
geophysical survey techniques, which are unableprtovide a correct mapping of geological
heterogeneities at the required short wavelengths.

The accuracy of synthetics in the performed vetfan exercises is very high among the different
tested codes on the part of the signal composédxbdy waves. Conversely, when surface waves are
involved, the level of accuracy strongly dependstiom discrete representation of interfaces in the
sedimentary medium or between sediments and bedido& meshing of the heterogeneities is
therefore one important step that must be careféifformed and precisely documented (Chaljub et
al. 2015). Maufroy et al. (2015) identified the etliactors of inaccuracy in the numerical simulagio
the implementation of the attenuation model, th@raximation of the free surface, and the
nonreflecting boundaries.

Maufroy et al. (2015) also identified the multiglggins of the differences between real and predict
ground motions: the inaccuracies in source parasated crustal propagation (location, hypocentral
depth and focal mechanism), the uncertaintiesenddscription of the geological medium (damping,
internal sediment layering structure, and shapéefsediment-basement interface). The numerical
predictions well reproduce some, but not all, fesgwof the actual site effect. Maufroy et al. (2016
showed that the validation exercise should be peatally performed on local earthquakes relatively
far from the site (R > 10-20 km) with hypocentereper than 8-10 km, in order to minimize the
ground-motion variability in the near field of teeurce. Overall, as summarized in Figure 4, thellev
of difference among synthetics goes down to 20-28%pite the complexity of the basin model; while
the level of difference between real recordings #wed numerical predictions reaches 60-80% (and at
best 30-40% on the best-known seismic event).

At last, the most recent studies in E2VP (Maufrogle2016, 2017) illustrate the usefulness of3be
numerical simulations to explore the origins of dheatory variability of the ground motion in theam
field of the source. For example, Maufroy et aDX2) showed a pronounced north-south asymmetry
of both amplification and duration lengthening bé tground motion at the center of the Mygdonian
basin, caused by non-isotropic excitation of swfaaves at the basin edges.

4.1.2 Feedback from Prenolin project (1D — non-ineheology)

The Prenolin project (“improvement of prediction wén-linear effects caused by strong seismic
motion”) had objectives similar to those of E2VR{ lvith a consideration for soil non-linearity. $hi
project aimed at quantifying the accuracy of bobdh-finear codes and current practice to predict the
impact of soil non-linear behavior on the site mege. Due to previous failed attempts in 2D, this
project was purposely limited to 1D soil columns.

The recommendations emitted in the previous E2\dfept also apply for non-linear simulations. One
of the most important is that parallel computatishsuld be performed by at least two independent
teams, both showing recognized expertise in thig,fiem order to verified the accuracy of the
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numerical codes applied to complex cases. Mainlteeand recommendations from Prenolin can be
found in Régnier et al. (2016, 2018).

The verification exercise in Prenolin allowed idimg discrepancies between nonlinear numerical
results attributed to (1) different understandiegghe “input motion” among participants, and (2)
different implementations of material damping andsgible numerical energy dissipation. The
epistemic uncertainties in nonlinear modeling iaseewith the strain level, to reach values arouid O
in log10 scale (factor ~1.6) for PGA = 5 m/s? a thase of the soil column. These values may be
reduced by almost 50% when the various nonlineast@tative models use the same shear strength
and damping implementation.

The code-to-code variability observed in the valata exercises of Prenolin was estimated between
0.1 and 0.2 in log10 scale, with smaller valuebat frequencies (0.1 to 1 Hz) and greater values at
high frequencies (0.2 to 10 Hz). The differenceswben actual recordings and their nonlinear
numerical predictions show the same frequency digere, but are significantly higher and increase
with the level of solicitation. For example, aroutig resonance frequency of the site, the standard
deviation of predictions-to-observations residuaiaches 0.35 in log10 scale (factor 2.2), while the
code-to-code variability doesn’'t exceed 0.15 (faciod4). The whole exercise points out the
importance of using high quality in situ and lalilorg measurements, but also of performing an
accurate interpretation of these measurements.cbh@mon practices vary from one continent to
another. The results of Prenolin emphasize the fareidternationally accepted recommendations on
the way to reconcile laboratory (large strain) noeesients and in-situ (very low strain)
measurements.
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Figure 4. Map (left) and results (right) summarigthe configuration of the verification (blue synidjcand
validation (red symbols) exercises performed inglgect E2VP. The map shows the locations of daé r
accelerometers of the Euroseistest array in theddn@n basin (red triangles), of the synthetic iners
(yellow triangles) used in the numerical simulasipand of the considered seismic events (beachbBhe two
exercises are evaluated on the E2VP criteria @5tthat consider the misfits obtained on differgnuund-
motion parameters (amplitudes in selected frequesmoges, intensity, and duration — details in Mayt al.
2015). The results are presented for different setsceivers/events/teams performing the simutatié-rom
Maufroy et al. (2016).

4.2 Local site amplification estimation using reas

The recordings of the seismic motions are an irgtispble contribution to the understanding and the
prediction of the seismic hazard, because of tf@rmtion that they contain on the sources and the
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propagation of the seismic waves, in depth as ersthiface. In areas of low to moderate seismicity,
such empirical approaches are, however, diffiaalathieve in a sufficiently short time due to the
lower occurrence of events allowing the realizatadngood quality recordings having a sufficient
signal-to-noise ratio (SNR). Perron (2017) firsesgtions the quality and quantity of recordings that
can be acquired in a region with low seismicity rosereasonable period of time. Traditionally, the
empirical estimate of the seismic hazard is obthwéh high dynamic accelerometers, which have
the advantage of not saturating when they recomhgtmovements. These instruments are therefore
recommended for recording local events of relafivelge magnitude and associated movements that
will impact the design of infrastructure. Howeviteir sensitivity does not allow correct recordofg

the weakest motions.

Perron (2017) shows that the use of wide-band irekters can record 30 to 50 times more
earthquakes at low and medium frequency than tkeofiaccelerometers (an earthquake record is
considered valid if SNR > 3 at least at one freqyg (Figure 6). This was conducted in-situ at the
industrial site in Provence, France, for which tbeal noise level is rather low. It shows thatst i
several hundred earthquakes that could be recorddgtle space of two and a half years by a
velocimetric instrumentation operating continuoudiis low seismicity database is not comparable
in terms of quantity and quality of records witrstaong seismicity database, but it is sufficient to
perform an empirical evaluation of the local siffeet in the linear domain for the seismic scenario
actually recorded. Indeed, the Standard Spectrdb R&SR) method (Borcherdt 1970) allows to
obtain the empirical and relative transfer functimiween a rock reference site and sedimentary site
Figure 5 shows an application example for 4 sediargrsites from the Provence industrial site where
the tests were performed. One can see that theifebapbn is robustly estimated, up to high
frequency, with a possible estimate of variability.

[ ] SNR < 3 [ ]3 < SNR < 10 [ 10 < SNR < 50 [N SNR > 50 102
100 : : 100 . .
—~ 801 <= 8041
2 &
@ 2 2
= = 5
S 60 9 60 @ 10'f
1 ELJ 8
5 ° <
o o =
£ 401 S 404 ®
8 g 2
) 3
> 201 < 20l
100.
0 L 0 . .
10° 10" 10° 10! 10° 10°

Frequency (Hz)

Figure 6. Comparisons of the percentage of (leftpsimeter and (middle) accelerometric recordimgs satisfy
four ranges of signal-to-noise ratios (SNRs) asnation of the frequency. Both instruments recorited
continuous mode, at the same site (P2), and oeesdine period of time. A total of 185 earthquakesew

considered. (Right) The ratio between these velet@mand accelerometer recordings that satisfgdhee SNR

criteria. From Perron et al. (2017).

5. CONCLUSIONS

The list of all the authors of the scientific cdntitions of the Cashima project indicates that Iyear
150 researchers, from institutes based in 14 cegn(Germany, Australia, Canada, China, France,
Greece, ltaly, Japan, Netherlands, United KingdSloyakia, Switzerland, Turkey, USA) contributed
to advance knowledge and know-how in the estimaifaite effects.

In the field of numerical simulation first, the ERPMCashima/Sigma) and Prenolin (Cashima/Sigma/
Sinaps@) projects (concerning 3D linear and 1D ineal simulation, respectively) allowed a
significant improvement of practices and code ieatfon. In addition to the scientific outcome of
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these projects, integrating international benchnpdréses (Chaljub et al. 2015; Maufroy et al. 2015;
Régnier et al. 2016; Maufroy et al. 2016; Maufrdyalke 2017; Régnier et al. 2018) the used testscase
have been integrated into websites (e.g.: www.sigm@org/ platform) for the future verification of
new simulation codes. Numerous recommendationsheruse of simulation codes have also been
proposed.

However, numerical simulation cannot resolve altime evaluation of site effects: 3D simulation
(even linear) remains limited in frequency and risléability of the results obtained depends strgngl
on the quality of the used property models. Thdaggcal, geophysical and geotechnical surveys will
remain limited in terms of resolution for a lontnd. Non-linear simulation (even 1D) still raisesnya
questions in terms of validation and representatige of the rheological data measured in laboratory
The issue of verification and validation of nonelar 3D codes is still open and further work is meed

In order to overcome these limitations in the lngamain, empirical approaches (that is to sayethas
on recordings of “real” earthquakes, even of very Intensity) have proved to be essential (Maufroy
et al. 2015; Maufroy et al. 2016; Perron 2017). SEheneasurements allow at least validating the
results of numerical simulations and pave the veayah iterative optimization of the property models
Even for non-linear 1D simulation, linear domaitidation is a fundamental prerequisite.

Actually, empirical and numerical approaches doapgose, they complement each other. Simulation
remains essential to allow, once validated on umséntally available scenarios, to approach the
variability of the site response by multiplying tlseenarios (Maufroy et al. 2017) because the
empirical measurements alone do not allow a commstimate of this variability, especially in areas
of low seismicity (Perron 2017). Simulation alstwais evaluating the behaviour of the soils in cafse
strong motions (non-linearity).

The importance of empirical measurements in treesgpiecific evaluation (whether for the validation
of simulations via SSR measurements or for the oreasent of high frequency content proxies such
as thek,parameter on rock sites) leads us to very strongtpmmend the deployment of seismic
instrumentation favouring the use of velocimeteesording in continuous mode instead of
accelerometers which are less sensitive on the Gitmterest.

Today, under certain conditions and if the reconuatgions mentioned are followed, it is possible to
conclude that the estimation of the local amplifma is feasible in an operational way, at least in
linear domain and in free field.

The work done over the last years also allowedifsigimt progress on the “reference motion” issue.
Only very few methods for GMPEs adjustments (“hostarget” adjustment HTT) are available and
thus widely used internationally for large indusitprojects, despite rather fundamental questisris a
their physical basis and the practical issueséir thctual implementation (especially on the patame
K. The work by Laurendeau et al. (2017) showed #ft@rnative approaches for the derivation of
hard-rock GMPEs, based on the correction of acogtams for site effects affecting accelerometric
stations, are possible and are based on moreagatisf physical bases leading to very robust result
These works, today developed on a very specifiadege database, are not yet transposable in a
European context. However, they have shown thatertional HTT approaches probably still lead to
overprediction of hard rock motion, at least athiiggquency.

In parallel, the work carried out on the optimipatiof site characterization methods, and in pdercu
on the methods based on the measurement and &tiipn of surface waves (InterPacific project),
allowed significant improvements of practice aneréby their acceptance within the scientific
community (Garofalo et al. 2016a; Garofalo et abl@; Foti et al. 2017). Their systematic
application on 50 stations of the French acceletemeetwork (Hollender et al. 2017) is the
prerequisite for a better future use of the acoeheter data of this network, such as those devdlope
on the KiK-net network.

In a more operational way, that is to say in teohshe very short-term application of site-specific
seismic hazard analysis methods on concrete casel®w-to-moderate seismicity areas, our
conclusions are as follows.

1. Cases of sites with local amplification duesite effects. The issue of the availability of “ydrard
rock reference motions”, although having progresseasiderably in recent years, is not yet fully
resolved and the application of conventional HTTthuods from standard rock to hard-rock probably
still leads to an over-estimation of the hazarchigh frequency, albeit they allow more reliable
estimates for hard rock sites compared to unadjus®IPEs. The application of an entirely site-
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specific method to the low-to-moderate seismicitydpean context requires the prior derivation of
“deconvolved” type GMPEs, following the approacloposed by Laurendeau et al. (2017), but
applied to pan-European databases more adaptid terénch continental context. Consequently, for
operational studies on sites with local amplifioati the application of simpler methods, such as
“aggravation factor” approaches, may be preferredrder to avoid double counting of site effects
(local site effect + “residual” site effect in GMPBEeven after adjustment), provided the used
simulations are validated by SSR empirical measargm

2. Case of hard rock sites without local amplifizat Despite the above mentioned reservations
regarding their high-frequency content (probabbdieg to a conservative bias), the HTT approaches
for GMPE correction constitute a significant impeavent compared to the use of GMPEs without
correction. We therefore consider that these agpesacan be used in an operational way as fareas th
Ky parameter determination on the host sites is allygierformed, as well as the, parameter in the
target site, addressing the uncertainty issue ¢Reat al. 2017). In this respect, we discouragaue

of the availableVssgk,correlations to estimate the target generally leading to over conservative
ground motions when coupled with current HTT apphes.

Therefore, the operational use of fully site-spearethods in low to moderate areas still requires
research work on various topics, such as the dpsetat of new hard-rock GMPEs that are
alternative to current HTT methods, and furthemgpess of non-linear simulation, in particular in.3D
Further investigations are also needed for a betiasideration of the effect of the heterogeneiies
the geological medium (scattering phenomenon) édimulations for a better agreement between
simulations and measurements at high frequencytterbconsideration of the spatial variability of
seismic movements for large structures, as wellaasomplete integration of the soil-structure
interaction in 2D and 3D site response calculations

P2 P3 P4 P6
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Figure 5. Topempirical amplification using SSR for the averageizontal component of 4 soil sites from the
Provence site. The colour scale indicates the cdewsity. Bottom: number of seismic used eventsalkas the
logarithmic standard deviation. From Perron (2017).
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