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Abstract

Auxiliary heating is essential to initiate fusion in future tokamaks. In particular, ion heating tends to maximize the alpha power generation by increasing the thermal ion temperature. In order to simulate the plasma heating by Ion Cyclotron Radio Frequency waves (ICRF), the EVE code, a full-wave code for IC wave propagation, and SPOT, an orbit following Monte-Carlo code combined with the RFOF library which calculates the absorption of wave by ions, have been coupled together. This new package is used for simulating JET plasmas with strong interplay between ICRH and NBI (Neutral Beam Injection). Simulations show that up to 20\% of the neutron rate generated in recent JET D plasmas is due to the synergy between both heating mechanisms. However, the H concentration plays a critical role on such interplay, as beyond 2\%, the synergy efficiency weakens. Therefore, the control of the H concentration is mandatory for optimizing the fusion reaction rate generation at JET.

1 Introduction

The ultimate goal of fusion plasmas is to generate clean and efficient energy. For that purpose, it is mandatory to heat the plasma, mainly the ions, in order to generate enough fusion power from the DT reactions. Among the several heating mechanisms proposed for plasma heating, Ion Cyclotron Resonant Heating (ICRH) and Neutral Beam Injection (NBI) have been demonstrated to efficiently heat the ions \cite{1, 2, 3, 4, 5}. At least at JET, such combination of heating mechanisms is being used to prepare the future operation in DT by maximizing the fusion power generation obtained in D plasmas as a first step for boosting the alpha power generation in DT plasmas \cite{6}. A significant improvement in fusion reaction, that results in an increase of neutron rate, has been obtained in recent campaigns by increasing the ICRH and NBI power used \cite{7}.

A key point for burning plasmas, in particular for ITER, is the proper calculation and predictability of neutron rates as the activation of the different wall components will critically depend on them. Therefore, the analysis of such predictability has been performed in JET plasmas heated by ICRH and NBI. In many cases the calculated neutron rates are too low just assuming the ion distribution function obtained from orbit following Monte-Carlo codes, such as NUBEAM, applied to the NBI heating \cite{8, 9, 10}. A possible explanation is the interplay between the ICRH and the NBI heating. The acceleration of beam ions by the ICRF waves modifies the D distribution and consequently the neutron rate. For instance, the most common ICRH scenario at JET is the minority heating of H whose resonance layer also corresponds to the heating of the second harmonic of D. Therefore, the synergy between NBI heating, which inject D beams, and the second harmonic ICRH heating of D could achieve higher fusion reaction rate than single minority heating because of the extra energetic ions obtained.

The analysis of such physics with first principle codes is essential in order to further improve the neutron rate calculation. Additionally, the calculation of a self-consistent ion distribution function is essential as turbulence can be significantly reduced in the presence of energetic ions \cite{11, 12, 13}. Finally, the extrapolation of D plasmas neutron rate to DT plasmas requires a correct understanding of the underlying physics as optimized ICRH heating schemes and cross sections significantly change from D to DT plasmas.
Previous analyses of ICRH and NBI synergies have been performed with the PION code [14, 15, 16] and SELFO [17, 18], but both codes have shortcomings. The PION code is based on significantly simplified models both for the wave propagation and the Fokker-Planck modelling of the distribution functions. The SELFO code, on the other hand, assumes a simplified geometry in its Fokker-Planck treatment of the resonating ion species.

In the present work, in order to increase the accuracy of the fast ion distribution modelling, the wave propagation and both its dependence and effect on the fast ion distribution are modelled self-consistently with respectively a 2D full-wave code [19] (EVE) and a Monte-Carlo orbit following 3D code [20] (SPOT/RFOF). These codes have been coupled using the framework of the European Integrated Modelling (ITM) [21], which has provided the background quantities required to perform the analyses, such as equilibrium and input temperature and density profiles.

The paper is divided as follows. In section 2, we describe the self-consistent coupling of the EVE / SPOT codes. In section 3, we present main parameters of JET hybrid discharge and input used. Section 4 presents the different results of the synergy modelling of NBI and ICRH, in particular we see in section (4.1) the results of NBI source modelling, in (4.2) the results of self-consistent simulations of NBI and ICRH heating synergy and in section (4.3) we compare NBI heating only with NBI + ICRH heating for neutron production. In section 5, we study the impact of minority species concentration on NBI and ICRH heating synergy.

2 Self-consistent coupling of full wave code and Fokker-Planck code

Modelling of fast ions accelerated by ICRH requires to solve Maxwell’s equations to characterize the electric field of the wave in the plasma (eq.1) and to solve the Fokker-Planck equation to characterize the evolution of the ion distribution interacting with ICRF wave (eq.2).

\[
\nabla \times \nabla \times \vec{E} = \frac{\omega^2}{c^2} \epsilon^\prime (f_i) \cdot \vec{E} + i\omega \mu_0 \vec{j}_{\text{ext}}
\]

(1)

\[
\frac{df_i}{dt} = C(f_i) + Q(f_i, \vec{E}) + S_{\text{NBI}}
\]

(2)

where \(\vec{E}\) is wave electric field, \(\omega\) is the ICRF wave frequency, \(c\) is speed of light, \(\epsilon^\prime\) is dielectric tensor, \(\mu_0\) is magnetic permeability of vacuum, \(\vec{j}_{\text{ext}}\) is current density of antenna, \(f_i\) is distribution of resonant ion, \(C(f_i)\) is collision operator and \(Q(f_i, \vec{E})\) is the quasi-linear operator of wave/particle interaction. To have a complete modelling, it is needed to take account feedback of distribution on field and inversely which means solving the two previous equations self-consistently.

To solve the ICRF wave propagation (cf eq.1) we used the EVE code which is described in [19]. This full wave code calculates the wave electric field by solving Maxwell’s equations, using a variational principle. The quadratic dependence of the functional on the interaction Hamiltonian marks of EVE a second-order Finite Larmor Radius (FLR) code. The system of coordinates is \((s, \theta, \phi, v, \chi)\), with \(s\) the radial coordinate, related to the poloidal flux by the relation \(\nabla \psi \equiv f(s) \nabla s\), and varying between 0 (centre) and 1 (edge) in the plasma volume. \(\theta\) and \(\phi\) are the poloidal and toroidal angles. The warm dielectric tensor in equation 1 is calculated assuming the heated distribution function is given by a bi-Maxwellian, i.e.

\[
f(v_{\|}, v_{\perp}) = n_f \left( \frac{m_f}{2\pi T_{\|}} \right)^{1/2} \exp\left( -\frac{m_f v_{\|}^2}{2T_{\|}} \right) \left( \frac{m_f}{2\pi T_{\perp}} \right)^{1/2} \exp\left( -\frac{m_f v_{\perp}^2}{2T_{\perp}} \right)
\]

(3)

with \(n_f\) fast ion density and \(m_f\) its mass, \(T_{\|}, T_{\perp}, v_{\|}, v_{\perp}\) effective temperatures and velocity in perpendicular and parallel direction.

To solve the evolution of ion distribution (cf eq.2), we used SPOT code (Simulation of Particle Orbits in a Tokamak) [22], which is an orbit following Monte-Carlo code solving the Fokker-Planck’s equation in five dimensions \((R, Z, \phi, \theta, \chi)\), where \(R, Z\) is the position of particle, \(\phi\) is a toroidal angle, \(v\) is the particle velocity and \(\chi = v_{\|}/v\) is the pitch angle. This code use Monte-Carlo operators to take account of collisions between each species of plasma [23] (i.e \(C(f_i)\) in eq.2).

The output of the code is a set of particles (markers) with different weights representing a sample of the fast deuterium population. To describe this sample as a bi-Maxwellian distribution, the parameters of the bi-Maxwellian are calculated from the markers as follows:

\[
\begin{align*}
n_{\text{fast}} &= \sum_N p_N \\
W_{\|} &= \frac{1}{2} m \sum_N v_{\|}^2 N p_N \quad \rightarrow \quad T_{\|=} = 2 \frac{W_{\|}}{q_e n_{\text{fast}}} \\
W_{\perp} &= \frac{1}{2} m \sum_N v_{\perp}^2 N p_N \quad \rightarrow \quad T_{\perp} = \frac{W_{\perp}}{q_e n_{\text{fast}}}
\end{align*}
\]

(4)
with \( N \) is the number of markers, \( p_N \) is the weight associated with the marker per unit volume and \( W_{\perp,\parallel} \) is the perpendicular and parallel energy contents, so that the distribution is consistent with the calculation of the dielectric tensor.

To model the fast ion source created by NBI heating, we used NEMO code (NEutral beam MoDelling) detailed in [24] which compute the neutral beam ionization during neutral beam injection (NBI) in tokamak plasmas (i.e \( S_{\text{nbi}} \) in eq. 2), whose outputs can be used by a Monte-Carlo code like SPOT.

To model wave/particle interaction (i.e \( Q \left(f_i, \vec{E}\right) \) in eq. 2), we used the RFOF library [25]. This code calculates the quasi-linear diffusion coefficient \( D_{RF} \) [26]:

\[
D_{RF} \propto \left| E_+ J_{n-1} \left( \frac{k_\perp v_\perp}{\omega_{ci}} \right) + E_- J_{n+1} \left( \frac{k_\perp v_\perp}{\omega_{ci}} \right) \right|^2
\]  

(5)

where \( \omega_{ci} \) is the ion cyclotron frequency, \( E_+ \) and \( E_- \) are respectively the left-handed and right-handed electric field, \( n \) is the harmonic index of the cyclotron resonance and \( J_n \) are Bessel’s functions. Kicks in the phase space variables are described by Monte Carlo operators constructed from the quasilinear coefficient \( D_{RF} \) for each individual resonance point (where \( \omega - n\omega_{ci} - k_\parallel v_\parallel - k_\perp V_D = 0 \)).

The orbit following code requires long computation times. In order to keep it tractable, the ion distribution has been separated in two distributions, representing respectively the thermal and superthermal parts of the distribution. For this splitting we used a criteria on the deuterium temperature which is the following: if the temperature is greater than 1.5 times the thermal temperature, the deuterium is considered as fast (i.e \( T_{\text{fast}} > 1.5 T_i \)) [27]. This separation constitutes a reasonable approximation because we want to model the dynamics of fast ions created by NBI and accelerated by ICRH. Thus the number of particles required to represent the physical evolution of the distribution of the fast ions remains compatible with a tractable calculation time.

To do a self-consistent simulation of the NBI and ICRH heating synergy, we created a workflow combining NEMO / EVE / SPOT / RFOF, which is represented by figure 1. Firstly, we model the NBI source with NEMO/SPOT and the propagation of ICRF wave, with EVE, in the plasma taking into account the NBI source, which is represented by the blue box in figure 1. This step corresponds to a modelling without iteration between EVE/SPOT (i.e \( it = 0 \)). Secondly, we make several iterations between EVE/SPOT, which is represented by the red box in figure 1, to take into account feedback from the evolution of the distribution function on ICRH power. We thus account simultaneously for 1) the evolution of the fast D distribution function over time, as a result of the ICRH application on top of the NBI and 2) the self-consistent modification of the RF wave field and absorption properties. To determine whether the latter is important or not for this particular JET case, a simulation without self-consistent iterations between EVE and SPOT has been carried out and will be compared to the fully self-consistent one in section 4.2.

SPOT has been extended by including the calculation of the neutron rate \( R_{ij} \) (where \( i \) and \( j \) represent ionic species) for D-D, D-T and T-T fusion reactions as follows:

\[
R_{ij} = \frac{1}{\delta_{ij}} n_i n_j \cdot \langle \sigma v \rangle_{ij}
\]  

(6)

with \( n_{i,j} \) ion density and \( \langle \sigma v \rangle_{ij} \) reaction rate between \( i \) and \( j \) species. For thermal interaction, the reaction rate is calculated with the equation 6 of reference [28]. For the beam-target interaction, the calculation of reaction rate is described in [29]. We have neglected the beam-beam interaction because the beam density is of the order of only a few percent. The neutron rate offers a way to benchmark the simulation results with experimental measurements.
3 Description of JET shot #86614

During the 2014 JET experimental campaign with the ITER-like-wall (ILW) and deuterium as the main gas, high-performance hybrid discharges have been achieved with combined deuterium neutral beam injection (NBI) and ion cyclotron resonance heating (ICRH). The heating power used in this discharge was 22MW of NBI with 5MW of ICRH. The JET hybrid discharges 86614 had the record of neutron rate ($R_{DD} = 2.4 \times 10^{16}s^{-1}$)[30]. The main parameters for this discharge are summarized in table 1 at time 48s, corresponding to a stationary phase with maximum NBI and ICRH heating. The ICRH scenario used is the fundamental cyclotron frequency of minority hydrogen ions which coincides with the second harmonic cyclotron frequency of deuterium ions in the plasma center with a frequency of $\omega = 42.5 MHz$ ($\omega \approx \omega_{cH} = 2\omega_{cD}$). The resonance layer of ICRH scenario is represented on figure 2 for all ion species entering in the plasma composition in the poloidal cross section. A previous analysis of this discharge has been carried out in reference [31], estimating that this discharge had an H concentration of about 2%.
### Parameters at $t = 48s$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Major radius $R_0$ and minor radius $r_a$ (m)</td>
<td>2.89, 0.94</td>
</tr>
<tr>
<td>Central magnetic field $B_0$ (T)</td>
<td>2.9</td>
</tr>
<tr>
<td>Plasma current $I_p$ (MA)</td>
<td>2.5</td>
</tr>
<tr>
<td>Normalized beta $\beta_N$</td>
<td>2.3</td>
</tr>
<tr>
<td>$q_{95}$</td>
<td>1.10</td>
</tr>
<tr>
<td>Volume averaged and central electron temperature $\langle T_e \rangle$, $T_{e0}$ (keV)</td>
<td>2.8, 7.7</td>
</tr>
<tr>
<td>Volume averaged and central electron density $\langle n_e \rangle$, $n_{e0}$ ($10^{19} m^{-3}$)</td>
<td>4.3, 7.1</td>
</tr>
<tr>
<td>Concentration of $n_H/n_e$, $n_{Be}/n_e$, $n_W/n_e$ (%)</td>
<td>1.95, 1.32, 0.01</td>
</tr>
<tr>
<td>Neutron Rate of D-D reaction $R_{DD}$ ($10^{16} s^{-1}$)</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 1: Main characteristics of the discharge 86614 at 48s

![Figure 2: View in a poloidal cross-section of JET wall, magnetic surfaces from METIS, equilibrium and resonance layer of ICRH for antenna frequency $\omega = 42.5 MHz$](image)

The quasi-static magnetic field and the thermal plasma properties were calculated in the framework of EUROfusion integrated modelling (EU-IM) using the METIS code which is described in [32]. To determine the input temperature and density profiles, METIS uses fitted JET experimental data from CRONOS fitting tools [33], using the high resolution thomson scattering (HRTS) for the electron and density temperature profiles, the charge exchange (CX) for the ion temperature profile and the visible spectroscopy (KS3) for the $Z_{eff}$ profile. Figure 3 shows a comparison between the fitted profiles with the experimental values. The plasma equilibrium is also given by METIS, illustrated in figure 2, ensuring that the resolution of the equilibrium and profiles are the same.
Figure 3: Input profiles of electron density (left) and electron (middle) and ion (right) temperature as a function of the normalized toroidal flux coordinate ($\rho = \sqrt{\Phi}/\pi B_0$ where $\Phi$ is the toroidal magnetic flux, $B_0$ the vacuum magnetic field and $\rho_0$ the value of $\rho$ at the last closed flux surface) obtained by CRONOS fitting tool (blue line) for JET shot #86614.

4 Modelling of NBI and ICRH heating of JET shot #86614

4.1 NBI source simulation

First of all, we simulated the fast ion source created by NBI in the collisional stationary state (i.e. $\Delta t = 0.3s$) with NEMO/SPOT and the results are presented in figure 4. The results show that 72% of NBI power is transferred to the ions and 27% to the electron with 1% of fast ion losses. The NBI power deposition is maximum at $\rho/\rho_0 \approx 0.2$. This heating produces a fast D fraction of 5% (in density) having a central temperature of 40 keV about 4 times greater than the thermal temperature. The fast D temperature profile has its maximum at the plasma centre. This location of the NBI deposition is an advantage for the NBI and ICRH synergy because the ICRH resonance is located near the plasma centre.

In addition, NBI heating allows increasing the D-D reaction rate by 14% due to the beam-target reaction. The simulation gives a neutron rate of $R_{DD} = 1.8 \cdot 10^{16} m^{-3}.s^{-1}$ corresponding to 20% less than the neutron rate found experimentally.

As explained in section 2, we use a bi-maxwellian fit (cf eq.3) to represent the fast D distribution (cf eq.4). Figure 5 presents a comparison between the fit and the distribution given by SPOT, showing the typical accuracy obtained with the bi-Maxwellian fit. The graph of figure 5 on the right shows two curves because the NBI heating produces a co-current which makes the distribution in the parallel direction asymmetrical.
Since we use a Monte Carlo code to solve the Fokker-Planck equation, we must make sure that the number of particles used in SPOT to represent the distribution function is sufficient to get a reasonable calculation time and to avoid statistical fluctuations on the profiles. For this purpose, we compare three simulations with respectively 1000, 10000 and 100000 particles. Figure 6 presents the profiles of the temperature and the density of D beams, as well as its distribution for these simulations. The results shows to get a numerically stable solution for the D distribution function. Using 10000 particles appears to be a good compromise, since going to 100000 does not improve much the accuracy of the solution, while with 1000 particles only a different and fluctuating solution is obtained (cf table 2). In the rest of our study, we will therefore use 10000 particles for the Monte Carlo code statistics.

<table>
<thead>
<tr>
<th>N</th>
<th>100000</th>
<th>10000</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W_D) MJ</td>
<td>0.74</td>
<td>0.74</td>
<td>0.87</td>
</tr>
<tr>
<td>(n_D) (10^{18})m(^{-3})</td>
<td>1.56</td>
<td>1.56</td>
<td>1.75</td>
</tr>
</tbody>
</table>

Table 2: Summary of total energy content and density of D beam for the three simulations.
4.2 Self-consistent simulation of NBI+ICRH synergy

In a second step, we simulated the propagation and the absorption of the ICRF wave with the EVE/SPOT code package. As described in section 2, several iterations between the full wave code and the Fokker-Planck code are necessary to reach the stationary state of the wave and the fast D distribution.

Figure 7 shows the evolution of the global quantities of the plasma of self-consistent simulation EVE/SPOT for a plasma with 2% of H concentration. In this figure SPOT carries out 50 ms of calculation between each iteration with EVE, so iterations between the two codes occur approximately 10 times faster than the relaxation time of the distribution function. Indeed the figure shows that after 500 ms (10 iterations), the distribution function and all parameters have reached a stationary state. Up to 40 iterations (2.0 s of simulation) have been carried out to make sure that the quantities do not evolve anymore (apart from small statistical fluctuations) and we averaged the global quantities on the tenth and last iteration represented by the black dashes of the figure 7.

In the fully converged solution, the first plot shows that 0.90 MW of ICRH power is absorbed by fast D and the rest is absorbed by thermal H and D. The second plot shows that 66% of total power heating is transferred to the ions, 33% to the electrons and 1% of fast ions loses. The evolution observed results in an increase of the ICRH absorption by the fast D. The third plot shows that the neutron rate of D-D reaction reaches $2.1 \cdot 10^{16} \text{s}^{-1}$ with NBI and ICRH synergy which is very close to the experimental value that is of $2 \cdot 10^{16} \text{s}^{-1}$. Uncertainties on $T_i$, arising from measurements or equilibrium reconstruction [30], have been taken into account by performing an alternative calculation increasing $T_i$ by 12%. Proceeding like this, an increase of 17% is obtained in the neutron rate. The changes are not due to differences in the synergy (the distribution functions are unaffected), but to changes in the thermal neutron rate (35%) and to changes in the reaction rates of fast D ions with thermal ions (1.5%), as shown in the figure 8 comparing the profiles obtained between the simulation with the Ti input profile described above (in pointless) and the simulation with the Ti input profile increased by 12% (in dash). The last plot shows that the energetic content of fast deuterium in perpendicular direction ($W_{D\perp} = 0.77 M J$) is larger than in parallel direction ($W_{D\parallel} = 0.27 M J$).

We now compare the fully converged solution after 500 ms with the situation after only 50 ms of SPOT calculation, i.e. the first time slice of the simulation where ICRH effects are accounted for in the SPOT output. We find 39% of difference on the absorbed ICRH power, 4% of difference on power transferred to the bulk electrons and ions, 12% of difference on neutron rate, 3% on fast D density and 6% of difference for the parallel and perpendicular energetic content of D fast. These differences quantify the importance of simulating the self-consistent fast D distribution until it has reached its stationary state.

Figure 7: Evolution of the global quantities of the plasma as a function of the simulation time between EVE and SPOT with 2% of H. In order from left to right: evolution of ICRH power absorbed by H (in blue), thermal D (in green) and fast D (in red), evolution of NBI and ICRH power transferred to ions (in red) and electrons (in blue) with fast ion loss (in green), evolution of neutron rate of D-D reaction (in blue) and fast D density (in red), evolution of energetic content of fast D in perpendicular (in red) and parallel (in blue) direction.
Figure 8: Comparison of the profiles obtained between the simulation with the Ti input profile described above (dotted) and the simulation with the Ti input profile increased by 12% (dashed). In order from left to right: profiles of NBI power transferred on electrons (in blue) and on ions (in red), profiles of effective temperatures parallel and perpendicular of fast D, profile of neutron rate for thermal reactions (in blue) and beam-target reactions (in red) and profile of D fast density.

In order to characterize the influence of the self-consistent coupling on the 500 ms time scale, the self-consistent simulation is compared with a modelling of fast distribution evolution with only SPOT (i.e without iteration between EVE and SPOT). Figure 9, shows the comparison of the evolution of the global quantities of the plasma between the two simulations. Significant differences appear on the ICRH power absorbed by the fast D, as well as a difference on neutron rate of D-D reaction and on the perpendicular energetic content of fast D. The quantities and differences are summarized in table 3.

Figure 9: Comparison of evolution of the global quantities of the plasma. The red lines represent the simulation with self-consistent iterations every 50 ms between EVE and SPOT. The blue lines represent the SPOT simulation without iteration with EVE. Top in order from left to right: evolution of ICRH power absorbed by D fast, evolution of NBI+ICRH power transferred to bulk plasma, evolution of D fast density. Down in order from left to right: evolution of neutron rate of D-D reaction, evolution of parallel energy content of D fast and perpendicular.
Table 3: Summary of the simulation with self-consistent iterations every 50 ms between EVE and SPOT and without iterations.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$P_{abs D_{fa}}$ MW</th>
<th>$P_{abs D_{th}}$ MW</th>
<th>$P_{abs H}$ MW</th>
<th>$n_{D_{fa}} 10^{18}$ m$^{-3}$</th>
<th>$R_{DD} 10^{16}$ s$^{-1}$</th>
<th>$W_{D⊥}$ MJ</th>
<th>$W_{D∥}$ MJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>0.90</td>
<td>1.64</td>
<td>1.53</td>
<td>1.86</td>
<td>2.16</td>
<td>0.77</td>
<td>0.27</td>
</tr>
<tr>
<td>no</td>
<td>0.53</td>
<td>1.79</td>
<td>1.70</td>
<td>1.84</td>
<td>1.96</td>
<td>0.73</td>
<td>0.26</td>
</tr>
<tr>
<td>differences</td>
<td>40.8%</td>
<td>9.4%</td>
<td>10.9%</td>
<td>1.1%</td>
<td>9.2%</td>
<td>5.2%</td>
<td>3.7%</td>
</tr>
</tbody>
</table>

Figure 10 presents the differences on profiles obtained between the simulation with self-consistent iterations every 50 ms between EVE and SPOT and the SPOT simulation without iterations with EVE. The changes are located in the region $\rho/\rho_0 < 0.3$, which is the region in which the ICRH D resonance and the D beam deposition overlap. The perpendicular effective temperature increase is more important in the self-consistent case whereas the parallel effective temperature does not change, which is consistent with the ICRH physical process, since the diffusion coefficient only includes the perpendicular component of the ion velocity (cf eq.5). We have observed (fig.10) that the evolution of the fast D distribution occurs essentially close to the ICRH absorption, i.e. $\rho/\rho_0 < 0.3$.

Figure 11 presents the fast D distribution at $\rho/\rho_0 = 0.1$ in the perpendicular and parallel direction obtained by the simulation with self-consistent iterations every 50 ms between EVE and SPOT and the SPOT simulation without iterations with EVE. We see that the high energy tail above $v_\perp > 3.10$ m.s$^{-1}$ develops only when modelling self-consistently the wave and the fast D distribution. Figure 12 presents the real part of positive and negative component of the electric field of the ICRF wave for the simulation with self-consistent iterations every 50 ms between EVE and SPOT and the SPOT simulation without iterations with EVE in the equatorial plane. This result shows that iterations modify the electric field amplitude by 10% at the resonance of the ICRF wave in the equatorial plane, as in the poloidal plane as shown by the figure 13. Nevertheless, besides this small evolution of the electric field amplitude, the structure of the electric field
pattern in the poloidal plane remains globally unchanged by the evolution of the fast D distribution.

Figure 11: Comparison of the distributions perpendicular (left) and parallel (right) of the fast D to $\rho/\rho_0 = 0.1$ between the simulation with self-consistent iterations every 50 ms between EVE and SPOT (in red) and the SPOT simulation without iterations with EVE (in blue). Where $P(v_\perp) = \sum_k p_k k \in [v_{\perp i}; v_{\perp i+1}]$ and $P(v_{\parallel}) = \sum_m p_m m \in [v_{\parallel i}; v_{\parallel i+1}]$ with $p$ being the weight of the particle.

Figure 12: Comparison of real part of the positive component of the electric field of the ICRF wave (first) and negative (second) between the simulation with self-consistent iterations every 50 ms between EVE and SPOT (in red) and the SPOT simulation without iterations with EVE (in blue) in the equatorial plane. The last ones plot represent the difference between the both simulations.
The comparison between the simulations with and without iterations between EVE and SPOT shows that it is necessary to take into account the feedback of the fast D distribution on the propagation and absorption of the ICRF wave. Indeed, if this feedback is not modeled, the simulation does not model accurately the high energy tail in the distribution of fast D, which impacts the determination of the neutron rate as well as the propagation and the absorption of the ICRF wave. The self-consistent simulation enables to capture the evolution of the D distribution function, resulting in an increase of the fast D density, an increase of the ICRF power absorbed by this population and an higher fast D energy tail. The self-consistent NBI+ICRH simulation enables to recover the experimental value of the neutron rate within 5%.

4.3 Comparison between NBI heating only and NBI+ICRH synergy

In order to characterize the impact of the heating scheme on the fast D distribution, we compare the NBI-only heating and the combined NBI and ICRH with equivalent power. For this purpose, we compare the results presented in the previous section of the NBI and ICRH synergy with 22MW of NBI and 5MW of ICRH with two simulations with pure NBI heating, made with NEMO/SPOT with respectively 27 and 22 MW of NBI power.

Figure 14 presents the profiles, obtained by these three heating schemes, of the power transferred to the plasma of the effective temperatures of the fast D, the neutron rate of the D-D reaction and the fast D density. With the NBI and ICRH synergy the power transferred to the electrons is larger than in the case of pure NBI heating, as well as the power density transferred to the ions close to the plasma center. This difference is due to the fact that NBI and ICRH synergy produces ions that are more energetic than pure NBI heating. In case of pure NBI heating the parallel and perpendicular temperatures of the fast D remain the same while increasing the NBI power, whereas with the NBI and ICRH synergy, the perpendicular effective temperature is higher and increases by 28% in the center. However, increasing NBI power can increase the fast D density by 17% while adding ICRH heating to NBI heating can increase fast density by only 5%. But by increasing the perpendicular temperature, the synergy makes it possible to increase by 15% the neutron rate of the D-D reaction with respect to the NBI heating at equivalent power. Pure NBI heating increases the fast D density over the entire plasma volume (due to source increase) whereas the NBI+ICRH scheme increases the fast density only inside $\rho/\rho_0 = 0.4$ (kinetic effect of the synergy).
Figure 15 presents the perpendicular and parallel distribution at $\rho/\rho_0 = 0.1$ of fast D obtained between the NBI modelling with a power of 27MW, NBI modelling with a power of 22MW and NBI (22MW) + ICRH (5MW) modelling. This comparison shows that the NBI + ICRH synergy modifies the distribution of the heated ion by increasing the tail at high energy, whereas the increase in the power of the NBI heating induces no change in shape of the distribution.

The results therefore show that in order to increase the production of fusion reactions, it is more efficient to use combined NBI and ICRH than NBI only since the synergy yields fast ions with a higher energy for equivalent heating for a given total auxiliary heating power. Moreover thanks to the ICRH heating, the increase of the fast ion density as well as its energetic content is more localized in the core of the plasma ($\rho/\rho_0 < 0.4$).

### 5 Impact of minority species concentration

In this section we study the impact of minority species concentration on NBI and ICRH synergy. The dominant impact of the increase from 1 to 6% of the concentration of the minority species is the increase of the ICRH power absorption on the Hydrogen (minority species), resulting in a decrease of the remaining power to be transferred to the fast D (cf tab.4). This modification impacts the NBI and ICRH synergy by decreasing the density and the energetic content of the fast D and the rate of DD reaction.
Table 4: Summary of self-consistent result for different concentration of H. $P_{\text{abs}}D_{fa}$, $P_{\text{abs}}D_{th}$ and $P_{\text{abs}}H$ are respectively the ICRH power absorbed by the fast D, the thermal D and H. $n_{Dfa}$ is the density of fast D. $R_{DD}$ is the neutron rate of DD reaction. $W_{D\perp}$ and $W_{D\parallel}$ are respectively the energetic content in perpendicular and parallel direction of fast D.

<table>
<thead>
<tr>
<th>H (%)</th>
<th>$P_{\text{abs}}D_{fa}$ MW</th>
<th>$P_{\text{abs}}D_{th}$ MW</th>
<th>$P_{\text{abs}}H$ MW</th>
<th>$n_{Dfa}$ $10^{18}$m$^{-3}$</th>
<th>$R_{DD}$ $10^{16}$s$^{-1}$</th>
<th>$W_{D\perp}$ MJ</th>
<th>$W_{D\parallel}$ MJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.16</td>
<td>2.00</td>
<td>0.93</td>
<td>1.92</td>
<td>2.39</td>
<td>0.80</td>
<td>0.28</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>1.64</td>
<td>1.53</td>
<td>1.86</td>
<td>2.16</td>
<td>0.77</td>
<td>0.27</td>
</tr>
<tr>
<td>4</td>
<td>0.62</td>
<td>1.17</td>
<td>2.26</td>
<td>1.84</td>
<td>1.95</td>
<td>0.73</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>0.53</td>
<td>0.92</td>
<td>2.58</td>
<td>1.80</td>
<td>1.86</td>
<td>0.71</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Figure 16 presents a comparison of the evolution of the global quantities of the plasma according to the time simulation with self-consistent iterations every 50 ms between EVE and SPOT for different concentration of H (1%, 2%, 4%, 6%). This result shows that the time necessary to reach the stationary state of NBI and ICRH synergy does not depend on the concentration of the minority species and all simulations reach the stationary state after 0.5 seconds, which corresponds to 10 iterations between EVE/SPOT.

The impact of the concentration of minority species on NBI and ICRH synergy is not proportional between the ICRH power absorbed by the D fast, the characteristics of D fast and the neutron rate of DD reaction, due to the non-linear nature of on NBI and ICRH synergy. Between simulations at 1% and 4% of H, there is an increase of 50% for the ICRH power absorbed by the fast D, of a few % for the power transferred to the bulk, the density and the parallel energy content of D fast, of 10% for the perpendicular energy content of the fast D and of 25% for the rates of neutron of the reaction DD.

On the other hand, between 4 and 6% of H, a certain stability in the ICRH power distribution between the different ions of plasma is achieved, which explains the lower sensitivity of the different quantities.

These results show a slight decrease of the power transferred to the plasma bulk and of the fast D density because the simulations take into account the NBI power at the beginning. The changes resulting of the variation of the H minority concentration are localised mainly inside $\rho/\rho_0 < 0.2$, as shown in figure 17 which presents a comparison of the profiles obtained for different concentration of H (1%, 2%, 4%, 6%).

Figure 18 presents a comparison of the distributions perpendicular and parallel of the fast D to $\rho/\rho_0 = 0.1$ obtained for different concentration of H (1%, 2%, 4%, 6%). These results show that increasing the concentration of H increases the high energy tail of the perpendicular distribution of the fast D but does not affect the parallel distribution.
Figure 16: Evolution of the global quantities of the plasma versus simulation time with self-consistent iterations every 50 ms between EVE and SPOT for different concentration of H (1%, 2%, 4%, 6%). Top in order from left to right: evolution of ICRH power absorbed by D fast, evolution of NBI+ICRH power transferred to bulk plasma, evolution of neutron rate of D-D reaction. Down in order from left to right: evolution of D fast density, evolution of parallel energy content of D fast and perpendicular. All results are divided by the maximum of each quantities for the four simulations.
Figure 17: Comparison of the profiles obtained for different concentration of H (1%, 2%, 4%, 6%). Top in order from left to right: profiles of power absorbed by D fast, profile of power transferred on bulk plasma by D and profiles of neutron rate of D-D reaction. Down in order from left to right: profiles of fast D density, profiles of effective temperatures parallel and perpendicular of fast D.

Figure 18: Comparison of the distributions perpendicular (left) and parallel (right) of the fast D to $\rho/\rho_0 = 0.1$ obtained for different concentration of H (1%, 2%, 4%, 6%).

6 Conclusions

A new workflow for the self-consistent simulation of ICRH+NBI heating has been developed by coupling the full wave code EVE and the MonteCarlo orbit following code SPOT. One application of such development is the study of plasmas where
a synergy between both heating schemes contributes to the creation of a significant fast ion tail which can potentially interact with other physical mechanisms such as turbulence or Alfvén modes. Towards the goal of self-consistent simulation of the full ion distribution function, a first step has been developed by using bi-Maxwellians distributions for representing the fast ion component heated by both heating schemes (here, the fast D). This approach has been used to analyze a JET shot, #86614, with significant ICRH, with a H minority scheme, and NBI D heating, for which the 2nd harmonic ICRH resonance coincides with the H one. The modelling performed shows that the interplay between both heating mechanisms is quite significant as the fast D perpendicular temperature obtained with only NBI, 40keV, increases up to 60keV due to this interplay. This has a strong impact on the neutron rate generation from D-D fusion reactions, which increases more than 20%. The neutron rate calculated taking into account this self-consistent modelling of the ICRH-NBI synergy is in good agreement with the experimental measurement. The synergy effects are significant in this pulse because the NBI penetration for the JET hybrid scenario, to which the JET shot selects belongs, reaches far into the plasma core and the maximum of the fast ion source from NBI coincides with the ICRH deposition. However, such interplay strongly depends on the H concentration used, as above 2% the efficiency of such mechanism quickly decays due to the fact that H minority heating becomes the dominant scheme (with respect to the 2nd harmonic D heating).

Therefore, in order to maximize the DD reaction rate at JET, the control of the H concentration and the location of the ICRH resonance is essential for optimizing the synergetic effect on the fast D population pre-heated with NBI. The extrapolation of these results to DT plasmas, which is not straightforward because of the difference between the DD and DT cross-sections, will be performed in the future.
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