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Abstract

To provide a direct comparison, o↵-axis holography and di↵erential phase contrast have been

performed using the same microscope on the same specimens for the measurement of active dopants

and piezoelectric fields. The sensitivity and spatial resolution of the two techniques have been

assessed through the study of a simple silicon p-n junction observed at di↵erent bias voltages applied

in-situ. For an evaluation of limitations and artefacts of the methods in more complicated systems

a silicon pMOS device and an InGaN/GaN superlattice with 2.2-nm In0.15Ga0.85N quantum wells is

investigated. We demonstrate the e↵ects of dynamical scattering on the electric field measurements

in the presence of local strain-induced sample tilts and its dependence on parameters like the

convergence angle.
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I. INTRODUCTION

There is a need to measure the electrical properties arising from active dopants or from

charged interfaces in semiconductor devices with nm-scale resolution. There are several

transmission electron microscopy (TEM) based techniques that exist which can be used to

solve this problem each with their strengths and weaknesses. Methods utilizing plane wave

illumination to measure the phase shift of the electron wave are summarized as holography

and can be used to measure the local electric potential [1–3]. Another approach is to

determine the deflection of a convergent beam which corresponds to the gradient of the

potential which is known as di↵erential phase contrast (DPC) [4–6].

There are many di↵erent configurations of electron holography, the better known versions

being o↵-axis electron holography and in-line holography. In this paper we focus only on

o↵-axis electron holography, although it has been shown that in-line holography can also

have unique benefits such as using a low electron dose, not requiring a reference wave and

being compatible with large fields of view [7–9]. However, in-line holography has di�culties

retrieving low frequency components which can be problematic for some applications. DPC

is implemented here using a four segment detector, but we discuss how this technique could

be improved by the use of pixelated electron detectors that can account for intensity redis-

tributions within the direct beam disc and are therefore in many cases advantageous [10–12].

In this paper we introduce each technique, discuss quantification and key points regarding

the spatial resolution, sensitivity and the e↵ects of dynamical di↵raction. We then show

results for the two techniques applied to a highly-doped p-n junction under applied bias

to illustrate their capabilities when used to characterise this simple example of a specimen

containing an electric field. We will then apply the two techniques to a doped CMOS device

to benchmark their performance for 2D potential mapping. Finally, we will measure the

piezo-electric field across a 2.2-nm-thick InGaN/GaN quantum well superlattice. For this

measurement, a high field of several MVcm�1 is expected at the InGaN/GaN interface, but

excellent spatial resolution is also required.

Unless otherwise stated, we have applied the techniques in their most simple form using

standard lens configurations. For o↵-axis electron holography the experiments have been

applied using a FEI Themis equipped with a Lorentz lens, a single electron biprism and a

standard Gatan Ultrascan CCD detector. The DPC experiments have also been performed
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using an aberration corrected FEI Themis equipped with a segmented semiconducting an-

nular detector.

II. OFF-AXIS ELECTRON HOLOGRAPHY

O↵-axis electron holography (now referred to as electron holography) uses an electron

biprism to interfere an electron wave that has passed through a region of interest with a

wave that has passed through a vacuum reference. This forms an interference pattern which

is also known as a hologram. From the electron hologram, the phase, �(r) of the electron

wave can be recovered which can be directly linked to the projected electrostatic and vector

potentials in and around the specimen using the relationship;

�(r) =
e

~v

Z +1

�1
V (r) dz � e

~

Z +1

�1
A(r) dz, (1)

where dz is the propagation direction of the beam, r is a position vector perpendicular to

it, V (r) is the electrostatic potential, A(r) the magnetic vector potential, v is the relativistic

electron velocity and e is the elementary charge [2]. The first term describes the electrostatic

part of the phase shift, while the second term is due to magnetic interaction. The electro-

static phase shift is proportional to the (projected) electrostatic potential in beam direction

and the magnetic phase shift is proportional to the (projected) component of the vector

potential in beam direction. Although electron holography is typically used for measuring

the potentials in and around specimens , the electric field can also be obtained by,

E(r) = �rV (r). (2)

Similarly the magnetic field can be calculated using

B(r) = �r⇥A(r). (3)

When using holography for dopant profiling, we assume that the specimen is both non-

magnetic and has been tilted to a weakly di↵racting orientation. The local electrostatic

potential can be quantitatively measured directly from the phase � using the following

formula,

3



� = C

E

V t (4)

where V is the electrostatic potential and t is the specimen thickness. The interaction

constant, C
E

is 1.01 ⇥107 V

�1
m

�1 for 80 kV electrons and 7.29 ⇥106 V

�1
m

�1 for 200 kV

electrons. The measured phase is sensitive to two components of the electrostatic potential,

the mean inner potential (MIP) which is the volume averaged electrostatic potential [13–15],

V0 and the dopant related potential, V
dop

. The MIP can be measured directly by electron

holography, and values that have been measured experimentally for the specimens examined

in this work are 11.9 V for Si and 15.4 V for GaN [16, 17]. The important consequence is that

the values of MIP that are present in most semiconductors are much higher than the changes

in potential that are expected from active dopants. Thus, only small changes in specimen

thickness will contribute strongly to the measured phase. Fortunately, these problems can be

minimised by using focused ion beam (FIB) milling, where if su�cient care is taken both flat

and parallel-sided specimens can be prepared. In addition, here we make the assumption

that the field is contained within the specimen which can be the case for FIB prepared

semiconductors where the damaged Ga implanted surface layers act as an isopotential [18].

However, this assumption is not always true, especially in the case of specimens that are

electrically biased in the microscope [19].

Figure 1(a) shows a schematic of the setup for o↵-axis electron holography. A coherent

source of electrons is required, then by applying a voltage to the electron biprism a reference

electron wave that has passed through vacuum and electron wave that has passed through

the specimen are overlapped to form the interference pattern. By increasing the voltage, the

virtual electron sources, S1 and S2 move further apart to form a larger overlap of the waves

which provides a wider interference pattern with finer fringes. Often the electron beam

is made astigmatic in the perpendicular direction to the biprism as the spatial coherence

increases when decreasing the angular spread of the electrons. Figure 1(b) shows an image

of the electron biprism with no applied voltage. The dark line is the electron biprism

and Fresnel di↵raction can be observed on either side. Figure 1(c)-(g) then show that by

increasing the biprism voltage, the fringes become finer and more numerous and the width

of the interference pattern increases.

Figure 2 shows a schematic diagram of the hologram reconstruction process. Here an

electron hologram has been acquired which contains a pMOS transistor device. The infor-
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mation about the electron phase is contained in the interference fringes which are observed

more clearly in the inset. To remove the distortions in the imaging system, a reference

hologram which contains a vacuum region with no fields present is also required.

To obtain the phase information carried by the hologram, a Fourier transform is applied

and a sideband is selected and moved to the origin of Fourier space. A typical radius for

the mask for a strongly scattering object is either 1/2 or 1/3 of the carrier fringe frequency

which limits the spatial resolution in the reconstructed phase and amplitude images [2, 3].

This is due to the presence of the conventional intensity image which is simultaneously

recorded with the hologram. Therefore the spatial resolution in a reconstructed phase image

is usually between twice and three times the fringe spacing. An inverse Fourier transform

of the sideband is then applied which generates a complex image. The amplitude and phase

information can be obtained by using equations 5 and 6, where A is the amplitude, � the

phase, = the imaginary component of the complex reconstructed image and < the real

component.

A(x, y) =
p
(<2 + =2), (5)

�(x, y) = arctan(=/<). (6)

The reconstructed phase image of the pMOS device is shown in Figure 2. Due to the

changes in electrostatic potential from the active dopants, the n-type source and drain

appears brighter than the p-type substrate region. As the dopant concentration is much less

than 1 %, almost no amplitude contrast results between the doped and pure Si region.

The spatial resolution of an electron hologram reconstruction is determined by the size of

the mask that is used in Fourier space to select the sideband. Therefore fine fringe spacings

are required to achieve the best spatial resolution. The limited coherence of the electron

beam will limit the width of the hologram and fringe spacing before the contrast begins to

deteriorate. In addition, the need to record the hologram using a CCD camera means that

for a given field of view, there are a finite number of pixels that can be used for recording

and it is good practice to use at least 6 pixels to prevent information loss from sampling

and from the MTF of the camera. A typical hologram acquisition setup would be to use a

2048 x 2048 pixel detector to record a hologram across a field of view of 500 nm with fringe
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spacings in the range 1.5 to 2.0 nm such that each fringe is sampled by 6 - 8 pixels. These

settings would provide phase images with spatial resolution in the range 3 - 6 nm depending

on the reconstruction procedure used. In addition there are more advanced methods of

reconstruction which can be used to suppress the sideband and increase the size of the mask

used in Fourier space [22].

The phase sensitivity of a reconstructed phase image is given by the relationship;

�� =

p
2

µ

p
N

, (7)

where µ is the hologram contrast and N is the number of electron counts per pixel in the

reconstructed phase image [20, 21]. It is important to optimise the contrast of the fringes

against the hologram acquisition time (instabilities), fringe spacing (sampling) and the FEG

operating conditions (intensity versus coherence) [23] that is used. The stability of modern

electron microscopes allow electron holograms to be recorded for times in the range of 10 -

100 s in order to increase N before instabilities lead to a deterioration of the contrast [24].

An alternative is to acquire a large series of holograms and add them together [25]. By

adding together a large series of holograms, phase sensitivities of more than 2⇡/1000 have

been reached [26, 27].

III. DIFFERENTIAL PHASE CONTRAST

Di↵erential phase contrast is a STEM based technique where a focused electron beam is

scanned across a region of interest and the deflection is measured by means of the intensity

di↵erence of the detector segments. This method which was proposed by Harald Rose

[28, 29] and demonstrated by Dekkers in 1974 [30] has until now been used principally for

the measurement of magnetic fields [4, 5, 31]. DPC has recently gained attention, partly

due to improvements in hardware such as the use of circular scintillator / photomultiplier

tube detectors in circular rather than annular geometries [32]. In addition to this, certain

microscope companies have begun to introduce these detectors as standard. In this new

wave of DPC research, there has been a focus on mapping at atomic resolution [33–36] as

well as the measurement of electrostatic potentials [37–39]. In this section we assume that

the principle action of the electric field is to induce a shift of the di↵raction disk without

considering intensity redistribution within it. This holds for a homogeneous electric field
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that produces only a one-dimensional phase ramp (as it is the case for a plate capacitor).

Therefore, in this section we focus on what is known as the ”disk shift” method for the

quantitative measurements of fields using an annular detector.

The influence of electric and magnetic fields on the beam can be explained in a semi-

classical model, where no scattering or energy loss of the beam is assumed as for a beam

deflected by a field in vacuum [40]. For the case of an electric field, the force acting perpen-

dicularly on the electron beam is proportional to the field component perpendicular to the

beam projected in beam direction and the electron charge,

F?(r) = �e E?(r). (8)

From Newton’s second law of motion this force F?(r) can also be expressed in terms of

an acceleration perpendicular to the beam direction a?(r) and the relativistic mass of the

electron m

⇤
e

as,

F?(r) = a?(r)m
⇤
e

. (9)

The beam needs a time ⌧ to traverse the field containing region of distance (here the

sample thickness), t , which is given by the initial electron velocity v0 as,

⌧ =
t

v0
. (10)

Because the beam is only sensitive to the perpendicular field component projected along

the beam direction over t, solely the average field strength can be determined. While travers-

ing through a region containing a field t, the electron picks up a velocity component v?

perpendicular to v0 that can be expressed as,

v? = �E? e t

m

⇤
e

v0
. (11)

The deflection angle, � can be described in terms of the velocities as,

� = arctan(
v?

v0
) ⇡ v?

v0
. (12)

The last expression corresponds to the small angle approximation which is valid for the

deflections of significantly less than 1 mrad that is observed for the typical field strengths
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(< 5 MVcm�2) , sample thicknesses (< 200nm) and electron energies (80-300 kV) that are

used. Therefore, the magnitude of the electric field component perpendicular to the beam

can be expressed as,

E? = �� m

⇤
e

v

2
0

e t

. (13)

For a given beam energy all the parameters are known, except for t and � (the beam

deflection). For an operating voltage of 200 kV, Equation 13 simplifies to

E? = ��

t

· 3.438 · 105V. (14)

An expression for the B-field can also be derived in a similar manner. However, as this

paper discusses the measurement of electric fields, the derivation is omitted and can be found

elsewhere [40].

B? =
� m

⇤
e

v0

q t

. (15)

Again for an operating voltage of 200 kV, Equation 15 simplifies to;

B? = ��

t

· 1.649 · 10�3
. (16)

Thus the beam deflection is antiparallel to an electric field and perpendicular to a mag-

netic field.

Figure 3 shows a schematic of the experimental technique using the example of a doped

pMOS device. An electron beam of a total diameter of twice the inner diameter of the

segmented annular detector is carefully positioned such that the four segments are evenly

illuminated. This setup is similar to the one from Shibata et al. [6], which showed good

robustness and linearity. However, other setups where the beam convergence rather matches

the inner detector angle for increased sensitivity have been used e.g. by Lohr et al. [37].

In a well aligned microscope as the beam is scanned across the dashed line indicated in

3(f), we find that in position A, in the n-doped region with no internal electric field the

intensities in the di↵erent outputs should in principle remain constant as shown in Figure

3(a). As the beam traverses the depletion region indicated B between the p-doped source

and the n-doped gate then � can be measured by comparing the intensities in the di↵erent

segments as shown in Figure 3(b). As the beam continues to the p-doped source region C -
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which does not contain a field - the beam returns to its original position in the di↵raction

plane again shown in Figure 3(c). Figure 3(d) shows the di↵erent intensities measured in

scanned images of a pMOS device and (e) demonstrates that by subtracting the intensities

in opposite segments and correcting for the mis-orientation of the detector segments relative

to the specimen, the electric field can be directly obtained by using a simple calibration

procedure. Di↵use scattering (that increases with sample thickness) poses a problem for the

segmented detector setup, because intensity is redistributed in the di↵raction plane. As this

scattering exhibits normally rotational symmetry the e↵ect is to overall reduce the measured

DPC signal by increasing the amount of electrons that impinge on all segments. The chosen

setup here, where the semi-convergence angle is twice the inner detector radius leads to a

large portion of the beam (75%) hitting the detector and thus to a certain reduction of the

e↵ect of di↵use scattering. For thin samples the e↵ect is generally negligible, but for thicker

samples it can have an e↵ect [33].

DPC experiments from literature can be grouped into roughly three di↵erent families of

settings, which we refer to as high-resolution (HR), nano-beam (NB) and low-magnification

(LM). Typical values for experimental parameters of these three modes can be found in

Table I. The HR-DPC mode uses a large convergence angle of around 20 mrad which results

in probe sizes below 0.1 nm (for the case of spherical aberration correction of the condenser

system). To have a suitable beam size in the di↵raction plane (here a beam with a diameter

of twice the inner detector angle) the camera length needs to be adjusted. For the HR-

DPC setting this results in a typical camera length of around 0.1 m (which is linked to the

physical size of the detector). This short camera length means that the magnification of

beam deflections, and thus the sensitivity, is rather low. A similar setup has been used to

reveal the electric field of individual atomic columns [36]. The second mode is NB-DPC.

Here, to achieve better sensitivity, the camera length is increased to around 1 m. However

to maintain the size of the beam relative to the detector, the convergence angle is reduced to

around 2 mrad and thus the resulting (di↵raction limited) probe size is around 1 nm. This

is illustrated in Figure 4(a-f) showing schematics of the optical setups of the beam relative

to the detector. Reducing the convergence angle to match the beam to the detector has

important consequences. Figure 4(g) shows a plot of the probe size of a di↵raction limited

imaging system as a function of the convergence angle showing that the choice of camera

length (sensitivity) a↵ects directly the spatial resolution. This NB-DPC mode is useful
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for piezo-electric structures, such as hetero-epitaxial quantum wells, where the strength of

the electric fields is significantly lower than for atomic fields, but a 1 nm or better spatial

resolution is still required. An example of NB-DPC is the investigation of the fields in

InGaN/GaN structures [39]. In the case of LM-DPC, a low-magnification mode is used, in

which the objective lens is (almost) switched o↵. Here the camera length is increased by

one order of magnitude to around 10 m, which leads to a high magnification of the beam

deflection and thus a high sensitivity. With this mode even the rather weak electric fields

at the depletion region of GaAs p-n junctions have been observed [6]. However, very small

convergence angles of the scanning probe on the order of 0.2 mrad are used here, resulting

in probe sizes of roughly 10 nm.

An additional consideration when adjusting the camera lengths and convergence angles

is the adjustment of the descan alignment which is used to prevent the transmitted beam

from moving as it is scanned across the specimen using the STEM coils. This movement of

the beam on the detectors will introduce a gradient on the field map. In HR-DPC mode,

this alignment is relatively straightforward at low camera lengths and residual gradients on

the signal can be corrected. However, in NB-DPC mode, it is di�cult to make fine enough

descan and pivot point alignments for camera lengths of more than 1 m. This means that

only high magnifications can be used, otherwise the large shifts of the transmitted beam

during scanning lead to a non-linear intensity signal as well as saturation of the detector

which cannot be corrected for. In LM-DPC mode, again it is relatively easy to correct the

descan for the relevant camera lengths.

IV. QUANTIFICATION OF DPC

Although DPC is not directly quantitative, there are several methods that can be used

to provide a value of the fields. One calibration method is to use a plate capacitor mounted

onto a specimen holder to measure the beam deflection for a known applied field. Although

this method is straightforward in principal, a dedicated specimen holder is required and

great care has to be taken to ensure that the capacitor geometry applies the intended field

[38]. Another calibration method is to compare results that have been acquired by electron

holography on a simple specimen which is easy to measure, such as a silicon p-n junction.

An additional calibration method is presented here where the beam relative to the de-
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tector is intentionally shifted using the di↵raction shift coils. DPC images are acquired

in vacuum before and after the displacement and the positions of the di↵raction disc are

recorded on a camera. The intensity di↵erence can be related to the imposed beam shifts

that can be obtained from cross-correlating the recorded camera images. For a calibrated

camera length and pixel size the shift of the beam in pixels directly yield the deflection an-

gles. The result of such an experiment is given in Fig. 5. Here the imposed beam shift vector

is compared to the DPC intensity di↵erence vector for several di↵erent beam positions that

were measured using the camera. The intensity of the individual segments is normalised

by dividing them by the sum of all segments. For each position, the intensity di↵erence of

diagonal segments, e.g. between segments A and C as �I

AC

, is determined and the value of

the centre position �I

AC,0 is subtracted. The rotation between the detector segments and

the camera plane can be calculated using the shifts in the two camera axes relative to the

centre position shift

x

and shift

y

! = arctan


(�I

AC

��I

AC,0) · shifty � (�I

BD

��I

BD,0) · shiftx
(�I

AC

��I

AC,0) · shiftx � (�I

BD

��I

BD,0) · shifty

�
. (17)

Afterwards, the intensity di↵erences can be calculated in the detector coordinate system

as

0

@�I

x

�I

y

1

A =

0

@cos(�!) �sin(�!)

sin(�!) cos(�!)

1

A

0

@�I

AC

�I

BD

1

A
.

Once the convergence angle has been measured, the disc size on the camera directly yields

the absolute deflection angle. Knowing the deflection angle from the intensity change of the

DPC allows a calibration of the electric field by using Equation 14 once the sample thick-

ness has been measured. For a given set of parameters (camera length, convergence angle,

detector contrast/brightness settings) the intensity di↵erence is then calibrated relative to

the beam shift.

For the case of a real (thick) samples, the overall intensity is reduced to scattering and

absorption leading to a reduction of intensity. This is accounted for by using the normal-

ized intensity di↵erences. For rather homogeneous samples like FIB lamellas of a Si diode

it su�ces to normalize all intensities to the reduced intensity measured at one point but

especially for inhomogeneous samples (changing chemistry or thickness) it can be accounted
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for by dividing the intensity di↵erence image point by point by the image obtained from

summing the images of all segments.

V. DIFFRACTION, SPECIMEN PREPARATION AND KNOWN ARTEFACTS

There are many papers that study artefacts that can be present in electron holography

data of thinned semiconductor specimens [41–44]. One artefact that has been well studied

is known as the inactive thickness which is due to both charging of the specimen surfaces

[45–47] and from damage resulting from FIB milling [49] which leads to a layer of inactive

dopants on each surface of the specimen. The inactive thickness is a sub-surface crystalline

layer in the specimen and its presence leads to a reduction of the built in potential V
dop

compared to the expected value for a perfect bulk-like situation. The inactive thickness

is strongly dependent on the dopant concentration in the specimen and can be as low as

20 nm for highly doped specimens that are prepared using low energy Ga ions to many

hundreds of nm for weakly doped specimens [48]. A consequence of this is that the very

thin specimens that are typically considered very suitable for TEM are unsuitable for the

measurement of dopants. As such, thicker specimens in the range 200 - 500 nm are required

which leads to problems with projection e↵ects and dynamical di↵raction. A positive aspect

of the damaged surface layers in FIB-prepared doped semiconductors is that the amorphous

surface layer acts as an equipotential which can suppress the fringing fields in vacuum and

as such simplify the quantification of the measured phases.

The key to obtaining interpretable potential maps of the specimens in the TEM is to

limit the e↵ect of dynamical di↵raction [18]. Specimens cannot be observed on a zone

axis as dynamical di↵raction will dominate the image and the strong phase changes of

the electrons will destroy the interference patterns. Even away from the zone axis, the

presence of dynamical e↵ects can lead to a phase map that is not interpretable. Therefore

the specimen is typically tilted along a crystallographic axis whilst preserving the projection

of the measured potential and fine specimen tilts are used until the region of interest becomes

“bright” in bright field mode. Typically the specimen is tilted from 1 - 5 degrees from a

zone axis which can have important consequences when examining the latest generation of

CMOS-type semiconductor devices whose dimensions can be less than 10 nm.

Although there are many papers that discuss the use of electron holography to measure
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the fields in piezoelectric materials [50, 51], no systematic study of the artefacts has been

performed. Publications exist which suggest these specimens should not be prepared by FIB

milling [52] and that only polishing and low energy Ar milling should be used. In this work,

we have used careful FIB milling at low operating voltages.

There are few publications that discuss the artefacts that are present when using DPC for

the measurement of electrostatic fields [53]. However, it is reasonable to assume that all of

the artefacts that are present in holography are also relevant here. In order to demonstrate

the problems of dynamical di↵raction that are present when examining thick specimens using

a convergent beam, JEMS simulations have been performed [54]. Figure 6 shows simulated

Convergent Beam Electron Di↵raction (CBED) patterns for a 200 kV electron beam with a

convergence angle of 100 mrad incident on (a) 100 nm thick GaN specimen and (b) a 300

nm thick silicon specimen tilted 1.5 degrees from a zone axis which is a typical specimen

orientation that is used for field mapping. The GaN specimen is near the [112̄0] zone axis and

the silicon specimen the [11̄0] zone axis. It is clear that for the 100 nm thick GaN specimen

there are many features in the CBED pattern compared to the 300 nm thick CBED pattern

from the silicon specimen. The circles in the CBED patterns represent a 4 mrad convergence

angle suggesting that for the GaN specimen, it would be more di�cult to find an orientation

with homogenous disk intensity occurring. For the much thicker silicon specimen, there are

larger areas of homogenous contrast and as such it is much more straightforward to perform

fine tilts so that that the dynamical di↵raction contrast can be minimised across the field

of view.

All of the specimens examined here were prepared using an FEI Strata 400. FIB milling

was used as it allows a specimen to be prepared from the region of interest with nm-scale

site specificity. Importantly, the TEM lamella should be flat with parallel-sides as the

measurements of both the potentials and fields are strongly dependent on the specimen

thickness. For the doped silicon p-n junctions and pMOS devices, thick specimens in the

range 220 to 240 nm were prepared. An operating voltage of 30 kV was used for the rough

milling to a total specimen thickness of 3 microns which were then finished at 8 kV as this

provides a compromise between the reduction of specimen damage whilst maintaining the

parallel sides that are required for holography. For the GaN/InGaN multilayer specimens

with small quantum wells it is mandatory to obtain thickness of below 100 nm to be able

to tilt into weakly di↵racting orientations without losing the features in projection. Here
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16 kV ions were used to maintain the parallel sides to a final specimen thickness of 100 nm

with an additional short 2 kV cleaning to minimise the thickness of the amorphous layers.

VI. FIELD MAPPING OF A SILICON P-N JUNCTION

As a first test, a symmetrically doped p-n junction specimen with a dopant concentration

of 1x1019 cm�3 has been examined [48, 55]. As the specimen is grown using epitaxy, the

junction is not abrupt, however by combining SIMS measurements and by using textbook

equations, a V

dop

of 1.06 V leading to a field of 0.21 MVcm�1 is expected in the p-n junction

[56]. The TEM grid holding the specimen was connected to a chip which was then mounted

into a Nanofactory piezo contact holder and reverse biased such that the approximate sen-

sitivity of the di↵erent techniques could be assessed as a function of the applied voltage.

Before FIB preparation, the top surface of the specimen was cleaned using HF vapour treat-

ment and the top surface sputter coated in gold to provide a good electrical contact with

the tungsten piezo controlled probe. A crystalline specimen thickness of 225 ± 5 nm was

measured by CBED. Figure 7(a) shows a STEM image of the diode that was examined

and (b) shows the current / voltage response suggesting that the specimen still behaves as

a diode due to the careful specimen preparation and contacting. Electron holograms and

DPC STEM images were acquired during the same TEM session with the p-n junction at

di↵erent bias voltages. To illustrate the e↵ects of applying a reverse bias voltage, Figure 7(c)

shows a holography phase image, demonstrating the strong contrast that is present across

the di↵erently doped regions at a reverse bias of 4 V. Figure 7(d) shows the calculated po-

tential that was obtained from the measured phase across the indicated region in (c) as the

reverse bias is increased.

Figure 8(a) shows the beam deflection measured from the electric field, E
z

, in the [001]

direction perpendicular to the junction at zero bias voltage and (b) at 4 V reverse bias

acquired using a typical HR-DPC beam setting of 21 mrads beam convergence angle, a

camera length of 0.115 m and an acquisition time of 80 s for a 1024x1024 pixel image. The

convergence angle was set such that the diameter of the beam was twice the inner diameter

of the segmented detector. Here the signal has not been quantified and the units are from

the di↵erence in detected intensities in the segments of the detector. The electrical junction

cannot be observed by the naked eye at zero reverse bias due to the low sensitivity of the
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HR-DPC but becomes clearer once a reverse bias voltage is applied. Figure 8(c) shows

profiles extracted across the maps which have been averaged across 1.6 µm. When using

LM-DPC mode with a camera length of 12 m and a convergence angle of 0.2 mrads the

junction is clearly visible at both 8(d) zero bias and (e) 4 V reverse bias. Figure 8(f) shows

profiles acquired across the field map with a sampling of 2.86 nm/px and averaged over 200

nm. The resolution (probe size) of this LM-DPC data is 7.5 nm.

Electron holograms were also acquired. Here the goal was to maximise the field of view

which led to the need to use a low biprism voltage so that the fringes could be adequately

sampled by the CCD camera. As such, coarse holographic fringes of 2.5 nm were used

with an overall holographic width of 600 nm and an overall field of view of 1200 nm for an

acquisition time of 8 seconds. In order to perform this experiment using the Nanofactory

specimen holder, it was necessary to rotate the biprism 180� from it’s “stable” position.

The electron biprisms in our two FEI Titan microscopes are more stable when they are fully

rotated to an endstop position. Thus the electron holograms were acquired with only 10 %

contrast instead of the normal 20 - 30 % leading to a signal to noise ratio that would be

much less than usual. The holograms were reconstructed to provide a spatial resolution of

7.5 nm in the potential maps. The potential maps obtained by o↵-axis electron holography

are shown in 8(g) and (h) and the quantitative measurement of the fields calculated using

Equation 2 are shown in (i). The sampling of the profile is 3.04 nm/px (from binning the

original sampling by 8) and it was averaged over 200 nm (same as the LM-DPC profile). The

quantitative measurement of the electric field by electron holography is 0.175± 0.02 MVcm�1

which is less than expected from theory due to the presence of the inactive thickness.

From these results it is possible to obtain a feeling for the signal to noise and spatial

resolution of the di↵erent techniques which also appear in the Table II. Here the signal to

noise was assessed from measuring the Root Mean Squared (RMS) noise in a single profile

averaged across 200 nm. The pixel size for HR-DPC is 3.42 nm, LM-DPC 2.86 nm and for

holography (from binning by 8) 3.04 nm, while the resolution for HR-DPC (probe size) is

below 0.1 nm, LM-DPC 7.5 nm and for holography (from the reconstruction) also 7.5 nm.

Clearly, the HR-DPC set-up does not provide an adequate sensitivity to measure the low

values of fields that are expected in doped specimens. The LM-DPC set-up provides a signal

to noise of 45 for the field measurement, but at the expense of spatial resolution. An increase

in camera length from HR-DPC to LM-DPC of around 100 times is the reason for the 75
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times higher signal-to-noise ratio. The performance of the holography for the settings used

is roughly equivalent to the LM-DPC results when the electric field profiles are compared.

However for the measurement of electrostatic potential, the signal to noise of holography is

470 compared to the value of 55 for the electric field. The reduced signal to noise ratio for the

field results from increased noise caused by numerically calculating the derivative of the data.

These figures provide only approximate assessment of the capabilities of the techniques used

in their most standard conditions, for fields of view of around 1 micron. Of course the signal

to noise in all of these experiments could be improved by using data averaging techniques or

more appropriate microscope settings, such as better sampling of the holographic fringes on

the CCD at expense of field of view for holography. For DPC it is also possible to integrate

the signal to provide measurements of the electrostatic potential using the so called iDPC

method, this approach is known to improve the sensitivity for atomically resolved imaging

[57] and more experimental work is required to assess the possible improvements for medium

resolution imaging of semiconductor specimens.

VII. ACTIVE DOPANT PROFILING IN SILICON CMOS DEVICES

There are many papers that discuss the use of electron holography to measure the poten-

tials in silicon CMOS devices [58–69], however there are no published results that have been

obtained using DPC. To test the two techniques on a real specimen which was at the same

time not too challenging, an older generation 90-nm-gate-width p-MOS device was examined

[70]. Here a step in potential of ⇠ 0.9 V is expected across a distance of 20 nm which leads

to an expected electric field of 0.45 MVcm�1. The interest in studying this device is that

due to its finite size it is not possible to average the measured signal across a wide area. In

addition, the presence of features such as the salicided metal contacts, the high-k metal gate

and the physical gate structure will introduce mechanical strain into the specimen which

will make it much more di�cult to find the optimum orientation to reduce the dynamical

di↵raction contrast. The specimen thickness was measured to be 250 ± 5 nm by CBED.

Figure 9(a) shows a HAADF STEM image of the device. Electron holograms were acquired

using a standard Lorentz lens configuration with a field of view of 360 nm and a biprism

voltage of 242 V was used to provide interference fringes of 2.0 nm. By taking advantage

of the excellent mechanical and electrical stability of the electron microscope and with the
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biprism in the “stable” position, the hologram was acquired for 64 seconds without a↵ecting

the recorded fringe contrast. Figure 9(b) shows a potential map that has been calculated

from the reconstructed phase image and the p-type source and drain and n-doped gate can

be clearly di↵erentiated. Figures 9(c) and (d) show E
z

and E
x

respectively. The equivalent

field maps acquired by LM-DPC are shown in Figure 9(e) and (f). Here a camera length

of 12 m and a convergence angle of 200 µrads was used to provide a spatial resolution of

7.5 nm. LM-DPC field maps with a size of 10242 pixels was acquired for 80 seconds. The

maps have been Fourier filtered to reduce the scan noise. The 10242 pixel field maps shown

in Figure 9(g) and (h) were acquired in HR-DPC mode using a camera length of 115 mm,

a convergence angle of 21 mrads and an acquisition time of 80 s. Using these settings, the

electric field cannot be measured.

The quantitative measurements of both the potential and E
x

measured by electron holog-

raphy and DPC are shown in Figures 10(a) and (b) respectively. Profiles have been extracted

from across the gate region that is indicated in 9(a). The holography profile has been av-

eraged across 5 nm which corresponds to the approximate spatial resolution in the recon-

structed phase image. The potential has been measured as 0.78 ± 0.05 V which is less than

is expected from theory and can be explained from specimen preparation artefacts. As E
x

has been calculated from the experimental potential profile in (a), it is very sensitive to ex-

perimental noise due to the di↵erentiation term shown in Equation 11. The DPC field profile

extracted from Figure 9(c) has also been averaged across 5 nm. The quantification has been

performed by calibrating the intensity of the detected signals on the segments compared to

the signals that were measured in Figure 8 by electron holography. Here, a value of 0.17

MVcm�1 that was measured across the p-n junction by electron holography corresponds to a

measured DPC signal (intensity di↵erence signal divided by total intensity on all segments)

of 4.33 ± 0.06 %. This comparative quantification is approximate due to problems with

precisely centering the beam, limiting beam drift between measurements and the alignment

of descan for long camera lengths in HR STEM modes. Here a peak-to-peak measurement

of E
x

can be made, which is 0.35 ± 0.1 MVcm�1 measured by electron holography and 0.3

± 0.02 MVcm�1 by DPC. Again, both of these values are less than expected from theory.

Here we have shown that both LM-DPC and electron holography can be used to measure

the fields in relatively large silicon CMOS devices which typically have step in potentials of

around 1 V and internal fields in the range 0.1 - 1.0 MVcm�1. The experimental problems
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for the two techniques are the same in that thick specimens need to be prepared to limit

the e↵ects of the inactive thickness and for both techniques the key is to tilt the specimen

to a weakly di↵racting condition such that contributions from dynamical di↵raction do not

contribute significantly to the measured signals.

Clearly electron holography is adapted for the measurement of potentials rather than

electric fields. It is possible to further improve the spatial resolution by using finer holo-

graphic fringes whilst simultaneously reducing the overall hologram width and thus using a

smaller field of view, the signal to noise can be maintained or increased by adding stacks

of holograms together. For the LM-DPC the spatial resolution cannot easily be improved

as the convergence angle that is required such that the beam is incident on the fixed size

detector is in the range 100 - 200 µrad. Of course this could be improved by using larger

segmented detectors (or pixellated detectors). However, intermediate camera lengths in the

range 1 - 3 m leading to convergence angles of 2 - 4 mrad combined with the use of data

averaging would provide a better compromise between spatial resolution and signal to noise.

VIII. HIGH RESOLUTION FIELD MAPPING IN INGAN QUANTUM WELLS

The measurement of piezoelectric fields in quantum well structures is a challenging prob-

lem [71]. These fields which arise from changes in polarization e.g. at interfaces and can

be partly screened by the accumulation of free carriers can lead to unwanted modifications

of the band structure [72]. They can be reduced by various growth techniques which can

reduce strain in the layers and thus the polarization. However, it is important to be able

to make accurate measurements such that the e↵ectiveness of these processing steps can be

assessed. The polarisation fields are expected to be in the few MVcm�1 range and therefore

sensitivity is less of an issue than for the measurement of fields in doped specimens. How-

ever, it is important to have high spatial resolution as the typical dimensions of these QW

layers are just a few nm.

An In0.15GaN0.85/GaN superlattice with 6 quantum wells each of a nominal 2.2 nm thick-

ness separated by 12 nm was examined in this study. Figure 11 shows an HR-STEM image

that was acquired in order to assess the quality of the quantum wells. CBED patterns were

also acquired and a specimen thickness of 106 ± 5 nm was measured. It is known that

InGaN specimens can be sensitive to electron beam irradiation. Care was taken to align the
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microscope on regions of the specimen that were not to be examined. However, even after

prolonged irradiation of the specimen no major structural changes were detected.

For the DPC experiments, LM-DPC was not suitable as it could not provide the required

spatial resolution. Therefore NB-DPC was used with an intermediate camera length of 1.2

m and a convergence angle of 2 mrads, again the acquisition time was 80 s to provide 10242

pixel maps. The specimen was tilted a few degrees from the [11-20] zone axis while taking

care to not lose spatial resolution in projection. Figure 12 shows the e↵ects of dynamical

di↵raction on the DPC imaging where (a)-(d) shows the di↵erent intensities measured on

the individual detector segments A - D respectively and the sum of the segments is shown

in Figure 12(e). Figures 12(f)-(i) show the intensities on the detector segments and (j) their

sum when the specimen has been tilted from the previous orientation by a fraction of a mrad

which is unmeasurable by the microscope goniometer. Now the contrast of the InGaN layers

has changed and the reduction in dynamical scattering of the region of interests renders the

data interpretable in terms of the electric field present.

The DPC intensities on the di↵erent detector segments were calibrated by manually

displacing the transmitted beam using the method described earlier. Figure 13(a) shows an

E

z

map for the QW specimen acquired in NB-DPC mode using a camera length of 1.2 m

and a convergence angle of 2 mrad and (b) shows the E

z

profile acquired from the region

indicated in (a). From only the convergence angle, a spatial resolution of about 0.8 nm can

be estimated (not considering beam broadening in the specimen).

It is clear that there are large variations in the values of E
z

in the di↵erent QWs. The

values are shown in Table III and a variation between 2.2 and 3.5 ± 0.1 MVcm�1 has been

measured. Figure 13(c) shows a E

z

map also acquired in NB-DPC mode this time using a

convergence angle of 4.2 mrads which leads to a probe size of around 0.4 nm. The e↵ects

of di↵raction contrast in the two maps is evident and it becomes experimentally di�cult to

limit the di↵raction as the convergence angle of the beam is increased. For the map acquired

using a convergence angle of 2 mrads the background outside of the QW structures across the

GaN region is flat, however for the map acquired using the convergence angle of 4.2 mrads,

there is a large varying dark background on the signal arising from di↵raction. The e↵ects

of di↵raction are especially important for specimens such as these In0.15Ga0.85N wells where

bending of the lattice planes at the interfaces leads to varying di↵raction conditions across

the field of view. A related observation is that in the E

z

maps in Figure 13(a) we observe

19



dark contrast at the top of each of the QWs and in (c) the dark contrast is at the bottom

of the QWs. The di↵erence in specimen orientation here between the two di↵erent maps is

only a fraction of a mrad and as such great care must be taken during the interpretation of

the data as di↵raction can lead to important artefacts. The elimination of dynamical e↵ects

is di�cult and large data series need to be acquired at di↵erent tilts such to provide a feeling

of its impact on the measured fields. With increasing convergence angle it becomes more

problematic to find tilt conditions (especially in the presence of sample bending) in which

the di↵raction disc intensity is homogeneous and free of dynamical contrasts over the region

of interest, which is the assumption used in the data evaluation here of such a segmented

detector setup.

The profile of the charge density, ⇢ can be obtained using

r · E =
⇢

"0"r
, (18)

where "0 is the constant of permittivity and "

r

the relative permittivity. Figure 14(a)

shows a charge density map and (b) profile calculated from the E
z

map in Figure 13(c). The

spatial resolution allows the interface dipoles at the top and bottom of the QW structure to

be individually resolved. The charge measured at the bottom of the layers is systematically

higher for the bottom interface than the top interfaces. This observation is qualitatively in

agreement with simulations for this material system [73]. However, it is clear from Equation

18, that the presence of unwanted di↵raction contrast will lead to strong artefacts in this

measurement. Further discussion of this materials system is outside the scope of this article.

For the DPCmaps with lower convergence angle the fine structure of the charge accumulation

(the sheet charges on both sides of each interface) were no longer resolved and are not shown

here.

Electron holograms were also acquired of the specimen using Lorentz mode. Again the

specimen was tilted to a weakly di↵racting condition which was much more straightfor-

ward to achieve than for DPC as electron holography uses a very small convergence angle.

However, the bending of the lattice planes at the QW interfaces can still lead to unwanted

di↵raction contrast and as such care must be taken to avoid this. An electron biprism volt-

age of 350 V was used to provide a fringe spacing of 0.8 nm which were reconstructed to

provide phase images of the QW structure with a spatial resolution of 1.6 nm. However,

when using the Lorentz lens the spatial resolution is limited by the aberrations of the imag-
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ing system rather than by the fringe spacing, which is nominally 2.2 nm. It was not possible

to obtain results with the required signal to noise from a single electron hologram. There-

fore, as both good spatial resolution and sensitivity is required simultaneously, a stack of 32

electron holograms each of 8 s acquisition time was acquired using the Holoview software

[27]. The registration of the stack is not straightforward as the beam, biprism and specimen

will all independently drift during the acquisition. The sideband for each of the individual

holograms was selected and an inverse Fourier transformation was applied to provide a stack

of complex images which were aligned before the phase and amplitude components were re-

constructed. This strategy allowed us to maintain a holographic fringe contrast of 16 % for

a combined acquisition time of 256 seconds in order to maximise the signal to noise ratio.

Figure 15(a) shows an individual electron hologram of the QW structure, and (b) a

detail of the hologram taken from the region indicated in (a) showing the fine interference

fringes. The reconstructed amplitude image and potential maps are shown in 15(c) and (d)

respectively. No unwanted di↵raction contrast can be seen in the amplitude image which

means that the measured phase can be directly interpreted. The improved signal to noise in

the potential map means that FIB beam damage and contamination on the specimen surfaces

is now clearly visible as bright spots. However, the potential map also has a much more

homogenous contrast across the region of interest than observed for the DPC measurements.

Figure 15(e) shows the extracted potential profiles and (f) the calculated values of E
z

. The

measured values of E
z

values are shown in Table III and these are found to be in the range

3.30 to 3.82 ± 0.2 MVcm�1.

The measured electric field by DPC and electron holography is also plotted as a function

of the QW width in Figure 16 (widths were measured from the HAADF STEM images).

For the electron holography measurements we observe that the electric field increases lin-

early with the well width. For the DPC measurements, there is also a linear fit although

the measurements are not consistent with the holography. Inspection of the field maps in

Figures 13(a) and 15(f) suggests that the DPC measurements are more strongly a↵ected by

di↵raction, then the measured values of the fields could potentially be less accurate when

compared to the holography due to the larger convergence angle.
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IX. DISCUSSION

In this paper we have compared DPC and electron holography as techniques for mea-

suring fields in di↵erent types of semiconductor devices. Electron holography can be used

to provide phase images of the specimen from which the projected electrostatic potential

can be calculated by knowing the thickness of the specimen. The signal to noise in the

reconstructed phase images is related to the square root of the recorded electron counts and

the interference fringe contrast. If high spatial resolution is required then finer holographic

fringes are required which leads to a reduction in the field of view as the fringes need to be

correctly sampled. In conventional single biprism holography the reference wave needs to

pass through vacuum. In this work, when using fringe spacings of 0.8 nm to provide a spatial

resolution of 1.6 nm, a field of view of 250 nm is achieved using a 2048 pixel detector so each

fringe is sampled by 6 pixels. Therefore the region of interest needs to be around 250 nm

from the surface. As such, additional specimen preparation steps or dedicated samples can

be required for electron holography experiments in order to provide the vacuum reference.

For large fields of view and less demanding spatial resolutions, fields of view of a micron can

be achieved. One solution for the problem of having an adjacent reference wave to the region

of interest is to use multiple biprisms [74], which is now common practice in laboratories

that focus mainly on electron holography. As well as using optical setups to provide well

sampled and fine interference fringes, the spatial resolution of electron holography can also

be increased by using centre band suppression techniques such as phase shifting holography

[75] and by using aberration correction in Lorentz mode [76].

DPC measures the local deflection of the transmitted beam in STEM mode which is

related to the internal electric and magnetic fields. As shown here and elsewhere, the

deflection can be related to the internal fields in and around a specimen. Quantification can

be obtained by comparing the results to a known specimen that has been quantified using

other techniques or by tilting the beam by a known value and measuring the intensities of the

detector segments before and after. The accuracy of these quantifications is dependent on

the stability of the microscope and descan and pivot point alignments which can be di�cult

to align for long camera lengths. The sensitivity of DPC measurements is in principal limited

by the electrical and scan noise in the STEM imaging system. However, for most practical

purposes the sensitivity can be improved by using a longer camera length to provide a large
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measured shift of the transmitted beam.

The fixed size of the detector means that the convergence angle of the beam needs to be

adjusted such that the beam diameter fits the detector geometry for a given camera length.

As the convergence angle of the beam is related to the size of the electron probe in real space

that can be formed, this also limits the spatial resolution. For example, for measurements of

dopants which provide typical fields that are in the range 0.1 - 0.5 MVcm�1, LM DPC could

be used with camera lengths of about 10 m and convergence angles of 200 micro radians

which would provide a spatial resolution of approximately 7 nm. For the measurements of

piezoelectric fields which are typically above 1 MVcm�1, a shorted camera length of 1.2 m

could be used in NB-DPC mode which would require a convergence angle in the range 2

- 4 mrads and thus leads to a probe size below 1 nm. As discussed previously, the major

problem for electron holography is the need for a reference wave which can be limiting for

high spatial resolutions and is critical for atomic resolution. DPC does not require this

reference and as such the fields can be measured using any magnification available. Another

di↵erence with DPC is that it can in principal be less prone to charging artefacts as the probe

can be scanned across a desired area on the specimen avoiding regions containing insulating

materials. When applying electron holography, a large area of the specimen is irradiated

simultaneously and at a higher current and therefore charging can cause problems. This is

especially the case for modern semiconductor devices such as SOI and FinFET technologies

where small structures are typically surrounded by an insulating oxide region.

However, a detailed discussion of only the spatial resolution and sensitivity of the tech-

niques would be misleading. The sensitivity can be increased by acquiring image stacks that

are obtained using a low beam current. The sensitivity of both holography and DPC can

also be improved by using better detectors. The most important discussion when comparing

the techniques is the e↵ects of dynamical di↵raction. The e↵ects of di↵raction make the in-

terpretation of reconstructed phase images or DPC field maps di�cult. The key for making

these types of measurements is to tilt the specimen to a weakly di↵racting condition while

limiting the projection problems of the region of interest and using the smallest possible

convergence angle. In simple silicon specimens such as the p-n junction that was measured,

this is relatively easy to achieve. However, for more complex materials such as the InGaN

QW structures that were examined here, the situation is much more di�cult. When using

DPC, the small structure size necessitates a higher convergence angle which leads to more
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artefacts from dynamical di↵raction. For electron holography a (nearly) plane wave is used

and as such weakly di↵racting conditions can be found more easily and o↵er more robustness

against sample tilts. For the measurements obtained by DPC, di↵raction is a major problem

and a compromise between spatial resolution and robustness of the measurement (and also

between resolution and sensitivity) needs to be found for each type of specimen system. For

these measurements of internal fields, thick specimens are typically required and as such

dynamical di↵raction is a problem that cannot be ignored.

In the last years fast pixelated detectors have been used for data acquisition in STEM

and also for the case of electric field measurements [10, 80, 81]. It has been demonstrated

that for measurements of atomic electric fields the center of mass needs to be determined

using a camera to obtain quantitative values [34]. However, for samples thicker than a few

nm even this approach fails. In contrast, electric fields in p-n junctions or piezo-electric fields

of layers are homogeneous and do not vary over the beam intensity distribution leading to

a simple shift of the di↵raction disk without intensity redistribution within it [33]. The

limitation is only the dynamical contrast that might change due to local sample tilts. This

e↵ect would does not only a↵ect measurements with a segmented detector but also with a

center of mass approach. A remedy could be to use precession [77–79] to suppress dynamical

contrast in the di↵raction pattern and/or to measure the beam displacement by means of

template matching.

It is likely that segmented detectors will ultimately be replaced by the use of fast CCD

cameras and the processing of giant data sets. An advantage of using a CCD camera is

the flexibility to use di↵erent convergence angles which will lead to an improved spatial

resolution when using long camera lengths. An additional advantage of course is to be able

to use di↵erent processing techniques on the spatially resolved images of the transmitted

beam to provide complementary information about the specimen.

X. CONCLUSIONS

In summary, electron holography and DPC have been assessed from the point of view of

measuring the fields in real semiconductor devices. Although the sensitivity of the di↵erent

methods can be increased by various means, electron holography seems to be more adapted

for the measurement of low values of electrostatic fields whereas if dynamical di↵raction can
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be limited, DPC can provide a higher spatial resolution whilst maintaining a useful field of

view. In general the di↵erent approaches each have their advantages and disadvantages and

as such are complementary to each other. Both methods, if care is taken to avoid artefacts,

can be powerful tools for semiconductor characterisation.
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FIGURES
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FIG. 1. (a) Schematic of the setup for o↵-axis electron holography. (b) Image of the biprism with

no bias voltage applied. (c) -(g) Image of the electron interference fringes as the biprism voltage

is increased from 10 - 50 V respectively.
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FIG. 2. The reconstruction procedure for o↵-axis electron holography
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FIG. 3. Schematic showing the basic principal behind DPC. The convergent beam as it passes

through a (a) p-type (b) depleted junction region and (c) n-type region. The beam is deflected

by the electric field in the junction which leads to (d) di↵erent outputs for the di↵erent detector

segments. By subtracting the segments from one another and then correcting for their rotation

relative to the specimen, maps relating to the electric field in the (e) in-plane and (f) growth

directions.
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FIG. 4. (a) Schematic showing HR-DPC with a camera length of 0.15 m and beam convergence

of 21 mrad incident on the segmented annular detector. (b) Image of the beam with the inner

radius of the segmented annular detector indicated. (c) As the camera length is changed from 15

cm to 1.2 m to increase the sensitivity of the measurement (d) the beam becomes much larger than

the detector. (e) Schematic of the NB-DPC optical arrangement with a camera length of 1.2 m

and a convergent beam of 3.2 mrad (f) such that the beam diameter is again roughly twice the

inner radius of the annular detector. (g) Plot of di↵raction limited beam diameter as a function

of convergence angle, neglecting the influence of source size and aberrations. The approximate

working parameters for HR, NB and LM-STEM are indicated.
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FIG. 5. (a) Image showing initial position of beam and shifted beam. (b) The magnitude of the

beam shift vector measured on the camera as a function of the absolute value of the intensity

di↵erence vector measured by the segmented annular detector.
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FIG. 6. Simulated CBED patterns for 200 kV electron beam incident on (a) 100 nm-thick GaN

specimen and (b) a 300-nm-thick Si specimen tilted 1.5 degrees from the zone axis along the [0001]

and [004] directions respectively. The indicated circles have a diameter of 4 mrads.
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FIG. 7. (a) STEM image of the diode that was examined in situ. (b) Current / Voltage character-

istics of the diode after preparation. (c) Phase image of the diode acquired using o↵-axis electron

holography at a reverse bias of 4.0 V. (d) The measured potential across the diode for di↵erent

reverse bias voltages.
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FIG. 8. (a) E
z

map at 0V and (b) 4V reverse bias and (c) E
z

profiles acquired using HR-DPC

at di↵erent reverse bias voltages. (d) E
z

map at 0V and (e) 4V reverse bias and (f) electric field

profiles acquired using LM-DPC at di↵erent reverse bias voltages. (g) Potential map at 0V and

(h) 4V reverse bias and (i) E
z

profiles calculated from the potential profiles acquired using electron

holography for di↵erent reverse bias voltages.
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FIG. 9. (a) HRSTEM image of a silicon p-MOS device. (b) Potential map acquired by electron

holography. (c) E
x

map calculated from the electrostatic potential map in (b). (d) E
z

map

calculated from the potential map shown in (b). (e) E
x

map acquired by LM-DPC. (f) E
z

map

acquired by LM-DPC. (g) E
x

map acquired by HR-DPC. (h) E
z

map acquired by HR-DPC.
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FIG. 10. (a) Potential profile obtained by electron holography and (b) E
x

profile acquired from

across the region indicated in 9(a) for the field maps acquired by electron holography and DPC.
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FIG. 11. (a) HAADF STEM image of a series of 2.2-nm-wide In0.15Ga0.85N quantum wells in GaN.
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FIG. 12. (a) - (d) Intensity measured on the di↵erent DPC detector segments A - D respectively

and (e) their sum with the specimen in a at an orientation not suitable for DPC analysis. (f) -

(i) Intensity measured on the di↵erent DPC detector segments A - D and (j) their sum with the

specimen in an appropriate orientation for DPC analysis.
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FIG. 13. (a) Electric field map for a series of 2.2-nm-wide In0.15Ga0.85N quantum wells in GaN

acquired by HR DPC using a camera length of 1.2 m and a convergence angle of 2 mrad. (b)

Electric field profile acquired from the region indicated in (a). (c) Electric field map for the same

sample acquired by HR DPC using a camera length of 1.2 m and a convergence angle of 4.2 mrad.

(d) Electric field profile acquired from the region indicated in (c).
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FIG. 14. (a) Charge density map for a series of 2.2-nm-wide In0.15Ga0.85N quantum wells in GaN

acquired by NB-DPC using a camera length of 1.2 m and a convergence angle of 4.2 mrads. (b)

Charge density profile acquired from the region indicated in (a) corresponding quantitatively well

for predictions for this system [73]
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FIG. 15. (a) Electron hologram of the QW structure. (b) Detail from indicated region in (a). (c)

Reconstructed amplitude image showing the absence of di↵raction contrast. (d) Potential map of

the QWs calculated from the reconstructed phase images. (e) Potential profiles for the QWs taken

from the profile shown in (b) and averaged across 50 nm. The gradient on the potential comes

from doping in the device. (f) Calculated electric field for the QWs.
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FIG. 16. Measured electric field by electron holography and DPC as a function of QW width.
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TABLES

47



Mode Convergence angle Probe size Camera length Sensitivity Application

HR-DPC 20 mrad < 0.1 nm 0.1 m Low Atomic E-fields [34, 36]

NB-DPC 2 mrad 1 nm 1 m Moderate Piezo-electric fields [39]

LM-DPC 0.2 mrad 10 nm 10 m High E-field in p-n junction [6]

TABLE I. Comparison of typical convergence angles, resulting probe size, camera length, sen-

sitivity and application for the three DPC modes high-resolution (HR), nano-beam (NB) and

low-magnification (LM).
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Technique HR-DPC LM-DPC Electron Holography

Resolution < 0.1 nm 7.5 nm 7.5 nm

FOV 2.5x2.5 µm2 2.9x2.9 µm2 1.6x0.6 µm2

SNR 0.6 45 55 (470 for phase)

Frame time 80 s 80 s 8 s

TABLE II. Comparison of HR-DPC and LM-DPC vs. o↵-axis holography for the performed

experiments. The signal to noise is assessed by dividing the total signal by the RMS noise at

a reverse bias of 4 V.
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Technique Well 1 Well 2 Well 3 Well 4 Well 5 Well 6

HAADF STEM thickness (nm) 2.26 2.41 2.20 2.26 2.11 2.09

NB-DPC field at 2 mrads (MVcm�1) 2.99 2.25 3.14 3.74 2.20 3.54

Holography field (MVcm�1) 3.30 3.38 3.44 3.65 3.55 3.82

TABLE III. Measured properties of the QW layers with Well 1 referring to the bottom. Errors are

±0.05 nm for the STEM thickness measurement and ± 0.2 MVcm�1 for the holography measure-

ments of fields.
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