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Abstract

In this paper, we propose an approach to determine the time con-
stants and the amplitudes of the mass loading effect and of the viscoelastic
contribution of SAW sensor’s frequency shift. This approach consists in
optimizing a function of these parameters which is independent of the con-
centration profile. We experimentally establish in laboratory conditions
(T=22◦C), on a dataset composed of seven different gases, that these fea-
tures are suitable for chemical compounds identification. In particular,
we obtain a higher classification rate than the traditional amplitudes of
the signals during the steady state and we show that the classification
success rate can be increased by using both of them in conjunction with
a feature subset selection heuristic. We also propose a method based on
deconvolution and kernel regression to estimate the temporal concentra-
tion profile.
Keywords: SAW sensors, odour recognition, concentration evaluation.

1 Introduction

Electronic nose based systems have been successfully used in many applications:
quality control in the food and cosmetics industries, detection of disease-specific
odours, detection of pollutants and toxic gases [1, 2]. An electronic nose is an
instrument composed of an array of gas sensors with different selectivities and a
multivariate data processing system capable of recognizing odours. In this pa-
per, we focus on a category of gas sensors called surface acoustic waves (SAW)
sensors. These sensors are based on the propagation of mechanical waves pro-
duced by piezoelectric materials along a layer composed of a substrate covered
by chemically interactive materials. Volatile compounds are absorbed onto the
surface of the sensitive material, changing its properties and yielding to a mea-
surable frequency shift of the mechanical waves. It was established that the
frequency shift is the superposition of two main contributions [3]: a viscoelastic
contribution and of a mass loading effect. Since it has been shown that the
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electro-acoustic contribution has an order of magnitude of a mHz whereas the
other contributions have ones over a kHz [3, 4, 5], we neglected it in the present
study. These contributions can be modelled by first order linear differential
equations [3]: {

τm
∂Fm
∂t + Fm = Kmc

τv
∂Fv
∂t + Fv = Kvc

(1)

where Fm and Fv are respectively the frequency shift due to the mass loading
effect and to the viscoelastic contribution, Km and Kv are respectively their
gains, τm and τv are their time constants and c is the concentration profile of
the volatile compound. The total frequency shift is then given by F = Fm +Fv
[3]. Moreover, it was established that the mass loading effect involves a negative
frequency shift i.e. Km < 0 whereas the viscoelastic contribution may involve a
positive or a negative frequency shift, it means that the overall frequency shift
can be either positive or negative as shown in Figure 4. In this paper, we propose
an approach to determine the gains and the time constants of the mass loading
effect and of the viscoelastic contribution. We also show experimentally, on a
dataset composed of 7 analytes, that these parameters are suitable features for
chemical compound identification and concentration evaluation. This work was
motivated by the fact that these features are independent of the concentration
profile c and belong to a higher dimensional space than the traditional fea-
tures (steady state amplitude of the response and rise time) used for compound
identification and hence should carry more information about them.

2 Problem formulation

In this paper, we address the problem of determining the parameters of the
sensors in a blind way, i.e. without any knowledge of the concentration profile.
The discretization of the differential equations 1 using the backward difference
operator

∂F

∂t
(t) ≈ F [n]− F [n− 1]

Ts

gives for i ∈ {m, v}:

Fi[n] =
τi

τi + Ts
Fi[n− 1] +Ki

Ts
τi + Ts

c[n] (2)

where Ts is the sampling rate. Such equations have two interesting properties:

1. they are linear [6] i.e. for i ∈ {m, v} if

F ′i [n] =
τi

τi + Ts
F ′i [n− 1] +Ki

Ts
τi + Ts

c′[n]

and

F ′′i [n] =
τi

τi + Ts
F ′′i [n− 1] +Ki

Ts
τi + Ts

c′′[n]
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then the frequency shift for an input c′ + c′′ is

F ′i [n] + F ′′i [n] =
τi

τi + Ts
(F ′i [n− 1] + F ′′i [n− 1])

+Ki
Ts

τi + Ts
(c′[n] + c′′[n]); and

2. they are time invariant [6] since we have for i ∈ {m, v}

Fi[n− n0] =
τi

τi + Ts
Fi[n− n0 − 1] +Ki

Ts
τi + Ts

c[n− n0].

If we note Mi the equation that maps c to Fi (see Eq. 2), then we have for
i ∈ {m, v}:

Fi[n] = Mi

( +∞∑
k=−∞

c[k]δ[n− k]

)
,

where δ is the Dirac delta function:

δ[n] =

{
1 if n = 0
0 otherwise

.

The time invariance property yields to

Fi[n] =

+∞∑
k=−∞

c[k]hi[n− k] = c[n] ∗ hi[n] (3)

where hi is the impulse response of the considered contribution. Hence, the
mass loading effect and the viscoelastic contribution are entirely determined by
their respective impulse response and so is the SAW sensor’s response:

F = Fm + Fv = hm ∗ c+ hv ∗ c = (hm + hv) ∗ c. (4)

2.1 Impulse response computation

The impulse response of a dynamic system is its output when its input is the
Dirac delta function. Thus, the impulse responses are given for i ∈ {m, v} by

hi[n] =
τi

τi + Ts
hi[n− 1] +Ki

Ts
τi + Ts

δ[n], i ∈ {m, v}

or equivalently by {
hi[0] = Ki

Ts
τi+Ts

hi[n] = τi
τi+Ts

hi[n− 1] ∀n ≥ 0.

It is the traditional expression of a geometric series, so we have

hi[n] = Ki
Ts

τi + Ts

(
τi

τi + Ts

)n
, i ∈ {m, v}.
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Let’s define the new variables for i ∈ {m, v}:

Ti =
τi

τi + Ts
or τi =

TiTs
1− Ti

and (5)

Ai = Ki(1− Ti) or Ki =
Ai

1− Ti
; (6)

and let’s substitute the impulse responses into Eq 3:

F [n] =
(
AmT

n
m +AvT

n
v

)
∗ c[n].

This relation shows that the parameters Am and Av can be identified up to a
multiplicative constant α 6= 0 since

F [n] =

(
Am
α
T n
m +

Av
α
T n
v

)
∗ (αc[n]).

So, without loss of generality, we can assume that the amplitude of the concen-
tration profile c∗ is unitary

c∗ =
c

cSS
or c = cSSc

∗, (7)

where cSS is the steady state value of the concentration profile. It involves

F [n] =
(
AmT

n
m +AvT

n
v

)
∗ c∗[n]; and

Am
1− Tm

+
Av

1− Tv
= FSS ,

FSS is the steady state value of F . As the presence of the convolution product in
the equations makes any further development arduous, we propose to transform
them using a generating function.

2.2 Generating functions

The generating function of a sequence a0, a1, ..., an is

G(a[n], x) =
∑
n≥0

a[n]xn. (8)

The main advantage of generating functions is their property to transform a
convolution product into a scalar product [7]:

G(a[n] ∗ b[n], x) = G(a[n], x)G(b[n], x).

Generating functions are defined only for the x where the sum (Eq. 8) converges.
The region of convergence (ROC) of a generating function is the set

ROC =

{
x :

∑
n≥0

a[n]xn converges

}
.
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2.2.1 Generating function associated with c∗

The generating function associated with the concentration profile can not be
computed since we have no information about c∗. However, to determine the
region of convergence of G(c∗[n], x) one can use the fact that c∗[n] is a bounded
quantity: 0 ≤ c∗[n] ≤ 1. Without any other information about the concen-
tration profile c∗, it is not possible to determine the ROC of its associated
generating function. However, since

|c∗[n]xn| ≤ |c∗maxxn|

and the series ∑
n≥0

c∗maxx
n = c∗max

∑
n≥0

xn

is absolutely convergent on the set {x : |x| < 1} the direct comparison test
theorem allows us to state that

{x : |x| < 1} ⊂ ROC(G(c∗[n], x)). (9)

2.2.2 Generating function associated with h

The generating function associated with the impulse response is

G(h[n], x) =
∑
n≥0

(AmT
n
m +AvT

n
v )xn

= Am
∑
n≥0

(Tmx)n +Av
∑
n≥0

(Tvx)n

=
Am

1− Tmx
+

Av
1− Tvx

(10)

and its region of convergence is

ROC(G(h[n], x)) =

{
x : |x| < min

(
1

Tm
,

1

Tv

)}
. (11)

2.2.3 Generating function associated with F

The generating function associated with the sensor’s response F is

G(F [n], x) = G(c∗[n] ∗ h[n], x) = G(c∗[n], x)G(h[n], x)

and its region of convergence is

ROC(G(F [n], x)) = ROC(G(c∗[n], x)) ∩ROC(G(h[n], x)).

Eq. 5, Eq. 9 and Eq. 11 allow us to conclude that

{x : |x| < 1} ⊂ ROC(G(F [n], x)). (12)
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In practice, the generating function of the digitalized signal F of length N can
be approximated with high precision using Eq. 8 for |x| < 10

ε
N where ε is the

machine precision if x belongs to the ROC of F . Figure 1 shows an example of a
SAW sensor’s response and of the consecutive differences between two successive
terms of its associated generating function:

G(h[n], x)−G(h[n− 1], x).

It illustrates that for |x| < 10
ε
N the successive differences tend to 0 (the estimate

of G(F [n], x) is accurate) while they are important when x is over this bound.

2.3 Optimization problem formulation

Since SAW sensor based electronic noses are composed of an array of Ns sensors,
they can be modelled as a single input multiple output system. The e-nose is
driven by a single input sequence c[n] and yields to Ns output sequences Fi[n].
Computing the associated generating functions yields to the set of equations
i = 1 . . . Ns:

G(Fi[n], x) =

(
Ai,m

1− Ti,mx
+

Ai,v
1− Ti,vx

)
G(c∗[n], x). (13)

One can determine G(c∗[n], x) using the equation associated with the first sensor
(i = 1)

G(c∗[n], x) =
G(F1[n], x)

A1,m

1−T1,mx
+

A1,v

1−T1,vx

and substitute it to the other ones (i = 2..Ns)

G(Fi[n], x) =

(
Ai,m

1− Ti,mx
+

Ai,v
1− Ti,vx

)
G(F1[n], x)

A1,m

1−T1,mx
+

A1,v

1−T1,vx

. (14)

So, by construction, the parameters A and T can be estimated by solving the
following optimization problem:

argmin
∑
x∈X

∥∥∥∥∥GH(x) GF (F1,x)
Am,1

1−Tm,1x
+

Av,1
1−Tv,1x

− F (x)

∥∥∥∥∥
2

subject to :

∀i ∈ [1..Ns] Ti,m ∈]0..1[ and Ti,v ∈]0..1[

∀i ∈ [1..Ns] Ai,m < 0

∀i ∈ [1..Ns]
Am,i

1−Tm,i +
Av,i

1−Tv,i = SSi
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Figure 1: Error on the estimated generating function for different values of x.

where GH(x) =


Am,2

1−Tm,2x +
Av,2

1−Tv,2x
...

Am,Ns
1−Tm,Nsx

+
Av,Ns

1−Tv,Nsx

,

F (x) =

 GF (F2, x)
...

GF (FNs , x)

 and X is a finite subset of [−10
ε
N , 10

ε
N ]. Any distance
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function may be used in the objective function. In particular, and without any
loss of generality, we used the Euclidean distance. As the previously described
optimization problem can not be easily solved analytically and is not convex,
we propose to use meta-heuristic algorithms to solve it. In particular, in the
experimental section (section 4), we compare the performances of simulated
annealing, particle swarm optimization and (λ+ µ) evolution strategy.

3 Odour recognition and concentration evalua-
tion

In this section, we assume that we have an estimate of the different parameters
of the SAW sensor’s frequency shift. We describe a method to identify the
chemical compounds and to estimate their concentration.

3.1 Chemical compound identification

Chemical compound identification is a typical supervised learning problem for
which we have a training set consisting of n labelled observations also called
labelled samples or labelled examples

{(x1, y1)...(xi, yi)...(xn, yn)}.

The xi are called descriptors and the yi are categorical variables. The objective
is to build, from these learning samples, a model which allows to predict the
output y associated with a new sample x. Most of the time, the model is
built by choosing a parametrized function and by determining the parameters
which minimize an error criterion on the training set [8]. Many models have
been investigated to perform odour recognition: SVM [9], neural network [10],
k-nearest neighbours [11] to name a few. Since the design of new models is
not the primary topic of this article and because a previous unpublished study
showed its efficiency, we only investigated the large margin nearest neighbour
(LMNN) [12] in the experimental section (section 4). LMNN is a variant of
the well known k-nearest neighbours supervised classification algorithm. It was
designed to overcome the fact that the traditional Euclidean distance ignores
any statistical regularities of the labelled examples. The authors propose to
compute the Euclidean distances after performing a linear transformation:

D(x, y) = ||L(x− y)||2.

They propose to determine L by solving the following convex optimisation prob-
lem using specially designed gradient descent algorithm.

L = argmin (1− µ)
∑
i→j
||L(xi − xj)||22

+µ
∑
i,j→i

∑
l

(1− yi,l)(1 + ||L(xi − xj)||22 + ||L(xi − xl)||22)+
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where, yi,l = 1 iff yi = yj , and yi,l = 0 otherwise, (x)+ = max(0, x). The
coefficient µ ∈ [0; 1] is a parameter which balances the two terms of the objective
function; when µ = 0, only the large distances between two samples of the same
label whereas are penalized, when µ = 1 only the small distances between
differently labelled samples are penalized. The notation j → i indicates that xj
is a target neighbour of xi. The target neighbours of xj are those that we desire
to be closer to xj . This objective function is composed of two terms:

• the first term penalizes large distances between each sampled of the same
label; and

• the second term penalizes small distances between differently labelled sam-
ples.

3.1.1 Hasse diagram feature subset selection

A common technique in machine learning consists in concatenating many feature
sets and selecting the most appropriate subset. Many feature selection heuristic
have been proposed in the literature, among them the forward approach, based
on a Hasse diagram, have gain a major interest [13]. A Hasse diagram is a
directed acyclic graph representing the structure of a partially ordered set. Each
element of the set is represented as a node and the vertices correspond to the
ordering relation: there exists a vertex between the node A and the node B
if A > B. In the context of features subset selection, the considered ordered
set is the power set of the features and the ordering relation is the inclusion
relation i.e. there exists a vertex between the node A and the node B if B ⊂
A. Figure 2 shows the Hasse diagram associated with the features V1, . . . , V4.
The proposed heuristic consists in evaluating the classification performances on

Figure 2: Hasse diagram features subset selection.

the root node and recursively evaluating the classification performances on the
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children of the node yielding to the best result. The process is stopped when
no children yield to better performances than its parents. In the example of
Figure 2, the performance of the first node and of its children is evaluated (the
classification performances are in red); since the subset {V1, V2, V3} yields to
better performances than its parent, its children are recursively evaluated. As
none of its children yield to better performance, the algorithm stopped and the
subset {V1, V2, V3} is returned. While this heuristic has no guaranty to return
the optimal subset, the number of node evaluation is drastically lower than the
total number of nodes. For instance, for a set of dimension N , in the worst case

the Hasse diagram heuristic requires the evaluation of N(N+1)
2 nodes while the

total number of nodes is
N∑
k=1

N !
(N−k)!k! = 2N − 1.

3.2 Chemical compound concentration evaluation

The sensor’s response, Fi(n), is given by

Fi[n] = hi[0]c∗[n] + hi[1]c∗[n− 1] + ...+ hi[N ]c∗[n−N ].

This equation can be written as Fi = Hic
∗ where

Hi =



hi[0] 0 · · · · · · 0

hi[1] hi[0] 0
...

hi[2] hi[1] hi[0] 0
...

...
. . .

. . .

hi[N ] hi[0]


.

Stacking this equation for each sensor of the nose yields to:
F1

F2

...
FM

 =


H1

H2

...
HM

 c∗ or F = Hc∗

and c∗ = (HTH)−1HTF. However, the measured data F are noisy. In this
case the previous equation generally produces a noisy estimate of the concen-
tration profile. To improve the deconvolution, one can minimize the energy of
the second-order derivative of the concentration profile. Moreover, in some sit-
uation, it may be interesting to add prior knowledge about the concentration
profile, for instance c∗[0] = 0 i.e. sc∗ = 0 where s = [1 0..0]. So c∗ can be
estimated by solving the problem: argmin ||F −Hc∗||22 + k||Dc∗||22

subject to :
sc∗ = 0
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where D is the second-order derivative matrix:

D =


1 −2 1 0 . . . 0

0 1 −2 1
. . .

...
...

. . .
. . .

. . .
. . . 0

0 . . . 0 1 −2 1

 .

This optimization problem can be analytically solved using the Lagrange mul-
tipliers method [14]. The associated Lagrangian is:

L(c∗, λ) = ||F −Hc∗||22 + k||Dc∗||22 + λsc∗

= FTF − 2c∗THTF + c∗T
(
HTH + kDTD

)
c∗ + λsc∗

where λ is the Lagrange’s multiplier; computing its gradient [15] gives:{
∂L(c∗,λ)
∂c∗ = −2HTF + 2

(
HTH + kDTD

)
c∗ + λsT

∂L(c∗,λ)
∂λ = sc∗

;

and nullifying it yields to:(
c∗

λ

)
=

(
2HTH + 2kDTD sT

s 0

)−1(
2HTF

0

)
.

To obtain the real concentration profile, we must determine the coefficient css
(see Eq. 7). This is a traditional regression problem. The classical regression
problem consists in estimating an unknown function f based solely on a training
set of evaluations {(x1, y1), ..., (xn, yn)} where yi = f(xi). The task consists in

finding an estimator f̂ of f that minimizes a loss function over the training
points. The standard loss function L is the squared error

L =
∑

i

(
yi − f̂(xi)

)2
.

However, for our application, the squared relative error

L =
∑

i

(
yi − f̂(xi)

yi

)2

is more appropriate: approximating a concentration of 2 ppm with an absolute
error of 1 ppm is much worst than approximating a concentration of 10 ppm
with an absolute error of 1ppm.

One common algorithm for regression is kernel regression. In this model, the
target value is computed as a weighted average of the function values observed
at the training point:

ŷi =

∑
j 6=i ki,jyj∑
j 6=i ki,j

11



where ki,j = k(xi, xj) ≥ 0 is the kernel function. While kernel regression may
apply to many types of kernel functions, we focused on the Gaussian kernel
generally defined as follows:

k(xi, xj) = e−α||xi−xj ||
2
2 .

The choice of the parameter α requires great care. Its optimal value depends on
the noisiness and the smoothness of the function f . It is chosen by minimizing
the squared relative error:

α = argmin
∑

i

(
1− 1

yi

∑
j 6=i e

−α||xi−xj ||22yj∑
j 6=i e

−α||xi−xj ||22

)2

.

A variant of the traditional Gaussian kernel was proposed by Weinberger et
al. [16]. The authors proposed to use a Mahalanobis metric instead of the
Euclidean distance:

k(xi, xj) = e−||A(xi−xj)||22 .

The main difference between a Mahalanobis metric and a Euclidean metric is
that the isoline curve is a circle in case of the Euclidean distance while it is an
ellipse in case of the Mahalanobis distance. Once again, the matrix A is chosen
by minimizing the squared relative error:

A = argmin
∑

i

(
1− 1

yi

∑
j 6=i e

−||A(xi−xj)||22yj∑
j 6=i e

−||A(xi−xj)||22

)2

.

The two previously mentioned optimization problems can be solved using a
gradient descent. If local minima are a concern, one can use several runs with
different random initializations and choose the one with minimum error.

4 Experimental results

4.1 Outline of the electronic nose

The selected electronic nose system is based on an array of six functionalized
nano-diamond coated SAW sensors each with a fundamental frequency of 433.9
MHz [17]. The sensors were exposed to seven different gases (NH3, SO2, H2S,
CH3OH, C7H8, HCN and DMMP ) at a concentration of 10 ppm, 8 ppm, 6
ppm, 4 ppm and 2 ppm (only 4 ppm and 2 ppm for HCN). Nitrogen was used
as the reference and carrier gas to transport the volatile chemical compounds
through the gas cell containing the sensors. The temperature of the sensors
(22o C) and the flow rate (200 mL/min) above them were kept constant. Data
acquisition was carried out at 10 Hz using the SAGAS instrument [18]. Sev-
eral cycles exposition (15 sec) - purge (30 sec) were done for each gas at each
concentration.
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4.2 Resolution of the optimization problem

In this section, we compare the performances of simulated annealing (SA) [19],
particle swarm optimization (PSO) [20] and (λ+µ) evolution strategy

(
(λ+µ)-

ES
)

[21]. The hyper-parameters of the algorithms were set empirically. The
candidate solution of SA was perturbed by adding a Gaussian random variable
to it, the acceptance probabilities were generated using the Boltzmann function
and the temperature is linearly decreased at each step. The inertia weight of
the 100 particles of PSO was set to 0.729, their social and cognitive acceleration
coefficients were set to 1.494, a ring neighbourhood topology was used. The
population of (λ + µ)-ES was set to λ = 100 individuals, µ = 20 children were
generated at each iteration using a Gaussian mutation and the 1/5 success rule,
their parents were randomly selected using the roulette wheel method. During
the optimization process, if a candidate solution did not satisfy the constraints,
it was projected into the feasible space: the variables Ti,m, Ti,v and Ai,m are
clamped within their respective range. Concerning the equality constraint, the
variables Ai,m and Ai,v are projected into the feasible space by multiplying them
by a constant α

α =
SSi

Am,i
1−Tm,i +

Av,i
1−Tv,i

such that

αAm,i
1− Tm,i

+
αAv,i

1− Tv,i
= α

( Am,i
1− Tm,i

+
Av,i

1− Tv,i
)

= SSi.

The algorithms were run until they converged. The parameters Km, Kv, τm, τv
were then retrieved using Eq. 5 and Eq. 6. Since the real values of the Km, Kv,
τm and τv are not known, we assessed the accuracy of the previously mentioned
algorithms by comparing the value of the objective function after a certain
number of evaluations. We also assessed the reproducibility of the algorithms
by comparing the average standard deviation of the estimated parameters over
50 runs performed with each sample of the database. Tab. 1 shows the experi-
mental results. It was experimentally established that PSO is the most accurate

Table 1: Experimental results

SA (λ+ µ)-ES PSO
Accuracy 1% 16% 83%
Reproducibility
(std. dev.)

Ki Ti Ki Ti Ki Ti
63.83 0.14 64.62 0.17 42.70 0.14

and reproducible heuristic: the objective function was the lowest in 83% of the
database and it had the lowest standard deviation. Hence, we concluded that
it is the most appropriate heuristic to estimate the parameters of the sensors.
Figure 3 shows the evolution of the fitness of the best candidate solution over
10 runs performed with the same sample.
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4.3 Odour recognition

In this section, we experimentally compare the performances obtained by us-
ing the amplitudes of the contributions estimated with PSO (Km and Kv), the
signal amplitude during the steady state and the features proposed by the au-
thors of [22]. They propose to use the parameters of three different models of
sensor’s response: the exponential model, the Lorentzian model; and the double
sigmoid model. The following table (Tab. 2) shows the classification success
rate over a 5-fold cross-validation process using LMNN. These results show that

Table 2: Classification scores.

Km and Kv 95.7%
Amplitude 94.2%
Exponential model 91.5%
Lorentzian model 93.5%
Double sigmoide model 89.6%

the amplitudes of the two contributions are suitable features to perform odour
recognition whereas the features proposed in [22] yielded to the lower classifica-
tion success rate. As the amplitudes of the two contributions and of the signals
during steady state yielded to the best performance and since the misclassified
samples were not the same in both cases, we investigated the performance of
concatenating these two feature sets and selecting the most appropriate sub-
set. The application of the Hasse diagram heuristic to the chemical compounds
identification problem yielded to a classification rate greater than 97% showing
the interest of using both descriptors and the efficiency of this heuristic.

4.4 Concentration estimation

In this section, we experimentally compare the accuracy of the concentration
estimation process. The following table (Tab. 3) shows the accuracy of the KR
and MLKR regression algorithm over a 5-fold cross-validation process. Figure

Table 3: Regression algorithms relative error.

Kernel regression 9%
Metric learning kernel regression 7%

4 summarizes the concentration profile estimation workflow. The first figure
represents the responses of the sensors exposed to 8 ppm of ammonia from 0
sec to 10 sec and to 4 ppm of ammonia from 10 sec to 15 sec. The second figure
represents the estimated impulse responses using PSO. And the third figure
represents the estimated concentration profile using the deconvolution process
and the kernel regression method (λ = 106). One can notably remark that the
concentration estimate is near the setpoint during the steady state.
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5 Conclusion

The optimization problem developed in this study enables the determination of
the parameters of the mass loading effect and of the viscoelastic contribution to
SAW sensor’s frequency shift. This work was motivated by the fact that these
features are independent of the concentration profile c and belong to a higher
dimensional space than the traditional features used for compound identifica-
tion and hence may carry more information about them. This assumption was
verified experimentally by comparing the classification rate obtained with these
features and the one obtained with the steady state amplitude. Moreover, we
showed that the classification success rate can reach 97% by using these two
feature’s space. Moreover we showed that the features we introduced, make
possible the determination, with a relative error < 10%, of the temporal profile
of the concentration by performing a deconvolution.
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(a) Simulated Annealing.
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(c) Particle Swarm Optimization

Figure 3: Evolution of the best candidate solution’s fitness during the optimiza-
tion process.
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PSO.

Time (s)

0 5 10 15

C
o

n
c
e

n
tr

a
ti
o

n
 p

ro
fi
le

 (
p

p
m

)

0

1

2

3

4

5

6

7

8

9

10

(c) Deconvolution and scaling with kernel
regression.

Figure 4: Temporal concentration profile estimation.
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